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A 3-D radiation therapy treatment planning system calculates dose to an entire volume of points
and therefore requires a 3-D distribution of measured dose values for quality assurance and dose
calculation verification. To measure such a volumetric distribution with a scanning ion chamber
is prohibitively time consuming. A method is presented for the generation of a 3-D grid of dose
values based on beam’s-eye-view (BEV) film dosimetry. For each field configuration of interest, a
set of BEV films at different depths is obtained and digitized, and the optical densities are
converted to dose. To reduce inaccuracies associated with film measurement of megavoltage
photon depth doses, doses on the different planes are normalized using an ion-chamber
measurement of the depth dose. A 3-D grid of dose values is created by interpolation between
BEYV planes along divergent beam rays. This matrix of measurement-based dose values can then
be compared to calculations over the entire volume of interest. This method is demonstrated for
three different field configurations. Accuracy of the film-measured dose values is determined by
1-D and 2-D comparisons with ion chamber measurements. Film and ion chamber measurements
agree within 2% in the central field regions and within 2.0 mm in the penumbral regions.
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1. INTRODUCTION

In recent years, there has been a great deal of work directed
toward the creation and use of “three-dimensional” treat-
ment planning systems.'~'° The term “three dimensional”
has been used to describe any number of different capabili-
ties that particular planning systems may contain (see for
example a discussion of the various aspects of three dimen-
sionality in Ref. 11). Most workers in the field, however,
agree that a “3-D” planning system must be able to calculate
the dose to a volume of points (usually arranged in a 3-D
grid). Such systems require more wide-ranging testing pro-
tocols than do less complex systems. ' The basic aim of this
work is to describe a method to obtain measurement-based
3-D distributions of dose for dose calculation verification
and quality assurance for 3-D treatment planning systems.

Basic verification of the accuracy of dose calculations has
been discussed by a number of workers.!>"'® In addition,
most users of radiation therapy treatment planning systems
have themselves performed at least some tests of their sys-
tems to convince themselves that the dose calculations pre-
sented by the system agree with the data measured at that
institution. Dose calculation verification checks are typical-
ly performed by comparing calculated and measured doses
for either (1) a depth dose curve on the central axis and
multiple 1-D profile curves obtained at different depths, or
(2) an isodose chart. This comparison is usually performed
on the axial plane that contains the beam central axis and is
done for a number of different field sizes, SSDs, and other
arrangements of the geometry of the beam. In purely 2-D
systems, no knowledge of the third dimension is expected, "’
and doses in this central plane are the only doses that matter,
since no other effects are expected to be taken into account.
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In systems that might be characterized by the label “2.5-
D”,'! attempts must be made (to some degree) to verify the
results in the third dimension as well. In practice, this is most
often done by repeating the comparisons of depth dose plus
multiple profiles, or an isodose chart, in off-axis axial planes.
Sagittal and diagonal profiles are also sometimes used.

This procedure, or variations of it, has been used in nearly
all reports of work on quality assurance for planning
systems,'’-*° as well as in reports describing the accuracy of
dose calculation algorithms.?! However, the extension of the
usual 2-D methods (the use of a series of axial planar dose
distributions) to verify or characterize a 3-D dose distribu-
tion from a 3-D system has a number of major practical
problems. For example, in order to perform checks on the
simplest square, open field, a minimal set of checks of a 3-D
calculation might include verification in the central axial
and two off-axis axial planes, the central sagittal and two off-
axis sagittal planes, and both diagonal planes. The simplest
way to obtain these doses is probably to measure the central
axis depth dose curve and five or more profiles at selected
depths for each plane. These profiles for each plane could
then be interpolated into 2-D dose distributions on the re-
spective planes. For the square, open field this already re-
sults in more than 41 measured curves, if only five depths are
used for the profiles. Aside from the time which is required
to obtain these curves, one is faced with the additional prob-
lem of assuring that each of the more than 40 curves is con-
sistent with each of the other curves, even though they are
not all measured at the same time. However, the most impor-
tant limitation of this kind of approach is that it breaks down
for irregularly shaped fields, since there are no longer simple
symmetries in the field that allow one to minimize the data
needed. In addition, the clinical use of 3-D tools (like beam’s
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eye view”?) for field design nearly always results in shaped
fields, so that the accuracy and verification of the dose calcu-
lations for often heavily blocked fields is extremely impor-
tant. When one considers the fact that not only open fields,
but rectangular and irregularly shaped fields, different
SSDs, oblique incidence, irregular surfaces, nonaxial beams,
and tissue inhomogeneity situations must be measured and
analyzed, it is clear that the traditional methods for verifica-
tion and measurement can no longer be used.

In this paper, a method for the ¢geation of a complete 3-D
dose distribution from measured dita is described that does
not suffer from the basic problems and limitations men-
tioned above. It involves the measurement with film of the
dose distribution in a series of beam’s-eye-view (BEV)
planes (planes perpendicular to the beam’s central axis and
at different depths) along with a single ionization chamber
depth dose curve. A divergent interpolation between the
planes along beam raylines is used, along with the depth dose
curve, to obtain a volumetric dose distribution. Film dosi-
metry is used to obtain the BEV plane data, since it requires
only a small amount of accelerator time and yields the entire
planar dose distribution at once. Film has also been shown to
be more accurate than an ion chamber for measuring dose in
the penumbral regions.> In order to minimize difficulties
associated with the measurement of megavoltage photon
beam depth doses using film, which have been identified
with the changing spectral distribution of the beam with
depth and the spectral response characteristics of the
film,?*?° ion chamber depth dose data are used to normalize
the film data. The effect of the spectral variation across pro-
files has been shown to have negligible effect on film re-
sponse for energies up to 6 MV.?*? Profiles obtained from
film and ionization chamber depth dose data have been used
successfully to generate electron beam dose distributions on
a plane parallel to the beam containing the central axis.”’

Below, details of the method used to measure the 2-D
BEYV planar dose distributions are presented and the method
is demonstrated for several different field configurations. To
determine the accuracy of the film measurements, compari-
sons are made to measurements obtained using a scanning
ion chamber in a water phantom. Comparisons are made
between 1-D dose profiles and 2-D isodose distributions in
the BEV planes. Further comparisons are made between ion
chamber isodose distributions and those extracted from the
3-D grid of dose generated from the film data in planes per-
pendicular to the BEV plane (i.e., parallel to the beam axis).
Finally, the generated 3-D dose distribution is compared to
3-D calculations, as would be the case for dose calculation
verification.

il. MATERIALS AND METHODS

Three different field configurations produced by two dif-
ferent linear accelerators were examined: (1) 10X 10-cm®
open field exposed to 15-MV photons produced by a Clinac
2100C (Varian Associates, Inc., Palo Alto, CA); (2)
15 15-cm? field with a central 10X 10-cm? block exposed
to 15-MV photons; and (3) 10X 20-cm? field with a 60-deg
wedge exposed to 6-MV photons produced by a Clinac 1800
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(Varian Associates, Inc., Palo Alto, CA). In all cases, the
phantom was treated isocentrically (SAD = 100 cm) with
an SSD of 90 ¢m. All data are displayed normalized to 100%
at the isocenter (at a depth of 10 cm).

A computer-controlled scanning ion chamber/water
phantom system (Wellhofer WP 600C, Wellhofer Dosime-
trie Verwaltungs GmbH, Schwarzenbruck, Germany) was
used to obtain all ion chamber measurements. Relative dose
was measured using a cylindrical ion chamber with active
volume of 0.15 cm® (model IC 10, Wellhofer Dosimetrie
Verwaltungs GmbH, Schwarzenbruck, Germany). An
identical chamber was positioned in air near the edge of the
field and used as a reference detector to minimize effects of
beam variations. Measurements were made in the contin-
uous scanning mode. Depth dose along the central axis and
axial and sagittal profiles through the central axis at several
depths were measured. For the blocked field, a depth dose
and a set of profiles in an off-axis plane outside of the shadow
of the block were also taken. In addition, 20 to 50 axial pro-
files across the BEV planes at depths of 4,,,, and 10 cm were
measured to derive high-resolution isodose distributions in
those planes for comparisons with the film measurements.
Even for the planes with the greatest number of profiles,
however, the resolution is much better in the axial direction
(along the scans) than in the sagittal direction. The smallest
spacing between profiles, in the penumbra regions, was nev-
er less than 0.2 cm.

All ion chamber dose profile data were smoothed using
algorithms provided with the scanner software. A 9-point
least-squares smoothing algorithm was used for depth doses,
while a 15-point median filter algorithm was used for pro-
files. Data were converted into an appropriate data format
and entered into a 3-D treatment planning system.*”* Two-
dimensional isodose distributions were then derived by in-
terpolation of profile data. For planes parallel to the beam
axis, interpolation was done along divergent beam rays using
the depth dose for normalization. For BEV planes, the nor-
malization was based on a sagittal profile through the central
axis.

Film measurements were made using Kodak Ready-Pack
XV-2 film (Eastman Kodak Co., Rochester, NY) sand-
wiched between sheets of water-equivalent solid. Two differ-
ent types of phantom material were used (Model 457 Solid
Water, Radiation Measurements, Inc., Middleton, WI and
White Water-RW3, Nuclear Associates, Carle Place, NY),
but the film pack was always in contact only with the solid
water. Film and water-equivalent solid were positioned with
their planes perpendicular to the beam central axis. A small
hole was punched through one corner of the film, both for
use as a position reference and to let all trapped air out of the
pack. For each field configuration, films were positioned at
several different depths (one at a time) and exposed to ap-
proximately the same dose. In addition, a set of films was
exposed at constant depth of 10 cm to a range of doses. These
latter films were used to derive the film sensitometric curve.
All films used for each field configuration were taken from
the same box to minimize batch-to-batch variations. Films
were then developed in an automatic therapy processor
(Model QC-1 R/T, E.I. duPont de Nemours & Co., Inc.,
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Wilmington, DE), with all films for each field configuration
developed at the same time to minimize variations in pro-
cessing.

Exposed films were digitized using a laser digitizer (Mod-
el DIS 1000, Lumisys Inc., Sunnyvale, CA) with spot size
set to 0.42 mm and pixel size 0.45 mm (the maximum avail-
able values). To minimize time variations, all films for all
three field configurations, including the corresponding sen-
sitometric curve films, were digitized at the same time. Also
at that time, a set of digitizer response curves was measured.
Since tests of the digitizer had revealed that the output pixel
values were dependent on position in the laser beam scan-
ning direction, output pixel values were determined using a
calibrated film strip with optical densities ranging from 0.21
to 3.04 which was placed successively at 2-cm intervals
across the digitizer stage in the dependent direction. A set of
digitizer response curves giving output pixel values as a func-
tion of position and true optical density were derived from
these measurements. Pixel values for the digitized BEV films
were then corrected for positional dependence using these
curves.

Film image data files were next converted into the plan-
ning system’s standard grayscale image file format. When
necessary, the number of pixels was reduced using nearest
neighbor sampling. The images were entered into the plan-
ning system and aligned with the planning system represen-
tation of the beam by translating and rotating the coordinate
system of the displayed film image. Optical density values
were converted to dose values using the appropriate mea-
sured film sensitometric curve. A user-variable amount of
pixel averaging was applied to this data for better compari-
son with the ion chamber data. Unless otherwise stated, all
film data shown here were smoothed over 0.3 ¢cm in both
directions. One-dimensional profiles were extracted and 2-D
isodose distributions in the BEV planes were derived from
the measured 2-D dose distributions for comparison with
ion chamber measurements.

A 3-D dose distribution was then derived for each field
configuration. The 2-D BEV plane film-measured dose dis-
tributions were first renormalized using the appropriate ion-
chamber measured depth dose. Then the volumetric dose
matrix was derived by using the ion chamber depth dose
curve to interpolate along divergent beam ray lines between
adjacent BEV planes of dose. This 3-D dose distribution was
then saved in the standard planning system 3-D dose file
format. Two-dimensional isodose distributions and 1-D pro-
files in the BEV and beam-parallel planes were extracted
from the volumetric dose distribution for comparison with
the ion chamber measurements using utilities within the
planning system.

Finally, 3-D calculations were performed® for the same
field configurations. Comparisons between the 3-D calcula-
tions and the generated 3-D dose distributions were per-
formed in three ways: (1) by creating a display in which
corresponding isodose lines from the two dose distributions
are shown, (2) by creating a dose difference display in which
the interpolated data values were subtracted from the calcu-
lations, and (3) by creating a dose volume histogram of that
difference.
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Two additional studies were carried out with BEV plane
films. The first tested the reproducibility of digitized film
dosimetry measurements. Films were placed at d,,,, in the
water-equivalent solid phantom and exposed to a 10X 10-
cm” open 15-MV photon field. Five films were exposed to
each of five different doses. As before, all the films were
taken from the same box and developed and digitized at the
same time. To test for variations in measured dose due to
variations in the laser digitizer output for the same real film
optical density, two films, exposed to two different doses,
were each digitized ten times with the film remaining undis-
turbed between successive digitizations. Digitized film im-
ages were then converted to the planning system image for-
mat and entered into the planning system, and the central
axis optical density values were determined.

The second study tested the assumption that a film sensi-
tometric curve measured at one depth could be accurately
applied to BEV films exposed at different depths. Films were
placed one at a time in the BEV planes of an open 10X 10
cm?® 15-MV field at four different depths and exposed to a
range of doses. Monitor units were adjusted to give approxi-
mately the same dose values to the films at each depth. Films
were developed, digitized, and entered into the planning sys-
tem, and the central axis optical density values obtained.
Sensitometric curves were then derived for each depth and
compared.

lll. RESULTS

Data obtained as described above showed good reproduc-
ibility for the digitized film dose measurements. Repeated
digitizations of the same film yielded a one standard devi-
ation absolute variation in pixel values of 0.005 in optical
density units. For the films and dose normalizations present-
ed in this paper, this optical density variation corresponds to
a dose variation of approximately 0.3%-0.4%. Pixel values
obtained from different films exposed under the same condi-
tions showed a one standard deviation relative variation of
<1.5%.

The sensitometric curves obtained at four different depths
ranging from d,,,,, to 20 cm are plotted versus absolute dose
in Fig. 1. The largest variation in dose for a given optical
density determined from this set of curves is 2.3% at an
optical density of approximately 2.3. Variation is less than
1% over most of the measured dose range. This demon-
strates that a single sensitometric curve measured at one
depth can be accurately used for optical density-to-dose con-
version of BEV films at all depths for the experimental situa-
tion used here.

The amount of pixel averaging applied to the BEV film
data influences the appearance of the derived dose distribu-
tions. As the amount of averaging increases, the lines be-
come smoother and the corners of the isodose curves become
more rounded. This effect is illustrated in Fig. 2, which
shows isodose distributions derived from the film data with
different amounts of pixel averaging compared to those de-
rived from the ion chamber measurements. Pixel averaging
of the film data corresponds to the spatial averaging that
occurs with the scanning ion chamber due to the size of the
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Fi1G. 1. Film sensitometric curves derived from four sets of BEV films placed at depths of 3, 5, 10, and 20 cm, respectively.

active area of the chamber and its motion. Pixel averaging  tween the high resolution of the film data and the smoothing
over 1.0 cm yielded the best overall agreement between the of small irregular features provided by averaging.

two measurements. For the analysis shown here, a pixel Film-based dose measurements agreed very well with
averaging of 0.3 cm was chosen as a good compromise be- measurements made with the ion chamber. The simplest
way to compare the two sets of measurements, and thus de-
termine the relative accuracy of the film dosimetry, was to
look at the dose along 1-D profiles. A comparison of the dose

.
T

. B sttt 1 T
Averaging = 1.0 cm 1 i i ‘
ging -10 -5 V] 5 10
F1G. 2. Isodose distributions in the BEV plane at 10-cm depth for the
blocked field derived from film (solid lines) and ion chamber (dashed FIG. 3. Central axial profile at 10-cm depth for the blocked field measured
lines) measurements. The same quadrant of the plane is shown with differ- by film (solid line) and ion chamber (dashed line), and the difference be-
ent amounts of pixel averaging applied to the film data. tween the two measurements (dotted line).
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F1G. 5. 3-D display of the 80% and 140% isodose surfaces derived from the
measurement-based 3-D dose distribution for the wedged field.

A way to view more of the data at once is to compare 2-D
isodose distributions in the BEV planes. Such comparisons
are shown in Figs. 4(a) and (b) for the blocked and wedged
fields, respectively.

L
-

F1G. 4. (a) Isodose distributions in the BEV plane at 10-cm depth for the
blocked field derived from film (solid lines) and ion chamber (dashed
lines) measurements. (b) Isodose distributions in the BEV plane at 10-cm
depth for the wedged field derived from film (solid lines) and ion chamber
(dashed lines) measurements.

along the axial profile at 10-cm depth is shown in Fig. 3 for
the blocked field case. The difference between the two pro-
files is also shown. Film and ion chamber measurements are
in very good agreement, even in the penumbral regions and
under the block.
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FiG. 6. Axonometric display of the isodose lines from the measurement-

based 3-D dose distribution for the wedged field. The central axial and
sagittal planes and the BEV plane at a depth of 15 cm are shown.
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F1G. 7. Isodose distributions in the central axial plane for the open field
derived from the measurement-based 3-D dose grid (solid lines) and the ion
chamber measurements (dashed lines).

Figures 3 and 4 show that dose distributions measured
with film agree well with those measured with an ion
chamber. Within the central high-dose regions of the fields
studied here, variation in normalized dose between the two
sets of measurements was generally <2%. Larger variations
are typically due to artifacts in the ion chamber dose distri-
butions due to grid size effects and interpolation and profile
normalization effects. In the penumbral regions, the maxi-
mum positional difference was 2.0 mm, with the difference
usually 1.0 mm. Since the field sizes were set separately for
each set of measurements, these positional differences in-
clude the accuracy of the field size setting. These differences
can be ascribed to the ion chamber size (partially compen-
sated for by pixel averaging the film data) and the effect of
the loss of charged particle equilibrium in the penumbra on
the ionization-to-dose conversion for the chamber data.”
The good agreement between film and ion chamber dose
measurements throughout the BEV planes for both photon
energies used indicates that the effects of spectral variations
across the beam are small and can be disregarded. The values
given apply to the 2-D film measurements in comparison
with the ion chamber measurements. The generated 3-D
dose grid values are expected to have slightly less agreement
due to additional interpolation and grid effects.
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FiG. 8. Axonometric display of the isodose lines from the measurement-
based 3-D dose distribution (dotted lines) and the 3-D calculation (solid
lines) for the wedged field. The central axial and sagittal planes and the
BEYV plane at depths of 15 cm are shown.

Three-dimensional dose grids were interpolated from the
BEV film data for all three field configurations. There are
many ways to display this information. Figure 5 shows a 3-D
display of two isodose surfaces for the wedged field. Figure 6
shows an axonometric display for the same field. The axial
and sagittal planes through the central axis and the BEV
plane at 15-cm depth are shown.

In order to compare the generated 3-D dose grid with ion
chamber measurements, 1-D or 2-D dose or 2-D isodose
distributions must be extracted from the 3-D dose distribu-
tions. Planes orthogonal to the original BEV planes give the
best indication of the consistency of the 3-D interpolation.
Figure 7 shows isodose lines derived from the two different
dose distributions on the central axial plane for the open
field.

The ultimate purpose of these measurements is for com-
parison to 3-D dose calculations. Figure 8 shows isodose
lines derived from the film-based generated dose grid com-
pared with the calculated isodose lines® for the wedged field
case. Again, the central axial and sagittal planes and the
BEYV plane at 15-cm depth are shown. A 3-D dose difference
matrix was calculated by subtracting the data-based genera-
ted dose values from the calculation. The differential dose
volume histogram for this dose difference (Fig. 9) is used to
summarize the agreement between the calculated and mea-
surement-based distributions.
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F1G. 9. Differential dose volume histograph of the difference between the measurement-based 3-D dose distribution and the 3-D calculation within the 20%
isodose surface for the wedged field. The plotted dose difference is the absolute difference between the two normalized distributions.

IV. DISCUSSION

Dose calculation algorithm verification and quality assur-
ance for 3-D treatment planning require a practical method
for the generation of measurement-based dose distributions
for a full three-dimensional volume. Although the usual 2-D
methods of data acquisition and analysis may possibly be
practical and useful for the simplest experimental situations,
their application to the complex situations which are typical-
ly used in 3-D treatments (e.g., heavily shaped fields, nonax-
ial dose distributions, and beam directions) is extremely
problematic. Rather than rely on simple sets of 1-D and 2-D
measurements to perform dose verification comparisons on
simple experimental situations, the divergent interpolation
used to create the 3-D measurement-based dose distribution
makes use of the facts that (1) along ray lines the beam
geometry is constant between all planes and (2) the relation-
ship of doses at different depths is controlled by the physics
of the interaction between the radiation and the phantom
material. This is not true for interpolation between planes
parallel to the beam, where there are no physical laws defin-
ing where beam and block edges must be in the field.

The use of full planes of data measured with film (BEV
planes perpendicular to the axis of the beam) along with
depth doses measured with an ion chamber to assure accu-
rate interpolation between BEV planes should allow these
techniques to be easily extended to most kinds of measure-
ments which are needed in homogeneous phantoms. This
includes many of the experimental situations of interest for
3-D dose calculation verifications, including fields shaped
with blocks or multileaf collimators, irregular surface con-
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tours, oblique field incidence, and other situations. Further
work will clearly be needed to extend this method to the very
important area of 3-D measurements and calculations in
phantoms with significant and irregular inhomogeneities.

The present method has also been developed with another
series of issues in mind: the verification of dose distributions
obtained through computer-controlled conformal therapy.
There is a great deal of interest in the computer-controlled
devices like multileaf collimators,?® use of “dynamic
wedges,”***! the use of segmental conformal therapy (treat-
ment of multiple fixed field segments under automatic com-
puter control), and the use of computer controlled scanned
photon and electron beams®? which can even allow some
modulation of the beam intensity across the field. Investiga-
tion of each of these kinds of treatment techniques will often
require full 3-D dose verifications and at the same time will
require the use of an integrating dosimetry sensor (like
film). The combination of the use of film and the 3-D inter-
polation of the measured data solves many of the immediate
problems associated with the dose verification and charac-
terization of any of these new and exciting technologies.
These techniques also will be extremely useful for daily qual-
ity assurance checks of machines with computer-controlled
conformal therapy capability, particularly ones with
scanned photon and/or electron beams.

Although it is important to use great care with the film
dosimetry method used here, the method removes the largest
problems typically associated with use of film. The use of
ionization chamber depth dose data for normalization of
each individual film, and as a basis for the dose interpolation
between BEV planes, removes the dependence of the results
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on accurate depth dose behavior of the film. If large energy
spectrum changes are expected to affect the film data at dif-
ferent depths, then individual optical density to dose conver-
sions could be determined at each depth in the phantom,
although this has not been necessary in this work. The use of
the laser film digitizer, with 0.5-mm spot size, means that the
measurements do not include size effects like those which
typically result from the use of an ion chamber in a water
phantom system or a large-spot-size scanning film densitom-
eter. In fact, extra pixel averaging was necessary in order to
degrade the film resolution in order to compare to the ion
chamber data.

One of the major advantages of film dosimetry over ion
chamber measurements is the savings in time, particularly
accelerator time. For example, it takes about the same
amount of time, depending on the field size, to obtain an
entire set of BEV plane and sensitometric curve films as it
does to measure with an ion chamber either the limited set of
axial, sagittal, and diagonal profiles described in the Intro-
duction or a single BEV plane with spatial resolution of 0.2~
0.3 cm. Therefore, it would take 4 to 5 times longer to take
the data needed to derive the 3-D grid of dose using the
scanning ion chamber than film. Furthermore, setup and
take-down time is less with film. Film dosimetry thus offers a
substantial savings in the amount of time needed on the ac-
celerator for data acquisition. The savings of physicists’ time
is maintained through the data analysis work, since it takes
roughly the same amount of time to process the film and
create the data-based 3-D dose distribution as it does to enter
1-D profile and depth dose data and use them for standard 2-
D dose verifications on axial and sagittal planes. An addi-
tional savings of both accelerator time and data processing
time can be realized by applying the method of Mota et al. to
linearize film sensitometric curves for relative dosimetry.*
Use of this method would eliminate the need to derive a
separate sensitometric curve for each set of BEV film mea-
surements.

One of the more significant causes of inaccuracy in the
present work was the inability to automatically align the film
data to the experimental situation inside the planning sys-
tem. This was especially important in the wedged field case,
since the edges of the BEV dose distributions were more
difficult to use for alignment. In order to remove this diffi-
culty, the manual graphical alignment of each BEV film dose
distribution to the beam shape will be automated, using edge
tracking tools as well as using a film cassette with fiducial
marks to aid alignment.

Substantial hardware and software capabilities are re-
quired to implement this technique. A film digitizer is need-
ed, along with a way of transferring data from digitizer to
planning system. A scanning densitometer could be used in-
stead of the film digitizer but would be much more time
consuming and would yield data of reduced spatial resolu-
tion. A high-definition graphics display device is needed for
review and alignment of the film data. Software require-
ments include the ability to handle 2-D and 3-D dose distri-
butions, the ability to generate and use dose distributions
based on data rather than on calculations, the ability to per-
form interpolation in three dimensions between planes along
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divergent beam lines, and the ability to extract lines and
planes from 3-D dose distributions. Features such as 3-D
histograms and 3-D dose difference distributions are likely
to be one of the more important ways to communicate and
analyze the comparison between the calculated and mea-
sured data. Finally, various 3-D display tools and 2-D hard
copy output techniques are important in order to allow real
analysis and review of the comparisons.

V. CONCLUSIONS

The evolution of computerized treatment planning has led
to very complex systems that perform calculations in a three-
dimensional space. These systems require well defined dose
calculation verification techniques. Traditional 2-D meth-
ods of measurement using depth doses and selected profiles
cannot practically be applied in the 3-D situation. We have
demonstrated a new method of deriving a 3-D volume of
photon dose values based on BEV film dosimetry and using
interpolation along divergent ray lines. A depth dose mea-
sured with an ion chamber is used for renormalization to
avoid inaccuracies due to the changing spectral characteris-
tics of the beam with depth. Overall accuracy of this method
compares well with the data obtained with a standard scan-
ning ion chamber/water phantom system. The generated 3-
D grid of dose can then be compared to 3-D dose calcula-
tions to allow for the first time a true analysis of the accuracy
of 3-D volume dose calculations.
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