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Noise properties of active matrix, flat-panel imagers under conditions relevant to diagnostic radi-
ology are investigated. These studies focus on imagers based upon arrays with pixels incorporating
a discrete photodiode coupled to a thin-film transistor, both fabricated from hydrogenated amor-
phous silicon. These optically sensitive arrays are operated with an overlying x-ray converter to
allow indirect detection of incident x rays. External electronics, including gate driver circuits and
preamplification circuits, are also required to operate the arrays. A theoretical model describing the
signal and noise transfer properties of the imagers under conditions relevant to diagnostic radiog-
raphy, fluoroscopy, and mammography is developed. This frequency-dependent model is based
upon a cascaded systems analysis wherein the imager is conceptually divided into a series of stages
having intrinsic gain and spreading properties. Predictions from the model are compared with x-ray
sensitivity and noise measurements obtained from individual pixels from an imager with a pixel
format of 1536<1920 pixels at a pixel pitch of 12am. The model is shown to be in excellent
agreement with measurements obtained with diagnostic x rays using various phosphor screens. The
model is used to explore the potential performance of existing and hypothetical imagers for appli-
cation in radiography, fluoroscopy, and mammography as a function of exposure, additive noise,
and fill factor. These theoretical predictions suggest that imagers of this general design incorporat-
ing a Csl:Tl intensifying screen can be optimized to provide detective quantum effidiBYy)
superior to existing screen-film and storage phosphor systems for general radiography and mam-
mography. For fluoroscopy, the model predicts that with further optimizatioa-8fH imagers,

DQE performance approaching that of the best x-ray image intensifier systems may be possible.
The results of this analysis suggest strategies for future improvements of this imaging technology.
© 1997 American Association of Physicists in Medicif&094-2405(97)01401-6]
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[. INTRODUCTION converts incident x rays to optical photons. External elec-
tronics control the readout and processing of analog signals
Detailed knowledge of the noise performance of an x-rayfrom the array.
imaging system is a crucial element in understanding the previously and in the context of fluoroscopic imaging,
limitations of the system. Such an understanding is particuSchiebel etal! have published a spatial frequency-
larly valuable during the initial development of a new tech-dependent analysis of the signal and noise performance of a
nology, since it can aid in the challenging task of systemsmall AMFPI of similar design based on a 2@@n pitch,
optimization. Active matrix, flat-panel imagef@®MFPIs)  192x192 pixel array~3.8x3.8 cm). In addition, Chabbal
are a new, rapidly developing x-ray imaging technologyet al?2 have shown empirical, spatial frequency-dependent
which could benefit from such insight. In this paper, we re-signal and noise measurements foraasi:H AMFPI incor-
port a theoretical and empirical investigation of the noiseporating a single diode switching element. Ressl3 have
performance of a particular class of AMFPIs-those employteported a theoretical analysis of the noise performance of an
ing an array with pixels consisting of a hydrogenated amorimager based on the same general array design in the context
phous silicon(a-Si:H) thin-film transistor(TFT) coupled to  of x-ray diffraction for protein crystallography. Finally, a
an a-Si:H photodiode sensor. In such imagers, the opticallytheoretical examination of the frequency-independent signal
sensitive array detects the x rays indirectly by means of amnd noise performance of direct-detection AMFPIs utilizing
overlying material, such as a phosphor or scintillator, whichan array with TFTs coupled to a thick amorphous—selenium
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layer has been published by Zhabal* The present paper Gain Stage

focuses on the development of a general theoretical signal

and noise model for indirect-detection, T#Pphotodiode qi10e0) g Q)
AMFPIs. This model is spatial frequency-dependent and is ) 5 A
based upon a serial cascaded systems approach in which the Si.1v) 6g,- Si(wv)
imaging system is conceptually divided into a number of

discrete stages. Each stage represents a physical process hav-

ing intrinsic signal and noise transfer properties. The power Spreading Stage

in such an approach is that it allows an examination of the

performance of not only the entire system, but also any sub- Qi1 G q;(xy)
set of the imaging chain. This provides a tool for identifying Ty oo
the individual stages which limit system performance and a S;.1 () i)

guide for optimization of the entire system.
The model is base_d upon bOth_ a the_oretl(_:al and _emplrlc_agle_ 1. Schematic illustration of the properties governing the signal and

knowledge of the various stages in the imaging chain. In thigise transfer for gain and spreading stages.

paper, a brief background description of cascaded systems

analysis in the context of modeling the imaging properties of

a-Si:H AMFPIs is given. In Sec. lll the stages comprising

the 'maging c_ham are d|s_cussed with emphasis on prOCESSSSOnding to the centers of each detector element, gives the
associated with the imaging array, and expressions for th

ianal and noi roperti re derived. A partial confirm orrect values for each element. Furthermore, the system is
sigha’ a OIS€ properties are derived. A partial confirmaz, ;o a0 ergodi@nd therefore stationaty so that the indi-
tion of the validity of the analysis is provided by comparison

of model predictions with x-ray sensitivity and noise mea vidual pixel noise may be determined from either an en-
P y y semble of pixels or from a single pixel measured repeatedly.

surements from individual pixels obtained from an imager The cascaded systems approach represents the imaging

utilizing a large-area, high-resolution arraExperimental system as a series of discrete stages, where each stage rep-
determination of the frequency-dependent noise power spee: !

trum is beyon(_j the scope of the p“?s‘?”t paper. Rather, .ﬂ}?rocess. Each of these processes has signal and noise transfer
present paper is restricted to a description of the presamplin

. . : S . aracteristics as described by Rabberal® with the rela-
signal and noise properties of individual pixels, and charac;

teristics which depend upon the sampling matrix are not distionship between the input and output signal and noise gov-
. . _erned by the properties summarized in Fig. 1. For each stage,
cussed. Finally the model is used to explore the potenti ? y brop 9 9

: : . 6‘, the signal is described by the distribution of image quanta,
per_formqnce .Of TFfIF_photodee AMFPIS for various "?‘pp“' gi(x,y), and the noise is described by the noise power spec-
cations in diagnostic x-ray imaging and under different

) . . trum (NPS),S,(u,v), where &,y) and (,v) are orthogonal
modes of operation. The detective quantum efficiefd@E) spatial and spatial-frequency coordinates, respectively. A

for imagers in the context of diagnostic radiography, fluoros- rocess which changes the mean number of image quanta is

copy, and mammography is calculated as a function Of.%escribed by a gain stage and characterized by an intrinsic

variety of system and irradiation conditions, and compari- . . . .
: o . . . average gaing; , and a variance in that gain;; . A process
sons are made with existing imaging technologies. Strategies ge gaingi gaiy, - AP

for future optimization ofa-Si:H imaging systems and ex- which changes the spatial distribution of the image quanta is

tension of this formalism to other AMFPI designs are dis-described by a spreading stage and characterized by the
cussed. modulation transfer functiofMTF), T;(u,v), given by the

modulus of the Hankel transform of the point spread
function'® (PSF),p;(x,y). The NPS associated with additive
noise sources is represented®y;{u,v). The entire system

A. Cascaded linear systems analysis is represented as a serial cascade of such gain and spreading
tages, where the output of one stage provides the input to

A cascaded linear systems model is used to model tht b t st Thi s e that h st
signal and noise performance afSi:H imagers because of € subsequent stage. 1his analysis requires that each stage
represent either a gain or a spreading pro¢éssnd the

the simplicity and physical intuitiveness of such an approach. LR !
Such analysis has been shown to accurately describe the si der of Fhe stages must reflept the phys_lcal Imaging system.
nal and noise performance of other imaging syst&fishe the gain, noise, and spreading properties of each stage are

model requires that the system have a lin@arinearizable) known, then the performance of the entire system may be

and shift-invariant signal response. In addition, image noiséjeduced'

is expressed in terms of the noise power spectrum, which

requires that the noise processes be staticha@he effect of . . ) .

nonlinear signal response is discussed in Sec. Il B 4, anf§f- Signal transfer properties of gain and spreading

since discussion in the present manuscript is limited to pre§tages

sampling signal and noise properties, the assumption of shift The signal transfer properties of a stage determine how
invariance is appropriate. The presampling signal is the sigthe distribution of image quante;(X,Y), is transferred to the

nal which, if evaluated(i.e., sampled)at positions corre-

II. BACKGROUND
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output of the stage. For a gain stage, the mean fluence ehodulated by the square of the MTF, whereas the uncorre-
output quantag; , is directly related to the mean fluence of lated componentd;_,) is unaffected. For a deterministic

input quantag;_4, by the mean gairg; , spreading stage, the NPS is transferred directly by the square
S — . of the MTF*
0i=9igi-1 (gain stage (1a) ,
A stochastic spreading stage changes the spatial distribution i(4:0)= Si-1(U,0)Ti(u,v)
of the image quanta by randomly displacing each quantum (deterministic spreading stage (2¢)
by a distance with probability described by the normalized ) o ) )
PSF, Equations(2b) and (2¢) indicate that for an ideal spreading
stage[T,;(u,v) =1] the NPS is unaffected.
ai(X,Y) =di—1(X,¥)** spi(X,y) A property exists which is often useful in simplifying the

(1b) representation of complicated systems involving a number of
consecutive binomial selection proce$s@sg., stages repre-
where™* ¢ represents this two-dimensional stochastic spreadsenting absorption or attenuatiorA consecutive series of
ing proces<? It is written in this form for comparison with a sych stagesj(j+1,j+2,...,j+n) can be equivalently repre-
(“conventional”) convolution and has been referred to as asented as a single stagewith mean gain given by a linear
“stochastic” convolution*? Equation (1b) represents the combination of the individual gains,
physical process of randomly displacing individual quanta
according to a probability described by the PSF. This would
occur, for example, when light photons generated in a scin-
tillating phosphor are randomly scattered before reaching the . . . . . .
exit surface. By contrast, a spreading stage such as integrg['d gain-variance given by the relation for a binomial pro-
tion of quanta by an aperture is described by a conventional®>>"

(stochastic spreading stage

n
a=11 9.« (3a)
k=0

convolution*? o =0i(1-g). (3b)
qi(%,y)=ai-1(x,y)** Mi(x/ay,ylay) Furthermore, although it is generally important to have the
(deterministic spreading stage (1c) gain and spreading stages describing the system in a certain

) ) . ) order, a special case exists with regard to binomial selection
where IT;(x/a,,y/ay) is a two-dimensional rect function ang stochastic spreading stages. The order of such stages
with dimensions corresponding to the wid#},, and length,  may pe reversed without affecting the transfer of signal or

ay, of the sampling aperture. This integratifftounting”)  nojse through the imaging chaine., binomial selection and
of quanta corresponds to convolution with a rect of unitysigchastic spreading stages comniite

height and is referred to as a “deterministic” spreading
stage. L
D. Quantum accounting diagrams

C. Noise transfer properties of gain and spreading The noise transfer characteristics of imaging systems are
stages strongly influenced by the number of image quanta propagat-

The noise transfer properties of a stage determine how thigg through each stage. In particular, an insufficient number
second-order statistics of the distribution of image quanta aref quanta can lead to secondary quantum siikS.The
transferred to the output. For a gain stage, the average gapifopagation of image quanta through the cascade of gain and

and gain-variance determine the noise trandfer, spreading stages representing an imaging system may be
= o— plotted schematically in a spatial frequency-dependent quan-
Si(U0) =07 S-1(U,v) + 0 Gi—1F Saqq(U.0) tum accounting diagrartiQAD).!! The QAD plots the run-

ning product, QALR(u,v), of the gains and squared MTFs at
(2a) . . :
o each stage in the systefmormalized to unity at stage @nd
Note that for an ideal, unity gain stagg; =1, Uéi = 0,and s useful both as an intuitive tool to understand the transfer
Sadq(u-v) =0] the NPS is unaffected. It is often convenient che_lracteristics of the system and as a means of identifying at
to express the gain-variance in terms of the Poisson extessWhich stage and at what frequencies quantum sinks occur.
€g,, Which describes the relative amount by which the gain- Cascaded systems analysis has been used to model the

variance exceeds that of a Poisson distribution or, alterna[-’_erformance ﬂf a number of x-raylémgglng systems. Cun-
tively, in terms of the statisticalSwank)factor 13 ninghamet al* and Westmoreet al.™> discussed the tech-

For a stochastic spreading stage, the noise transfer is gglaue in relation to a hypothetical system comppsed of a

scribed by the relation of Rabbaet al.’ change-coupled d_e"'CQC D) camera and a Igmm_e scent
- o phosphor. Spekowiust al.” applied similar formalism in de-

S(u,v):[S_l(u,v)—qi_l]Tiz(u,v)+qi_1 scribing the transfer characteristics of an x-ray image inten-

sifier (XRIl) system. Maidment and Yaffé demonstrated

the applicability of such analysis by measuring the DQE of a

Equation(2b) indicates that for a stochastic spreading stagescanned-slot mammographic imager, and Bissorette

the correlated component of the nois® [;(u,v)—q;_;] is  applied a cascaded systems model in describing the DQE of

(gain stage).

(stochastic spreading stgge (2b)
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Incident X ray

Stage 0: Incident X-ray Quanta
Stage 1: Interaction of X rays
Stage 2: Generation and Emission of

[ ] Indium Tin Oxide 1 1 Optical Quanta
ir p-doped Si 10 mm™ Stage 3: Spread in X-ray Converter
S. ‘H i Stage 4: Coupling of Optical Quanta
a-ol. A 01 : Stage 5: Integration of Quanta
n-doped Si 0 1 5 3 4 5
Metal S .
. . tage # (i
U Dielectric ge# (@)
Glass Substrate . Fic. 3. A quantum accounting diagram showing the various stages govern-
TFT Photodiode ing the signal and noise transfer for theSi:H imaging system. The three

plots correspond to various spatial frequencies: solid (inev =0 mm%);
Fic. 2. Schematic cross sectignot to scalg of a singlea-Si:H imaging ~ dashed lingu=v =5 mm™1); dotted line(u=v=10 mm*). For the lower
pixel. spatial frequencies, absorption of primary x ragsage 1)represents the
guantum sink for the system. At the highest spatial frequency, however, a
secondary quantum sink occurs at stage 3, indicating that the imaging per-

a video-based portal imaaing svstem. The sianal. noise an;armance is limited by the spatial resolution of the converter. See the text
P . ging y ) gnal, o or details regarding each stage.
DQE for flat-panela-Si:H x-ray imagers may be similarly

analyzed?®

quencies, however, stochastic spreading results in a loss
Ill. METHODS AND MATERIALS (blurring) of image information and a corresponding de-
A. A cascaded systems model for a flat-panel, x-ray crease in DQE. In the following subsections, the parameters
imaging system governing the signal and noise transfer characteristics of the

. . . . system are discussed for each stage in the QAD.
A schematic cross section of a single pixel from an

a-Si:H AMFPI is shown in Fig. 2. A fraction of the x rays

incident on the detector interact in the converting material to0. Stage 0: Incident x-ray quanta

produce optical photons. These photons spread and are par- o spectrum of Poisson-distributed incident x-ray quanta is
tially attenuated within the converter, and those that exit the.,,sidered $5(U,0) =0o].2° For a given x-ray spectrum in-
lower surface of the screen may contribute to the measuregd jaont upon the imager, the mean fluergg, per unit expo-

signal. Photons transmitted through layers overlying the phog .« x (in units of mR), is calculated as in Ref. 19:
todiode may interact in the intrinsic layer of theSi:H sen- ’ ’

sor, creating electron—holee{h) pairs which are collected @: fw KOrel(E) dE (units: x rays/mimR)
by means of an applied electric field. The imaging signal is X o E[paE)plar ' y '
read out by switching the TFT to a conducting state via the 4)

voltage applied on the gate line, and the signal is passe?l
along a data line and integrated by charge-sensitive amplifib

ers exterrjgl .to the array. The analog signals are then multarel(E) is the normalized incident x-ray spectruri. has
plexed, digitized, and sent to a computer.

This system and the physical processes which govern itumts of electron-voltdeV), and[paf E)/play is the energy

performance can be represented schematically in a QAD a%bsorptmn coefficientcnt/g) for air.

shown in Fig. 3. The stages shown in Fig. 3 are explained
below, and only a cursory description of each is offered herel. Stage 1: Interaction of incident x-ray quanta in
Stage 0 represents the Poisson-distributed incident x-ray disonverter

tribution (normalized to unity); stage 1 represents absorption Stage 1 is a gain stage representing the interaction of in-

of incident x rays in the converting medium; stage 2 repre<ident x-ray quanta in the converting medium, wheggeis

sents the generation and emission of optical photon_s in thfﬁe mean fraction of x rays that interact in such a way as to
converter; stage 3 represents the spread of these optical pr}?r'oduce light. For an x-ray spectrum incident upon a con-

tons within the converter; stage 4 represents the coupling q;erting material with interaction coefficieriix(E)/p] and
optical photons to the active photodiode; and stage 5 repres

. . ! surface densitys (g/cnt), the mean gain is given by
sents the integration of quanta by the photodiode sensor.
Sources of additive electronic noise are included at stage 5. ___ f(E)ma"qo(E)(l—e*["(E)’P]‘S)dE
Each stage is either a gain or a spatial spreading stage, and 91= Ema . 5
. i . S o™ do(E)dE
the various curves correspond to different values of spatial
frequency. Note that for the zero-frequenay=(v =0) plot,  Since this interaction process obeys binomial statigfies,
the number of useful image quanta is unaffected by the spaither an x ray interacts to produce optical photons, or it does

tial spreading stages, since the MTF is unity. At higher fre-not), the associated gain-variance is given by &fp). For

he value ok is a constant5.45x 1¢ eV/g/mR)determined
y the definition of the Roentgen and desired units, and
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an imaging system which relies upon indirect detection of xblurring in the screen reduces the QAD at nonzero spatial
rays, g, (the quantum efficiency of the conventés the up-  frequencies. In the general case of an x-ray spectrum incident
per limit of the DQE. upon the converter, an empirical screen MTF obtained with
the appropriate incident spectrum may be used. Although the
physical processes of spatial spreadistage 3)and self-
attenuation(stage 2b)of optical quanta in the converter are

coincident, the order of these stages in the QAD is unimpor-

Stage 2 represents the combined effects of generation angnt, since stochastic spreading and binomial selection stages
emission of optical quanta from the x-ray converter. Thesgommute.

two processes are discussed separately in Seéds2lh and

A 2Db, but they are combined in a single stage in the

QAD, since the effective gain and gain-variance of the com- ] )

bined processes are measurable quanffiéé The quantum 4 Stage 4. Coupling of optical quanta

gain, g,, equals the product of the gains of the substages giage 4 is a series of binomial selection substages repre-

(92=024020), and the gain-variance involves the combinedgeniing the coupling of optical quanta to the detector ele-

effects of conversion noisesubstage 2aand escape effi- ments The substages described below represent four pro-

ciency (substage 2b). The overall gain and gain-varianC&egses which affect the coupling efficienég) transmission

may be obta:)rltzegzjrom measured absorbed energy distribyst hhotons through layers overlying the photodio@®, re-

tions (AEDs**~*2#*for a given converter, thereby ensuring fiection at interfaces between overlying lay€rs,absorption

that effects due t_o both _t_he amount of energy absorbeql angk photons in the photodiode and conversioneteh pairs,

the amt(z)sunt of light exiting the converter are taken into,nq(qg) collection of charge from the photodiode. Since each

account. _ _ o substage follows binomial statistics the coupling efficiency,
a. Generation of optical quanta.Fpr an incident x-ray T4, is given by Eq.(3a) and the gain-variance by E¢b).

spectrum, the average number of optical quanta produced Pe{rthermore, the order in which each substage is considered

2. Stage 2: Generation and emission of optical
quanta

interacting x ray is given by is unimportant, since binomial selection stages commute.
J‘gmaqu(E)@a( E)dE The coupling efficiency of the photodiodes can be measured,
O2a= E , (6)  as shown in Fig. 2 of the companion paper.
Jo™ a1 (E)dE a. Transmission through layers overlying photodiodés

whereq; (E) is the spectrum of interacting x rays ags(E) shoyvn schematically in Fig. 2,a number of layers overlay
is the mean number of quanta generated per interacting x raﬂ?e i-layer of the photodiode and partially attenuate optical
of energyE. The amount of energy deposited in the con-Photons emitted from the converter. These layers include: a

verter per interacting x ray is subject to fluctuati@onver- thin passivation layer which protects the surface of the array;
sion noise)and may be analyzed from AED$2-2224ggr @ semitransparent, conductive layer of indium tin oxide
the case of monoenergetic X rays, the moments of the AERNICh provides an equipotential surface for the applied pho-
are related to the mean gain and gain-variance of the corfodiode bias voltage; and a layer of doped material which
verter. In the case of an energy spectrum, the effective gaingrowdes a semlcondgctor junction. The mean fraction of op-
variance is determined by averaging the moments of the mdical photons transmitted through each layer can be com-
noenergetic AEDs over the absorbed spectrum and theRuted from the optical spectrurg;_,(A), the linear attenua-
combining the averaged moments to obtain the Swank factdfon coefficient,u(\), and thicknessd, of each layer,

or Poisson excess. As noted by Swahki is incorrect to fkma)q,_l()\)e—umdd)\
average the Swank factor or Poisson excess over the spec- 9= xminx' @)
trum directly. ' J3regi g (\)dA '

b. Emission of optical quantaDue to attenuation of op- )
tical photons within the converting medium, only a fraction, Wherex represents the wavelength of the optical quanta, and
a1, Of the photons generated in the converter will exit to-Amin @1d Ayac @re the shortest and longest wavelengths, re-
ward the imaging array. Various models have been proposedPectively, in the optical spectrum. Transmission of quanta
to describe this process and estimate the escape fréctionthrough each layer obeys binomial statistics, and the effec-
Since this process involves attenuation of quanta, it is asive gain for substage 4a is given by a linear combination of

sumed to follow binomial statistics, with gain-variance giventhe individual gains computed using Eq) for each layer.
by Eq. (3b). b. Reflection at layer interfacesSubstage 4a describes

the transmission of optical quanta through layers overlying
the photodiode, but at each layer interface optical quanta
may be reflected due to unmatched indexes of refraction be-
tween materials in adjacent layers. Such reflections tend to
Stage 3 describes the stochastic spreading of optical phoeduce the total coupling efficiency of the detecfoBince

tons in the converting medium, characterized by the screethis process obeys binomial statisti@ther a photon is re-
MTF, Ts(u,v). This is the first stage for which frequency flected or it is transmitted), the net effect of reflections at all
dependence becomes evident, and it is seen in Fig. 3 thaiterfaces can be described by a single substage, 4b. Further-

3. Stage 3: Spatial spreading of optical quanta in
converting screen
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more, the gain and gain-variance corresponding to each irdegradation at stage 5, but the stage is included explicitly so
terface can be combindéqgs.(3a)and(3b)]to describe the that its effect upon the signal and noise, individually, is taken
transfer across all of the interfaces. into account.

c. Absorption of optical photons and conversion tehe Discrete photodioda-Si:H arrays show excellent isola-
pairs. Substage 4c describes the absorption of optical phation of signal between neighboring pixels, with MTF deter-
tons and conversion te-h pairs in thei-layer of thea-Si:H  mined accurately by the sampling apertété® For such im-
photodiode. Although the processes of absorption and coragers, however, only a fraction of the total pixel area is
version could be treated in separate substages, for succingensitive to light, and the sampling apertuag, is related to
ness they are combined. For a sufficiently thiegklum) i-  the pixel pitch,a,y, by the fill factor,f g,
layer, it is expected that nearly all of the incident optical 2 ¢ 2 ®)
photons will be absorbe®.Similarly, it is assumed that each 8pa= Tpdpix:
absorbed photon results in the creation of a simglé pair.  Reflection of optical photons from metal lines, which could
Therefore, this stage is characterized by a gain and gairaffect the sensitivity and MTF of the pixel, is found empiri-
variance ofg,.~1 andasd ~ 0, respectivelyi.e., this stage cally to be small and is assumed negligible.
approximates a deterministic, unity gain process). For analysis of the presampling signal and noise proper-

d. Collection of e-h pairs. Due to metastable trapping fies of individual photodiode sensors, the nominal unit area
states in the intrinsi@-Si:H,2” only a fraction of the charge IS given by that of the optically sensitive photodiode; there-
generated in the photodiode on a given frame is collected d8re, only the size of the sampling apertuag,, is relevant.
signal. The fraction of charge lost to traps depends on thénalysis of the sampled properties of the imag€raow-
electric field across the photodiode, which in turn is deter-ever, would involve the sampling intervaly,, , and fill fac-
mined by a number of operating parameters, such as photéor eXpIICItIy This paper describes empirical and theoretical
diode bias voltage and signal lev&IThe mean number of aspects of the presampling signal and noise transfer, and
electrons collected per absorbed optical photon is the mea®halysis of the sampled signal and noise, including the ef-
gain for this substage and, assuming that the electrical quantgcts of aliasing, is beyond the scope of this paper.
either fall into a trapping state or do not, the substage is
taken to obey b_inomial statistics, Wi_th gain_-varian_ce given byg aqditive electronic noise
Eq. (3b). In radiography, where an image is acquired follow- N ) _ )
ing a brief exposure, the average gain is directly related to Four sources of additive electronic noise are considered:
the quantityQ,,, described in the companion pageAl- (a) intrinsic noise from thea-Si:H pixel, oy ; (b) noise due
though the charge lost to traps could be at least partiallj© Voltage fluctuations on the gate and bias lingg,; (c)
collected by readout of subsequent frames, it is assumed fise from the amplifiero,m,; and (d) digitization noise
this discussion that only a single frame is read following thelfom the analog-to-digital convertefaDCs), oapc - All sig-
radiographic exposure. na! and noise values will be referr'e.d to the amplifier input in

In fluoroscopy, where frames are continually read undetNits of electrons, and the amplifier gain does not appear
irradiation, the situation is somewhat different. The state$XPlicitly in the analysis. Since each noise source is statisti-
responsible for charge trapping are metastable, and trapp&‘i‘"_y independent, the variances add, giving a total additive
charge is released over a characteristic lifetffi€herefore, variance,oqq,
charge generated and trapped in previous frames may be re- Ugdd: UFZ)iXJr ffﬁn+ Ugmp+ Uioc- (9a)
leased and collected in the current frame. Under conditions B . ) )
of constant irradiation, signal equilibrium is reached whenThe additive noise components in Et@a) are discussed
the amount of charge entering traps equals the amount beirjiefly below. _ o .
released, and the effective mean gain approaches unity. The & Additive intrinsic pixel hOIs_e.The intrinsic p|>'(e| noise
effect of charge trapping and release upon signal size is digP@y be analyzed by considering individual noise compo-
cussed in the companion pag&ig. 9)° where radiographic ne_nts, including photodlod_e and TFTf1h0|se_ and shot
and fluoroscopic signal response are compared. The phenofeise and TFT thermal n0|§‘§.CaIcuIat|ons_ which use Elhe
ena of charge trapping and release have an interesting effe@téasured noise power spectra of photodidtiead TFTS

scribed in Sec. 11l B 3. component under relevant array operating conditions. Con-

sidering the pixel circuit as a capacitthe photodiodejn
series with a resistofthe TFT), the pixel noise due to TFT

thermal noise is given
Stage 5 is a deterministic spreading stage representing the O'Si)(: kgTCpq 1—exr< = ZCT )
integration of quanta by the photodiode and characterized by on>pd
the presampling pixel MTF,T5(u,v). Since both the In Eg. (9b), kg is Boltzmann's constanfT is the absolute
frequency-dependent sign@quaredjand NPS are operated temperatureC is the capacitance of the photodiottgpi-
upon identically in a deterministic spreading stage, there igally ~1 pF, depending on pixel design,is the sampling
no net effect upon DQE. For this reason, the QAD shows ndime (typically ~500 us), andR,, is the resistance of the

5. Stage 5: Integration of quanta by photodiode

. (9b)
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TFT in the conducting state~1 MQ).%® For ™R, Cpq, the  system gains. Defined as the average signal collected per unit
term in parentheses approaches unity. Furthermore, thixposure, the x-ray sensitivity is the average slope of the
noise component is manifest twice—once as a result of theignal response, given by
thermal noise integrated by the amplifier on the current —
cycle, and once as a result Qf the therma_l noise integratet_ll by r:agd%m (units: e/mR). (10)
the photodiode on the previous cycle. Since these contribu-
tions are equal and independent, the resulting variance tBhis analysis describes the average signal read for a given
doubled, uniform exposure, assuming a linear detector response. Such

UgiﬁZkBTde- (9c) an assumpt?o.n is valid acros..s a Iargg fraqtﬂup to ~90%)

of the sensitive range od-Si:H imaging pixels at normal

This f\nalysis is consistent with results presented by Schiebelperating photodiode bias voltagé?
et al.

b. Additive capacitive coupling noiseA second source
of additive noise is due to fluctuations in voltage on the gate?. Noise power spectrum and individual pixel
and bias lines. Overlap capacitance within the TFTs and caloise

pacitance between gate, bias, and data lines couple theseConsidering the QAD of Fig. 3, the presampling NPS

fluctuations to the data lines, resulting in noisg, , at the Ss(u,v), can be determined from Eq&a), (2b), (2c) and
preamplifier input. The magnitude of the coupled noise haghe properties discussed in Sec. Il A. As derived in Appen-
been estimated from measuremetitand it can be mini- dix A, Eq. (A5), the presampling NPS is

mized through careful array design and/or correlated double

sampling. Ss(U,0) =a34d0919294[ 1 +94(02+ €g,) T5(U,0)]
c. Additive amplifier noise. An approximation of the 5
noise due to the integrating amplifier may be obtained using X T5(U,0)+ Saad Usv), (11)

a model which considers a capacitanCg,, connected to its  where S,4{u,v) is the NPS associated with the additive

input. As detailed by Motchenbach®&the amplifier may be noise sources described in Sec. 1l A 6.

modeled as a noiseless device with a spectral voltage noise The variance is given by the two-dimensional integral

source in series with the inputs. The variance in charge dugver the NPS° Assuming that the system is ergodic, this

to the amplifier is obtained by integrating over all frequen-variance describes the fluctuations in signal from either a
cies the voltage noisesquarednultiplied by C7,. The result  collection of pixels in a single frame or from repeated mea-
is that the amplifier noise is given by a constant “base” surements of a single pixel. As shown in Appendix B, Eq.

noise plus a term which increases with,. For large area (B4), the individual pixel variance at stage 5 of the imaging
AMFPIs, this is an important consideration, sir€g can be  chain is

large (~50-100 pF due to the capacitance of the data lines. ) —— 5

d. Additive digitization noise.Finally, digitization noise ONy = 8pdd0919204[ 1+ 94(92+ €g,)S] + 0aqq (12)
due to ADCs can be included in the total additive noise. Thig,hare the “
noise source is due to the quantization of the signal ampli
tude and has been discussed in detail elsewlefé.

sharpness factorg, is defined as in EqB3) in
relation to the system MTFs and accounts for the effects of
image blur on the noise,

+ oo + oo
_.2 2 2
B. Signal and noise transfer 5= apdﬁx f,w T3(u,0)Ts(u,v)dud. (13)

In this section, expressions are derived for the x-ray senyote that the sharpness factor has values€1, wheres is
sitivity and noise for individual pixels of an-Si:H imager.  ypity for the case of an ideal converfée., forTy(u,v)=1].
The x-ray sensitivitySec. Il B 1)describes the average sig- The result for the individual pixel variance shown in E42)
nal collected from a pixel per unit exposure and is propor-accounts for the magnitude of the incident fluence, the quan-
tional to the product of the quantum gains described in Seqym gains and gain-variances of the imaging system, and
Il A. The individual pixel noise under x-ray irradiatid$ec.  image blur described by the system MTf®ntained in the
Il B 2) is obtained by calculating the presampling NPS andsparpness factor).
integrating over all spatial frequencies. In Sec. lllB 3, the  For comparison, a simple derivation of the “zero-
effect of charge trapping and release on the noise is disrequency” pixel variance may be obtained by considering
cussed, and in Sec. Il B 4 the effect of nonlinearity and satuzounting statistics alone. Analogous to Ega) is the rela-
ration on the noise is considered. tion for zero-frequency noise transfer,

2 _T2 2 2N 2
1. Signal transfer and x-ray sensitivity ON =GN, T g Ni-1F Taug- (142)
The cascaded systems approach provides a straightl‘oQ;)nSid_e”ng2 only the gain stages of the QAD and taking
ward means of calculating the average signal collected undery,=No=2apo Yields the following zero-frequency result:
x-ray irradiation using Eqla). The mean signal response of 2

a2 L 2
the system is related simply to a linear combination of the UNs_anq0919294[1+g4(92+692)]+Uadd (14b)
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A additive noise sources discussed in Sec. Il A occur external
tothe photodiodarﬁim(n) ~0 andaﬁex[(n) ~ 0244 and combin-
Frame (n) Newn Frame (n+1) ing Egs.(12) and(15) gives
G Ry Gty 2 -t 2
s O Qn)- R(n) Oit)}—> ONs~ | 15t ap¢00919294[ 1+ 94(92+ €g,)S]+ 05qq
]vim(") ]vint(n+ 1) (1 6)

Fic. 4. Schematic diagram illustrating the process of charge trapping andl. The effect of signal nonlinearity and saturation
release, which results in charge carryover, or image lag, between successiyg) nojse

frames. . . . L .
Despite the highly linear response exhibited by a-Si:H

imaging pixels, at sufficiently high signal levels the linearity
. . degrades and the pixels saturate. The above formulas for
which differs from Eq/(12) by the sharpness factor. The two signal and noise assume a linear detector response, but as the

frelatlons are e‘%“?‘; mt_theltcas;s:1; _there{ﬁre, the fzerto- linearity degrades, the output noi§&&nd sensitivity)is sup-
requency case Is identical [o assuming either a periec CO;Eressed since the effective gain of the system is reduced. At

verting screen or an infinitely Iarge_ photodiode. Compared t aturation the quantum noise is completely suppre¥saad
the frequency-dependent analysis, the zero-frequency hhe output noise is due solely to additive noise sources.

proach always overestimates the individual pixel varianceyp ..o effects may be incorporated._in the noise analysis by
.%nsidering a signal response functidla(X), plotted versus

order to account for the effect of image blur. average number of incident x raysl_o. The slope of this

function defines the dynamic, exposure-dependent gain of

. the system:
3. The effect of charge trapping and release
(image lag) on noise d —
. . . , y=— N5(X). (17)
For an imager operated in fluoroscopic mode, analysis of dNg

the noise transfer properties should account for the effects ol,j‘t low signal levels where detector response is lineais
charge trapping and releagehich cause charge carryover given by the product of the system gains=g,9,9,I). At

between frames, visually perceived as “lggtescribed in higher signal levels, however decreases rapidly and ap-
Sec. Il A (substage 4d). Charge carryover reduces the fluc;

; T . s proaches zero at saturation.
tuations in signal read from_ a pixel by correlating informa-" \ysith this definition and Eq(16), the dynamic gain may
tion between frames. This effect has been noted b

Y%e included in the noise analysis by substituti ,
others**%*and the simple deterministic approximation con- ysis by 779919204

) RN Y where the dependence upon exposure arises from decreased
sidered here is similar to that of Matsunagtaal.™* Figure 4

: L signal collection efficiencyincluded ing,) at high signal
summarizes the model describing the effect of charge carryi—e?/e'S Thus, the pixel var)i(ance can beQC\)/ritten gs g

over on pixel noise. For theth frame,G , is the number of

photogenerated electron®,, is the number of electrons 2 _ 1-t a1+ Y n s+ o2
available for readout, anB, is the amount of charge read ~ “Ns~ | 1+ pdlo¥| 1+ 57~ 51, T o Tadd
out. Ninyn) andNeyqmy are the number of additive noise elec- (18)

trons generated within and external to the photodiode, rep, this analysis, accurate knowledge of all system parameters
spectively, in frame if). The parametet is defined as the g oj|| necessary, and incorporation of the dynamic gain in

fraction of Q(, which is trapped in the photodiode after \, 4y represents a normalization of the calculations to mea-
readoutequal to the quantitQ,,in the companion pgp%r _ surements. Inclusion of the dynamic gain simply accounts
The |2nd|V|duaI_p|er noise is related to the variance in¢yr reqyced efficiency at high signal levels. For low signal
R+ oR,, and is dependent upon the parameterAs g e|s Eq.(18) reduces to Eq(16). For signal levels above
shown in Appendix C, the variance in pixel signal undersaturation(y—0), the noise at the output of the detector is

fluoroscopic operation is given solely by the additive noise sources, as expected.
o2 = it (62 +od% )+o? (15)  C. Empirical determination of signal and noise
R(n) 1+t G(n) Nint(n) Next{n)' ) p 9
properties

2 . L
The term 76, corresponds to flug:tuatlons due to incident In order to provide partial verification of the theoretical

X-ray quanta, wherea@ﬁin[(n) and Nesin) correspond to the  analysis described in Sec. Ill B, theoretical predictions of
additive noise. For the case of zero charge carryéiveD),  signal and noise for individual pixels were compared against
Eqg. (15) reduces to Eq(12). In general, &t<1, and charge empirically determined values. These empirical data were
carryover suppresses fluctuations in the number of electrorecquired radiographically and fluoroscopically from an im-
collected from the photodiode. Since all of the significantager incorporating a 15361920 pixel array with a pixel
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pitch of 127um, the construction and operation of which are 1 ,
described in the companion papevleasurements were per- £ 8 o
formed using three commercially available &4¢S:Tb con- " Lg ?9 &
verters: Lanex Fing~34 mg/cnf), Lanex Regular(~70 g g " 5
mg/cn?), and Lanex Fast-B~133 mg/cm) and using an E — g g
x-ray source also described in Ref. 5. The exposure or expo- 2 .1 -
sure rate at the surface of the imager was measured using an %
ion chamber and dosimetdiKeithley models 96035 and =
35050A, respectively). Specifically, the calculated x-ray sen- \ .
. N . . 127 pm Pixel
sitivity of individual pixels was compared against the mea-
surements reported in Refs. 5 and 45. 0l
0.0 0.5 1.0 L5 2.0

The noise properties of individual pixels were measured
under x-ray irradiation as a function of exposure to the de-
tector. At a given exposuré| samples from each pixel were Fg. 5. The sharpness factes, computed as a function of the Lorentzian
acquired to form a realization, and each realization was diMTF fit parametei(blur), H, for a 127um pitch array. The values o1 for
vided inton groups. For a given realization, the standardthree Lanex screens are indicated.
deviation in pixel signalg,,, was computed for each group,
and the results from the groups were averaged to yield the
noise value. Since several minutes were typically required tQqefficient4® of the component materials combined relative
obtain a single realization, it was necessary to account foy, weight. Direct detection of x rays by the thin-1 um)
correlated fluctuations arising from drift in output of the 5_gj-H photodiode is small~0.01%) and, although each
x-ray tube. To eliminate this noise component, the analysigjiract interaction can produce thousands of secondary
method described above was performed using realizationgiectrong? this effect was neglected in the present analysis.
consisting of the difference in signal from pairs of widely 1o energy-dependent quantum gain and Poisson excess of
separated pixelgvith the resulting noise value divided B2 e converters was obtained from measured ABDshich
to account for the subtractioffj. The resulting noise value, gescribe the combined processes of generation and emission
o, was reported at the mean exposure for each pixel pair, angt gptical quanta, as described in Sec. Ili(8tage 2). The
the associated error i was found by computing the stan- yTE of Lanex Fine, Regular, and Fast-B converters was
dard deviation inoy, over then groups and dividing by  annroximated by a Lorentzian fit to empirical dégaovided

46
V. o . . by P. C. Bunch, Ph.D., Eastman Kodak Co.):
Measurements of the individual pixel noise were per-

formed at 90 kVp over the entire signal range of the detector.
All noise measurements were performed at SEL cm, and Ta(u,v)=~ 1+H-(u2F0v2)’ (19)
the exposure to the detector was controlled by adjusting the
tube current at constant frame tinge1 s for measurements whereH is a fitting parameter describing the relative blur of
performed in fluoroscopic modeAll other array operational the screen.
parameters were the same as for the x-ray sensitivity The coupling efficiency of the photodiode was estimated
measurementSRealizations consisting of 200 samples eachby integrating the measured pixel quantum efficienayer
were obtained for eight pixelg} pixel pairs), and each real- the incident emission spectruthThis estimate suggests that
ization was divided into 10 groupgHence,N=200 and absorption in the overlying-layer and collection of charge
n=10.) Each pixel pair consisted of two pixels lying along from the intrinsic layer dominate the total coupling effi-
the same gate line; therefore the above analysis eliminatesency, and absorption in other overlying layers and reflec-
correlated noise arising from drift in x-ray tube output astion at interfaces is small in comparison. The charge carry-
well as that due to fluctuations in gate and photodiode biagver parametet, was measured as a function of photodiode
line voltage (oy,). The resulting noise value is due almost bias voltage and signal level as described in the companion
entirely to fluctuations in the input quanta, inherent pixelpaper and taken as empirical input to the theoretical model.
noise, and additive amplifier noise. The dynamic responsey, was obtained by calculating the
slope of the empirical signal respoRsier a given set of
, . ) , operating conditions.
gﬁfﬁgﬁmson of empirical and theoretical signal ‘The pixel MTF was estimated as in E(1). Although
this neglects the irregular shape of the photodiode, it gives
Empirical x-ray sensitivity and individual pixel noise reasonable agreement with empirical restit®. The sharp-
were compared to theoretical results obtained using @§3. ness factors, was calculated using E¢L3). Figure 5 shows
and (18), respectively. This section describes the manner ithe sharpness factor for a 12m pitch pixel as a function of
which the parameters appearing in E¢H) and (18) were  the Lorentzianblur) parameterH. Since the sharpness fac-
estimated. The incident x-ray spectra were approximated uger is a rapidly decreasing function &f, it has a significant
ing Ref. 47. The quantum efficiency of the £&S:Tb con-  effect on the individual pixel noise even for a system incor-
verters was obtained using E@5), with the interaction porating a converting screen with relatively high MTF.

Lorentzian Fit Parameter, H
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TasLE |. Summary of conditions and imager configurations for DQE calculations.

Radiography Fluoroscopy Mammography
Energy(kVp) 110 80 30
Anode Tungsten Tungsten Molybdenum
Filtration 2.75 mm Al 2.75 mm Al 0.03 mm Mo
Exposure rangémR) 0.03-3 0.0001-0.01 0.6-240
Mean exposurémR) 0.2 0.002 5
Pixel pitch (um) 100 200 50
X-ray Converter 70 mg/ciGd,0,S: Th 70 mg/cr Gd,0,S:Th 34 mg/crh Gd,0,S:Th
150 mg/crd Csl:Tl 150 mg/cr Csl:Tl 100 mg/cr Csl:Tl
250 mg/cm Csl:Tl 250 mg/cr Csl:Tl

The additive noise sources were assumed to be indepeseure the more fundamental properties governing the DQE.
dent of signal size and described by Efa). The total ad- Analysis of the spatial frequency-dependent DQE of the im-
ditive noise was determined from measurements performedger is beyond the scope of this paper and is the subject of
in the absence of x rays, with the intrinsic pixel noise calcu-future investigation.

lated using Eq(9c). Potential performance a-Si:H imagers is explored by
evaluating the DQE(Ounder a variety of clinical applica-

E. The detective quantum efficiency for a flat-panel, tions, imager configurations, and readout modes. Three clini-

X-ray imaging system cal applications are considered—radiography, fluoroscopy,

and mammography. Similar to the requirements outlined by
Zhao and Rowland,the nominal spectrd:5 exposure

conditions>>** and imager configurations relevant to each

The DQE is an accepted means of characterizing th
observer-independent performance of imaging systearsi

describes the transfer of the signal-to-noise ratio, SNR o ! . .
through the imaging chain. Maximization of the DQE can beéipphcatlon are summarized in Table I. For each application,
X tpe pixel pitch of thea-Si:H array and choice of converter

adopted as a criterion for system optimization, and the mode

described above is a useful tool for examining the effect of 'cr€ ge]ected tq give spatial resolution .ger-lerally consistent
. with clinical requirements. For each application, the effect of
varying system parameters on the DQE.

The cascaded systems model can be used to calculate tﬁépo.sure I.evel, amplifier noise, and fill factor on D@E. )
: : as investigated for two choices of x-ray converter material:
frequency-dependent signal, noise, and DQE, but many g . .
. : X . d,0,S:Th and Csl:Tl.
the important signal and noise transfer properteswell as

. ) . K For both radiography and fluoroscopy, a JG¢S:Tb
the_ maximum achievable performancg of the imagee de screen with a coverage ef70 mg/cn"t (Lanex Regularivas
scribed by the zero-frequency detective quantum efficienc

Y, egds
DQE(0). Such zero-frequency analysis is analogous to inte@ssumed, whereas for mammography the coverag

rating the incident quantay;_,(x.y), over all space and mg/cnf. The relatively long afterglow characteristic of
9 9 . quantd;—,(X,y), over P Gd,0,S:Th converters possibly makes them inappropriate
applylng the input at a single p0|r]t at stagé.e., it 19NOrES ~or clinical fluoroscopy, and calculation of DQ® under
all blurring processes). To_exa_lmlne the ef_fect of .ﬂ” fEmorsuch conditions assumés a hypothetical converter with quan-
upon DQI_E(O)’ the geometric pixel arﬁix, 1S con5|dered_, tum efficiency, gain, and Poisson excess equivalent to that of
with the fill factor then included as a term in the coupling Lanex Reaular. neglecting afteralow. The quantum effi-
efficiency. Accounting for fill factor in this manner is valid at guiar, 9 9 glow. q

zero spatial frequency, since loss of quanta due to photoinq'ency of the GgO,S:Tb screens was calculated for various

- ; . . ) incident spectra using Ed5), and the quantum gain and
sensitive regions of the pixel is equivaletdt zero fre- i
: . . . : . Poisson excess were computed from measured AEBs
guency)to a simple binomial selection. This process is in-

cluded as an additional substage in stage(céupling described in Sec. Il A 2.

. : o . In addition, two thicknesses of Csl:Tl screen were chosen
efficiency), with average gain given by the fill factor. The for radiography and fluoroscopyl) ~150 mg/cr, corre-
DQE(0) for the entire pixel is then obtained by calculating graphy P grem,

) . sponding to the thickest input phosphor found in commer-
the square of the SNR at stagdtbe presampling stagén ; . 55 N
proportion to that at stage 0 and evaluating the ratio at zer cially available XRIIS}® and (2) ~250 mg/cnd, reported by

frequency. vieldin q'l\/ieczorek et al®® For mammography, a thinnef~100
q .y 9 mg/cnf) screen was assumed. The quantum efficiency of the

B 010294 Csl:Tl converters is computed using E&), and the quan-
DQE0)= __ o2y 200 wym gain and Poisson excess were calculated as described in
1+94(ga+€g,) + Sec. Il A 2 using published resultd:?223

Apixd0919294 ; ; ;
Finally, the performance of a 100m pitch fluoroscopic

where g, now includes the fill factor. For simplicity, the imager was analyzed for two readout modés) “full-

effects of charge carryover and nonlinearity are assumetksolution” mode, in which the array is operated as de-

negligible. These could be included as described in Secscribed above, an@) “half-resolution” mode, in which two

[II B 3 and Il B 4, respectively, but these effects tend to ob-rows of pixels are simultaneously addressed, reducing the
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TasLE Il. Imaging system parameters calculated at 90 kVp.

Parameter Lanex Fine Lanex Regular Lanex Fast-B &
o

R 0.28 0.47 0.67 =

- N

g, 600 1250 1420 P

€5, 410 470 510 3

s 0.20 0.04 0.02 Z

f o 0.35 0.35 0.35 ]

_pd B

s 0.80 0.80 0.80 =

=

=

9

2z

spatial resolution in one direction but doubling the maximum E

frame rate. These readout modes offer the potential of using
the same 10Qum pitch array for both radiographfat full-
resolution)and fluoroscopyat half-resolution?.

IV. RESULTS

A. Imaging system parameters

Noise (10 3 e)

The system parameters described in Sec. Il A were cal-
culated for a variety of incident x-ray spectra, and the results ©
(at 90 kVp)are shown in Table Il. The quantum efficiency
(91, quantum gair(g,), and Poisson excesg) for three

Lanex screens used in the measurements are shown. For

given kVp, Lanex Fine has the lowest quantum efficiency,

guantum gain, and Poisson excess, and Lanex Fast-B has th
highest. For higher kVp, the quantum efficiency of each

screen decreases, while the quantum gain and Poisson excess
increase. Also shown are the sharpness factor for each screen
in combination with the 127um pitch array, the fill factor
(fpe for the array, and the coupling efficiency of the photo-
diodes(gy).

®Indiw¥dual Pix

€)

B. X-ray sensitivity

Figure 6 shows the results of x-ray sensitivity measure-
ments for the 12°4um pitcha-Si:H array in combination with

Individual Pixel Noise (10

X-ray Sensitivity (10°¢/mR)
o0
S
S
o

60 70 80 90 100 110 120 130
Peak Kilovoltage (kVp)

401

© 20

81

50 100 150

127 pwm Pitch Afray + Lanex Regular

10 20 30

0
30, , : :
i 127 pm Pitch Array + Lanex Fast-B
254 #1 #
f !

15

10

(©)

é 16 1‘5 20
Exposure (mR)

Fic. 7. Empirical and theoretical individual pixel noise vs x-ray exposure
for the 127um pitch array in combination witlfa) Lanex Fine,(b) Lanex
Regular, andc) Lanex Fast-B in fluoroscopic mode. The four theoretical
curves show the results of calculations which cumulatively inclddeero-
frequency counting statistics onl§eq. (14b)], (2) the effect of image blur
[Eg. (12)], (3) the effect of image ladEq. (16)], and(4) (solid line) all of
these effects and signal nonlineariyq. (18)].

a variety of x-ray converters. The circles correspond to em-

pirical measurements as reported in the companion paper,
Fic. 6. Empirical and theoretical x-ray sensitivity vs peak tube potentialand the lines represent theoretical results obtained using Eq.
(kvp) for the 127um pitch array in combination with three Lanex convert- (10). Reasonable agreement between theory and measure-

ers in fluoroscopic and radiographic modes. The open cir¢s and
dashed lines correspond to measurements and calculations, respectively, for
radiographic operation, whereas the closed cir¢@sand solid lines cor-
respond to fluoroscopic operation.
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ent is observed for incident spectra ranging from 70 to 120
Vp. Measurements in fluoroscopic mode show slightly en-
hanced x-ray sensitivity consistent with the discussion of
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Sec. Ill A4 (substage 4d). Reasonable agreement was also | 0

observed for the x-ray sensitivity measured using a lower 1110 kVp' .4_____ Chest _,.
Radiography :

resolution array? osl :

C. Individual pixel noise under x-ray irradiation

Py
O i
The noise measured from individual pixels under x-ray =06
irradiation is shown in Figs. (@), Ab), and 7(c)for the 127 o
#m pitch array in combination with a Lanex Fine, Regular, (X
and Fast-B screen, respectively. These measurements were
performed at 90 kVp with the array operated in fluoroscopic

04}

mode. In each case, the noi&e units of electronsis plotted
versus exposurémR), and the abscissae are very different 0.0 . ) .
for the three cases due to the differences in gain between the 0.001 0.01 0.1 1 10
screens. Measurements reported at 0 mR were performed in 1.0 i .
the dark and correspond to the total additive ng¢isB000e) 80kVp :
of the present imaging system. At relatively low exposures, 0.8 «—— Fluoroscopy — I
the noise increases as the square root of the exposure. At ™~ : $laso
higher signal levels, however, the noise increases less rap— Cslis
idly, and as the sensor approaches saturation the noise re?/ 0.6}
duces to the additive noise level. a3

The individual pixel noise was calculated as a function of o4 0441
exposure for the three screens, and the results are superinrT GOS7
posed in Fig. 7. The curves labeled #1—#4 incrementally go|
demonstrate the effect of including image blur, lag, and non- .
linearity in the pixel noise calculations. Curve #1, calculated o= . (b)
using Eg.(14b), overestimates the actual noise because it 0.0001 0.001 0.01 0.1 1
ignores all of these effects. Curve #2, calculated using Eq.
(12), accounts for the effect of image blur, and curve #3 0 30 KV :
accounts for the effect of charge carryover by Etf). Fi- P.
nally, curve #4(solid line)was calculated using E¢18) and 0.8} :
accounts for all of the effects discussed in Sec. Il B. When _
all effects are considered, excellent agreement betwee@ 0.6}
theory and measurement for three screens across the entifg]
sensitive range of the pixel is observed. <o 4l

The effect of charge carryover on the individual pixel (&)
noise was examined empirically by varying both the mode of
array operatior(radiographic or fluoroscopi@nd the oper- 0.2 : ; 1
ating parameters known to affect charge trapping and release ~¢—— Mammography — (C)
(such as photodiode bias voltagét a given exposure, the 0.0 , ' :
measured noise was lower when the array was operated fluo- 0.1 1 10 100 1000
roscopically than when operated radiographically, since it is Exposure (mR)

in fluoroscopic mode that charge carryover has an effect. In

f|U(_)I’OSCOpIC mode and at a given exposure, the measures; g calculated DQE(0ys exposure for-Si:H imagers ina) radiogra-
noise was lower for decreased photodiode bias voltage due ty, (b) fluoroscopy, andc) mammography. The curves labeled “GRS
increased effects of charge trapping and release. These 0630Sss.” “Csl a50,” “Csl 150,” @nd “Cslygo” correspond to imagers incor-

servations are consistent with the discussion presented [ratng a GeO,SiTb (70 or 34 mglerf) or CskTl (250, 150, or 100
mg/cn?) x-ray converter, respectively. A nominal fill factor of 75% was

Sec. 1B 3. assumed, and the intrinsic pixel noise was calculated using(@. An
additive amplifier noise of 100@ was assumed. The dashed curve corre-

D. Detective quantum efficiency sponds to the 12Zm pitch prototype array in combination with 70 mgfem
Gd,O,S:Th.

1. Zero-frequency detective quantum efficiency

The consistently good agreement between theoretical and
empirical signal and noise results gives confidence that th&able | for the specified pixel pitch and x-ray converters. In

system is modeled correctly and that the estimated gairthis way the relative importance of a wide range of system

spreading, and noise parameters are accurate in describipgrameters was explored in terms of the effect upon @QRE
the signal and noise performance of the imaging system. Ud~igures 8, 9, and 10 show the effect on DQJEof exposure
ing Eq.(20), calculations of the DQE(Qyere performed for level, additive amplifier noise, and fill factor, respectively.
conditions corresponding to the three applications listed in a. DQE(0): Effect of incident exposure levelrigures
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vs fill factor for a-Si:H imagers in(a) radiog-

sponding approximately to the mean exposure to the detector for the appl|- :
cation. The curves are labeled as in Fig. 8, and a nominal fill factor of 75%|'aphy,(b) fluoroscopy, andc) mammography at exposures corresponding

approximately to the mean exposure to the detector for each application.
was assumed. The dashed curve corresponds to therpitch prototype TE]E curves e)llre labeled as in r::ig. 8, and amplifier noise of lé)gfgas
array in combination with 70 mg/chGd,0,S:Th. '

assumed.

Fic. 9. Calculated DQB) vs additive amplifier noise faa-Si:H imagers in
(a) radiography/(b) fluoroscopy, andc) mammography at exposures corre- Fic. 10. Calculated DQE®)

8(a), 8b), and 8(c)show the calculated DQH) versus ex-

posure to the detector for conditions corresponding to radieiency and Poisson excess of the x-ray converter over the
ography, fluoroscopy, and mammography, respectively. Fospecified range.

each application, a typical range of clinical exposures is in- Figure 8(b)shows the calculated DQ@& under condi-
dicated by vertical dashed lines. The calculated DQ&Eor  tions corresponding to fluoroscopy. For the low exposures
pixels in combination with Csl:Tl are generally higher thantypical of this application, the DQRE) depends strongly on
with Gd,0,S:Th, because the Csl:Tl converters have highethe amount of incident radiation, and the quantum efficiency,
guantum efficiency. In radiograph¥ig. 8(a)], it is evident quantum gain, and Poisson excess all have an appreciable
that the DQHKO) is limited primarily by the quantum effi- effect on the DQED). Over the range of exposures relevant
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: . , tends to counter the benefit of increased exposure, and the
80kVp : effect of additive amplifier noise on the DQE(8)somewhat
<¢— Fluoroscopy — B Cslys stronger than in radiography and somewhat weaker than in
- fluoroscopy.

c. DQE(0): Effect of pixel fill factor. Figures 10(a),
10(b), and 1(c) show the effect of fill factor upon DQRB).
Figure 10(a)shows that in radiography, due to the relatively
large incident fluence, there is little improvement in DQE
for fill factors above~0.3 for the selected converters. Under
- - -200pm fluoroscopic conditions, however, where the incident fluence

2x100 um is small, increasing the fill factor has a more appreciable
: —— 100 um effect upon DQID), as shown in Fig. 1®). Finally, Fig.
‘ 4 : 10(c) shows that in mammography, where the incident flu-
001 0.001 0.01 0.1 1 ence is relatively high but the pixel pitch is small, there is

Exposure (mR) considerable improvement in DQE(®ith increasing fill
factors up to~0.5, above which the DQRE) improves only

GOS7p

Fic. 11. DQHO) vs exposure for different modes of fluoroscopic imaging. Marginally.

The curves labeled “200um” and “100 wm” correspond to “full-

resolution” readout of a 20@xm pitch imageras in Fig. 8b)] and a 100

um pitch imager, respectively, whereas the curves labeled 1@ um” 2. “Full-resolution” and “half-resolution” digital

correspond to “half-resolution” readout of a 1Qdm pitch imager. radiography and fluoroscopy

In many fluoroscopic applications, it is common to inter-
to fluoroscopy, the 250 mg/céCsl:Tl screen gives poorer rupt the fluoroscopic sequence momentarily in order to ob-
DQE(0) than the thinner, 150 mg/cnscreen due to the fact tain a high quality radiograpte.g., spot film)and then con-
that although the thicker screen has improved guantum effitinue the fluoroscopic sequence. The fact tdi:H imagers
ciency, it has lower quantum gain due to self-attenuation ofan be operated both radiographically and fluoroscopically
optical quant&® These calculations demonstrate the chal-suggests an interesting and potentially valuable means of op-
lenging nature of the fluoroscopic application, and optimizecerating these devices. A 100m pitch array(suitable for
converters are likely essential in order to provide clinicallyradiography)could be operated fluoroscopically at “half-
acceptable imaging performance. resolution” by addressing pairs of gate lines simultaneously.

Figure 8(c)shows the calculated DQ®) versus exposure The half-resolution mode reduces the spatial resolution in
for conditions relevant to mammography. For exposuresne direction but automatically provides higher frame rate
above~10 mR, the DQH) is limited (as in radiography (without compromising amplifier bandwidth or ADC resolu-
primarily by the quantum efficiency and Poisson excess ofion), and the imager could be switched to full-resolution
the x-ray converter. Below-1 mR, however, the DQB) mode in order to acquire a high qualitgtigital spot)radio-
degrades rapidly with decreasing exposias in fluoros- graph. In half-resolution mode, the effective pixel area is
copy). doubled, but the additive pixel noise is increasedyBy [An

b. DQE(0): Effect of additive amplifier noiseFigures alternative way of handling image data may be considered
9(a), 9b), and 9c) show the effect of additive amplifier wherein pairs of gate lines are simultaneously addreasdd
noise on the DQ®). Plotting the DQED) in this manner the signal from adjacent data lines are combined after ampli-
allows examination of how additive noise degrades imagefication. Such a mode of operation effectively quadruples the
performance and suggests a means of identifying the maxpixel area, reduces the spatial resolution in bothxtandy
mum tolerable additive noise level for a given application. Indirections, and increases the pixel and amplifier noise by
radiography[Fig. 9(a)], the DQED) degrades slowly with J4 and 2, respectively. Examination of EG20) reveals,
increasing amplifier noise due to the high incident fluencehowever, that this alternative mode of reado(talf-
and dominance of x-ray quantum noise. resolution in bothx andy directions)yields DQE(0)equiva-

In fluoroscopy[Fig. 9(b)], the DQED) degrades more rap- lent to that for the half-resolution modene direction only)
idly with increasing amplifier noise due to the low incident described above. For purposes of discussion, only the half-
fluence. The additive amplifier noise constrains the D@E resolution mode(one direction)is considered.Therefore,
of the imager to values considerably less than that ultimatelgonsidering only the pixel and amplifier noise components of
achievable unless the amplifier noise is reduced to levelthe additive noise,
below ~1000 e. Once again, the challenging nature of the 20?402
fluoroscopic application is evident. add™“pix " Ta

Figure 9(c)shows the calculated DQE(®grsus additive and
amplifier noise for the case of mammography, where the :
mean exposure level is2500 times greater than in fluoros- aﬁdd@ 20‘§ix+0‘§mp (half-resolution mode). (21b)
copy. Although there are considerably more incident quantaThe tradeoff between increased pixel area and increased ad-
the small pixel size necessary for high spatial resolutiorditive noise is such that the net effect is an improyeero-

mp (full-resolution mode), (21a)
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frequency)signal-to-noise ratio. The full-resolution perfor- ample, the DQE(Ojor ana-Si:H imager employing a Lanex
mance of 100 um pitch imagers under radiographic Regular converter is comparable to that measured for
conditions is as discussed abd¥gs. 8(a), 9a), and 1Ga)],  screen-film’*®and computed radiograptisystems, and the
and that for 200um pitch imagers under fluoroscopic con- DQE(0) for ana-Si:H imager employing Csl: Tl is consider-
ditions is as shown in Figs. 8(b),(9, and 10(b). The ably higher. Furthermore, since Csl:Tl converters can be fab-
DQE(0) for a 100 um pitch imager operated in half- ricated in columnar structures which help reduce the spread
resolution mode can be similarly calculated using E86)  of optical quanta, such channeled-light converters can be
and (21b). made quite thickto improve the quantum efficiengyvith-
Figure 11 shows the DQB) versus exposure for 100m out gross reduction of MTF. To realize the potential of AM-
pitch imagers in half-resolution mode in comparison to full- FPIs incorporating channeled Csl:Tl converters, however,
resolution operation of 100 and 2@0n pitch imagers under technical issues such as uniformity over large area remain to
fluoroscopic conditions. The nominal parameters assumed ibe resolved.
the calculations are the same as in Fign)8The three curves Fluoroscopy represents a more challenging application for
for each configuration correspond to full- and half-resolutionindirect detection AMFPIs due to the relatively low number
modes of operation for arrays with different pixel pitch. The of input x-ray quanta per frame. Although the D@Eis
half-resolution case(“2X100 um”) shows improved ultimately limited by the quantum efficiency of the x-ray
DQE(0) compared to full-resolution operation of the sameconverter at high exposures, the calculations predict that the
array(*100 um”) and approaches the “200m” case. This DQE(0) for a-Si:H imagers, as modeled, is constrained by
analysis is useful, since it describes the extent to which theystem parameters such as quantum gain, fill factor, and ad-
same 100um pitch imager could be used for bothalf-  ditive noise at low exposures. The DQE reported for com-
resolution)fluoroscopy andfull-resolution) radiography by — mercial XRI1$3%5%suggests that such fluoroscopic imagers
switching between two modes of readout. are limited by the quantum efficiency of the input phosphor
(at the selected exposujeand it remains to be seen whether
fully optimized flat-panel imagers can provide comparable
V. DISCUSSION AND CONCLUSIONS performance. Indirect detection AMFPIs possess a number of
Cascaded systems modeling provides a useful means pertinent advantages over XRIls, such as thin profile and
characterizing the signal and noise propertiea@i:H im-  absence of image distortion and glare, and development of
aging systems. Sufficiently general to describe a wide rangkigher fill factor arrays and low-noise amplifiers would cer-
of imager configurations and exposure conditions, the modehinly augment their application in fluoroscopy. Furthermore,
has been used to analyze the performance of existing systerttge possibility of using a singlée.g., 100um pitch) imager
and to explore the potential performance of hypothetical imfor both radiography and fluoroscopy as described in Sec.
aging systems. IV D 2 presents a potentially promising aspect of the tech-
The model describes the signal characteristics of the 12iology, especially in environments where the imaging task
pm pitch imager with reasonable accuracy as demonstrate@utinely and rapidly switches between real-time fluoroscopy
by the agreement between theoretical and empirical x-ragnd radiographye.g., spot film). Furthermore, the imagers
sensitivity (Fig. 6). The model is quite robust in this regard, could provide high-resolution fluoroscopy of regions of in-
giving good agreement between theory and measurement feerest using a “digital zoom™ in which a portion of the
a wide range of energies, x-ray converters, modes of operaray is addressed at high frame rate and full resolution.
tion, and array designs. Similarly, the model accurately de- Finally, full-field mammography represents a potential
scribes the empirical individual pixel noise, accounting forfield of application fora-Si:H imagers, and the DQB) cal-
effects such as image blur, image lag, and signal nonlinearitgulated for a hypothetical, 5@m pitch imager is comparable
(Fig. 7). The good agreement between theoretical and ener superior to existing screen-flm and CCD-based
pirical signal and noise supports the hypothesis that théimagers®®? However, a number of design issues remain to
model can be used to predict properties such as DQE. be explored before clinically usefa-Si:H imagers can be
A powerful incentive for the development of theoretical developed for mammography. For example, there is a neces-
models describing the signal and noise properties of an imsary tradeoff between pixel pitch and fill factor for arrays
aging system is to allow an examination of the potentialincorporating a discrete photodiode desid@ potential so-
performance of hypothetical systems. With the cascaded sy$udtion is to develop arrays incorporating a continuous photo-
tems model presented in this paper, an initial theoretical indiode desigri>5*Such arrays could provide sufficiently fine
vestigation of the DQD) performance ofa-Si:H imaging  pixel pitch with fill factor near unity, although charge shar-
technology in radiography, fluoroscopy, and mammographyng between neighboring pixels may result in reduced pixel
has been reporteFigs. 8—11). Although the results are re- MTF.%® As in fluoroscopy, development of low-noise ampli-
stricted to zero frequency, they nevertheless demonstrafeers represents a beneficial and perhaps necessary step to-
many important considerations. In radiography, the D@E ward the application of such imagers and is the subject of
is limited primarily by the quantum efficiency of the x-ray ongoing research.
converter and suggests thatSi:H imagers could provide Cascaded systems modeling provides a tool for exploring
imaging performance comparable or superior to existingmager optimization by examining the effect of varying the
screen-film and computed radiography systems. For exsystem parameters upon DQE. By exploring the achievable
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parameters in an iterative fashion, an imager configuration S,(u,v)=0,9:9,(g,+1+ €g,) (A2)
which maximizes DQE for a given set of exposure condi-

tions and imaging task can be determined. This allows one to Sg(u,v)=(Sz(u,v)—M)T§(u,v)+m
estimate the performance of an imager configuration before

committing time and expense to actual construction. For ex- =[009192(92+ 1+ €5,) — 0o019] T5(u,v)
ample, the important tradeoffs between quantum efficiency, R

guantum gain, Poisson excess, and MTF of the converter can + 009102

be explored in terms of the effect upon system DQE. Simi- = 0001921+ (g, + egz)T;f(u,v)], (A3)

larly, the relative effect of pixel pitch, fill factor, and additive
electronic noise upon DQE can be investigated. Of course, it S4(U,0)=02S5(U,0) + 0o019292(1—0s)
is the spatial frequency-dependent DQE which should be

considered in system optimization in order to account for the =00050102[ 1+ (02 + ng)Té(U,v)]

spatial effectde.g., blurring or aliasingdf varying the sys- -

tem parameters. Measurement of the spatial frequency- +00919294(1~94)

dependent signal and noise propertiesi<8i:H imagers and = 00019294[ 1+ 02(05+ egz)Tg(u,v)]. (Ad)

comparison to theoretical results are underway.
The general model reported in this paper could be used tginally, for the presampling NPS at stage 5 of the imaging
describe the imaging properties of a wide variety of indirectchain, we have
detection AMFPIs. Empirical and theoretical results have
been shown for an array with pixels consisting of a photodi-  Ss(U,) = Sa(U,0)apsT5(U,v) +Saad U,v)
ode in combination with a TFTphotodiode+TFT), but the a0 — 2
general model could also apply to array designs which incor- = 8109192941+ 04(G2+ €5,) T5(U.) ]
porate a photodiodesinglé®®® or duaf’ diode, or a XT2(U,0) + Sagd Us0) (A5)
phototransistor+ TF® as well as those which employ a con- > add ST 0
tinuous photodiode layéP. The general system parameters where a square photodiode with a sampling apertueg,pis
represented in the QAD of Fig. 3 could characterize the perassumed.
formance of these systems, with the additive electronic noise
for a given system represented by a single, general term,
oﬁd'd. A modifieq cascaded_ systems model c;ould be app”e%\PPENDIX B: INDIVIDUAL PIXEL NOISE
to imagers which detect incident x rays directly, such as
those employing a continuous photoconductive I1&y&The The variance in pixel signal at stage 5 of the imaging
generality of the theoretical approach therefore provides nathain is given by the integral &s(u,v) over the frequency
only a means of predicting and optimizing the performancejomain:
of a given system, but it also provides an objective means of s
comparing the potential performance of different imaging 2 _ [~ [~
syst([a)ms.g P P ’ gUNS_ ﬁm ﬁw Ss(u,v)dudy

+ o0 + oo o
:agﬂ0919294f7w J’iw [1+94(92+ egz)Té(u,v)]
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APPENDIX A: NOISE POWER SPECTRUM Assuming a square photodiode, the pixel MTF may be ap-
proximated by a sinc functiotf

Using Egs.(2a), (2b), and(2c), the NPS at the output of

each stage in the QAD can be calculated, Ts(u,0) = |sindapdu)sind apq)| (B1)
Si(U,v) =g7So(U,0) +dg81(1~01) = dod1, so that
_— — 2 — (A1) Yoo 1
Sz(U,U)—gzsl(uyv)‘i”glffgz%- f Tg(U,V)dUdV:—Z. (B2)
Writing the gain-variance in terms of the Poisson excess pd
gives Therefore, the variance can be written as
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The purpose of the following derivation is to determine this
‘TNS a5 {10919204| 1+04(02+ €g,)as variance as a function of the parameteEquation(C2) im-
plies
J f TE(U,») TE(U, ) dudy |+ oy Rin=(1=)Qqn),
It is convenient to define a “sharpness factos” R, =(1-1)2Q7,.
Therefore, the pixel variance may be written as
s= apd T3(u V)T (u,v)dudy, (B3)

agm): (1-1)2Q% R (C4)
which depends on the MTFs of the converting screen and the
photodiode. Note that the sharpness factor has valueko find Q(n), we first consider Eq(C1),
0=<s<1, wheres is unity for the case of an ideal converter
[i.e., for Tg(u,v)=1]. The relation for the individual pixel Qun+1=Cn+1)* Ninttn+1)+ Q) =Ry

varlaznce tzherefore reducisf 2 =Gnr 1)+ Qm—Rin»
ONg= 8pd90919294[ 1+ 94(92+ €g,)S]+ 0344 B4 \which implies
APPENDIX C: THE EFFECT OF CHARGE Rim=Gn+1)

CARRYOVER ON INDIVIDUAL PIXEL NOISE L S > .
for a system in signal equilibrium. To fird,,, we again use

When the imager is operated in fluoroscopic mode, charg&d. (C1) and write
carryover affects the individual pixel noise by correlating 5
information between frames. A deterministic model similar  Qin+1)= G(n+1>+2G(n+1> Nint(n+1)+2G(n+1) Qn)
to that reported by Matsunaga al** relates the pixel vari- G BN LN
ance with the fraction of trapped chargeThe parameters of -~ S+ T int(n+1) in(n+1) Q)

interest are shown sche_mancally in F_lg._ 5 and _descnt)ed in ~ 2Nins 1) R( +Q(n) 2R Q(n)+R
Sec. Il B 3. The model is deterministic in that it considers

the megnltude of to be constant for a given set of opetatlng_ G(n+l)+ 2G(n+1) Qun)—2G(n+1) Rin)
conditions and does not account for possible fluctuations in

this parameter. Such fluctuations are assumed negligible, and + N,m(nﬂ +Q(n) 2R Q(n)+ R

the analysis below illustrates the effect of charge carryove
on individual pixel noise.

The amount of charge available for readout from the (
+1)th frame is

[Jsing Eq.(C2), this expression may be written explicitly in
terms of the factot. Assuming signal equilibrium and using
Egs.(C2) and(C3) again yields

2 _ 2 2 2A2
Qn+1)=G(n+1)T Nintn+ 1)+ (Qy = Rny) - (Cy Qi =Gln+1)T2tG(n+1) Quny T Ningn+1) T°Q)
Since the external noise soulfdé,,n | is not affected by the
i i i i = =5 (Glhi 1)+ 2tGn1 1) Qny+ Nifyn1)
charge trapping mechanism, the associated variance, 1—t (n+1) (n+1) ¥(m) ™ Nint(n+1)
crﬁ o’ will be independent of the parameterTherefore, )
the termNext(n) can be ignored in the following derivation, _ 96, Nﬁmnﬂ) R(n)z
and the varlanceN o) will be added in quadrature with the T (1-t)(1+t)  (A-t)(1+t)  (1-v*

result. Therefore, the charge read out of the pixghoring

the external noise Sources Substituting this into Eq(C4) for the variance yields

Ry=(1-t . Cc2 2 _ 2 2
(n) ( )Q(n) (C2) UR(n)_ T (O-G(n>+ Nint(n+1))+R(n)2_R(n)2
The system is assumed to be in signal equilibrium, so that
Qfy = Qfn+1yandR?) = R, 4. Furthermore, the quantities N o Py
G(n+1) Qn)s Ningn) » @NdNeyyny @re assumed to be indepen- Tl 1+t (“G< n mt(n+1))

dent(G(n)Qm)=Gn) Q(n), etc., andNinyny and Neymy have _ i 2 )
zero mean Kl =Nexm =0). For a general variablex, Finally, the variancegy, due to independent external

the variance can be written as noise sources can be added to the result, and since
Y2_ 2 N N 2
=X?- X2 (C3) Ninn+1)= +Ningn+1)°= oR

Therefore the variance in signal read from individual pixelSthe pixel variance may be written as
is

0_2
Nint(n+1) int(n+1)’

—t
1+t

Ué(n) (o2 G(n) crﬁ_ )+0'§ . (C5)

int(n) ext(n)

2 _p2 _ 2
UR(H)_R(n) R(n) .
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In the limit of zero lag(t=0) Eq. (C5) is equivalent to Eq.
(12). In the case of nonzero lag, however, the pixel varianc
is suppressed due to charge carryover between frames.
shown in Refs. 5 and 28, the parameteis a function of
applied photodiode bias voltage and signal level.
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