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We thank David Green, Lonnie Magee, Craig Riddell, and Mike Veall for helpful comansshts
the editors.for thie patience with us. fis articledraws on a piece presenti@dAugust 2009 at a
roundtablesen=Strengthening Evidence-Based Policy in the Australian Federatted,ihos
Canberra by the Australian Productivity Commissibimat paper is available

at http:/Mww.pc.gov.au/research/supporting/strengthening-evidémgeand all errors of

omission.ercommission, alas, remain our responsibility.
1. Introduction
Methodsfor estimating, making inferences about, and interprethmgcausal effects of programs
and policieshave advanced dramatically over the past 25 years. This paper briefly ssnde
comments enthese developments, with an emphasssoes we think have received
insufficient attention in othediscussions.

Three major intellectual trends within applied economics frame our discu$sierfirst
is serious consideration bkterogeneityn responses to programs and policigsich we
consider in Section Heterogeneous responses arise for many reasons, irgcthdicommon
and prosaiespractice of reducing heterogeneous progranmmaaciés to binary indicator

variables. Inthe “essential heterogeneityWorld of Heckman 2001), agents and gatekeepers

! We oversamplexamples from the labour economics, health economics and ecorudraiiscation literatures, as
we know these literatures best. However, the underlying i¢swes no subfield boundarieg/e do not delve
deeply into technical econometrics; instead, wetpeiaders to the many excellent books and reviews that cover
that material, such as Abbring and Heckman (2007), Heckmaxwlatil (2007a, b), Imbens and Wooldridge
(2009), and Imbens and Rubin (2015nally, we do not address Bayesian approaches.
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make policy and program participation choices in light of (perhaps quite limited) éahgevbf
heterogeneous responséfroughout the paper we consider the implications of heterogeneous
responsefor the identification, estimation and interpretatioresfimated causal effects.
Thesecondrendis the “credibiliyy revolution,” whichseekdo increase the internal
validity of estimates of program and policy effects via relianceamefully considered
identification strategies. This revolution encompasses both the very rapid increase in the use of
social andfieleexperiments as well as the increasattention tathe sources of exogenous
variation employed in techniques suchiregrumental variablesviore broadly, it embodies
greater emphasis on internal validity relative to ottmrcerns. Works such asgrist and
Pischke (2009), Rubin (2008), and Imbens (2010) embody the credibility revoldrtdview.
The'third trends theintellectual reival of “structural’ methods. Loosely speaking,
applying the structural approach means writing down an explicit economic model andiegtima
(or sometimes calibrating) the parameters of the modelf@imal model facilitates
interpretatiorand, to the extent that it achieves the goal of plausible policy invariance, provides a
theoreticallysgrounded approach to consideration of policies not present in thEhiatavival
has many sourcem part itrepresents a reaction against the excesses of the credibility
revolutionZ.lt alsoreflects improvements in computing technology that allow the estimation of
moresaphisticated structural models as well as conceptual developments related to estimation,
interpretationand thancorporation of heterogeneityhe new wave of structure¢searclalso
responds positively tthe credibility revolutiorvia closer attentiomo sources of identification,
be theymodetbased (i.e. largely dependent upon economic theory and/or functional form
assumptions)-and/or desitpased (i.e. largely based orgotentiallytheoretically motivated-
research design involving exogenousaton). Heckman (2001, 2005, 201@gkesthe
intellectual case for the modern structural view.
We, view, heterogeneous treatment effects as obvious and long overdue, and we view
strong and.explicitly defended identification as a complement to, rather thartisuseibsr,
interpretation”based on coherent economic frameworks. This does not meanrthpapee

must have a structural, or even a formal, mdelell. blown structural modelsequire specific

2 One of us fondly recalls initiating the following exchange atrfe®nce: Question: “What model could explain
your results?” Answer: “We think of our paper as a thdoag zone.”

3 The structural crowd has its excesses as well, such as zeajoosatsor the proposition that a probit model is
in some meaningful sense more structural than a linear pritpafdldel. We also view the “Type | Extreme Value
is the New Normal”sshirt through the lens of Goldberger (1983).
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expertise and consume a great deal of research time, and should be subjected to ex ante
intellectual cosbenefit testsMoreover, economists have ta&n theories about the value of the
division of labor Wethereforesee the approaches as complements at the disciplinary level, and
soresist calls for every empiricaconomisto become a patime producer oformal theory.

Further, ve stronglyrejectthe view that economists should not bother trying to answer questions
for which the extant data and institutions provide no strong design-based identificegiead|

we argue that'economists shotriglto operate at the frontier in a space defined byctkdibility

of identification‘and theubstantive importana# the topic, and should recognize that quality of
evidence takes a continuous rather thamary form?

Section=3 lays out our viewpoint (as promised intihed) regardingthe implicaions of
these threeomplementary trends for the practice of program and policy evaluation by
economistsTo do so, it marches through the standard toolkgaotial equilibriumapplied
econometric identification strategiegsandomization, conditional independence (a.k.a.
“selection en observed variabl@s'instrumental variables, bias stabiligyK.a.“natural
experiments’)pand regression discontinuityescribingthe substantive implications of each
class of assumptions for estimation and interfimtaand discussing how to make an explicit
case for asspecific causal interpretation given the economic theory, the data, the institutional
context, and the evaluation question of interest. We view the making ofsbstantive cases as
the primaryintellectualtask of the empirical researcher seeking to make causal claims.

Section 4 considers two related alternative views of recent developtimatriteus solely
on desigrbased approaches: hierarchies of evidence and “magic bullet” theoriesmggard
particular estimatorsThese views attempt to take an epistemological shortcut around the hard
work of making a compelling case relevant to a particular evaluation contesrgiefor
rejecting these viewsections 5 and 6 consider equilibrium eféeand cosbenefit analyses,
respectively.. Lhese two topics nicely illustrate our broader point regardicgri@ementary

nature of credible design-based identification and economic theory. Section 6 cancludes

2. Parameters.of inter est

The standard potential outcomes framework provides a valuaylan which to think about

* Although we focus on causalitefre, we recognize the value of empirical research that focusesroetifaes
sophisticated conditional) covariances, trends twe and the like; “descriptive” (that is, exptlginon-causal)
should not be a derisive term in empirical research.
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causal parameters of intere®o begin, define two outcomes and a treatment indicator:

Y, denotes the outcome for unit With treatment
Y, denotes the outcome for unit Without treatment
T, €{0,3=indicates treatment status for urit “

We limit ourselyves to binary treatments for simplicity. The general case of discrete ahudiil
treatments follows easifsometimes); the still more general case of continuous treatments can
add nontrivial complicationsBecause a given unit can only experience one of the two
outcomes{'we have the observation equation

Yi =Ti Y1 + (L -Ti) Yoi,

whereY, denotes the observed outcome for uiiit Following the literature, and to emphasize

the generality of the framework.enuse “units” as a generic term for participants to emphasize
that programs may serve, say, individuals, firms or Igogernments. We use “treatment” as a
generic term for programs and policies. Two other bits of notation will prove usefubtatLet

X, denotesavector of exogenous conditioning variafiiessedhe discussion at footnote 10)
and letZ, denote a variable that induces exogenous variation in treatment status.

For treated units, we observe the treated outcome while the untreated outcams rem
counterfactualFor the untreated units, we observe the untreated outcome windatéue
outcome remains counterfactual. The difference between the treated outcbthe antreated
outcome defines the alwaysobservedreatment (or “causal’@ffectfor each unit:

% =Y~ Y

Up to this point, we have implicitly interpreted the potential outcofr@e unit as unaffected
by the treatment status of other unithe literaturecallsthis the Stable Unit Treatment Value
Assumptign(SUTVA) which isclosely allied tovhat economistterm partial equilibriumwWe
relax this assumption, which rules @gnerakequilibrium effects, in Sectiob.

The literature focuses on particular averageg pivhere the choice of which average

dependsen the academic or policy question of interest, subject to conébtkonisng from the
identification strategy and the data that we disau&ection 3The most common causal
estimand is the Average Treatment Effect on the Treated (AT&TSometimes TT or TOT),

given byATET = E(Y, - Y, | T=1); we suppress tha"subscript inside the expectations operator
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bothhere and elsewher&his parameter informs a cdseénefit analysis that addresses the
guestion of whether to keep or scrap a program in its present form. Another comimanckst
the Average Treatment Effect (ATE), definedMd€ = E(Y, - Y,). The ATE equals the expected

impactin theentire population of eligible units, whether or not they actually participate. This
parameterdnforms a cebenefit analysis that considersnandatory program.

Forveluntary programs, impacts at the margin of participation inéamstbenefit
analysesggarding marginal expansions or contractions in the number of units trEa¢ed.
definition of marginal will depend on the program context: it might represent volsmiese to
indifferent between participating and not,itomay represent participant® the margin of
selection by @aseworker or other gatekeeper. Particular sources of exogenous variation in
participation Z, each define their own set of marginal utiigt are associated with parameters
such as the Local Average Treatment Effect (LATE) and the Marginal Treatment Effect,(MTE)
as we discusssin Section 3.3.

The'marginal distributions of outcomégY;;) and F(Y,;) suffice to identify all of the

treatment effect parameters considered so far. Another class of parameters of interest requires the
joint distribution F (Y;, Y; ) . These include the impact varianear(;) = var(Y; —Y; ), and the

fraction of units'with a positive impad®r(o; > 0).Identification of these parameters requires
assumptions even in the presence of experimental data, because experimental data provide only
the two marginal distributions, not the link between theplicit in the joint distribution.

Because this class oaameters has received (too) little attention in applied work, we do not

discusst further but instead refer the interested reader to Djebbari and Smith (2008).

2.1. A Simple-Roy-Inspired Model

Consider avery simple model inspired by Roy (1951), and by the models in Heckman,
LaLonde and Smith (1997) and Barnow and Smith (2016). It adds to the potential outcomes
framework a directostof treatment, call itC, , which may include money costs, time costs and
psychic costs of treatentthatmay be positive or negativAssume for the momentthat units
maximize by choosing to participate wh¥p— G > Y, .

This simple model embodiesrée different types of norandom selectiorfirst, holding

Y;; and C, fixed, units with high values of,, do not participate and units with low valuesYgf
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do participatein many contexts thisepresents unitwith a highopportunity costleclining to

participate Back in the dinosaur days of tbemmoneffect model, in whichy; -Y; =¢, a

constanfor all “i” , selection on the untreated outcome represented the primary source of applied
econometric concern as in the claslSmeariatenormal selection model studied byékman

(1979). Second, holding fixed, we observe selection on the treatment e¥feety; whereby

units with ‘'highimpactsselect into treatmenBjorklund and Moffit (1987) add selection based
on the magnitude of the individuapecificimpact to the bivariate normal modeThird, holding

the potential outcomes fixed, veapectselection into the program based Gnasunits withlow

costsselect into the program. As discussed in SectionBa®y instrumental variables analyses
rely on costiased instruments.

As'muchr as anything, this simple Roy-inspired model points to the limitationaahf
researchihatfocussesn estimating causal ipacts Standard economic models assume that
choices depend not on potential outcomes but on the expétiydassociated with those
outcomesthat expected utilityypically depends on both the outcomes studied and on other,
unmeasuredoutcomes. Similarly, the costs perceived by units pondering treatment will likely
includegomponents, such as psychic costs, not available to the evaluator. Even ordering the
magnitudes of-the variowsausal estimands requirassumptionsegardingthe correlations

betwea Y, , Y, andC . For example¢onsider thesimple(but often empirically implausibje

assumption of independence of costs from potential outcomes. In thisvedsave ATET >

ATE due tospesitive selection on impadts otherwords, the average treatment effect on the
treated exceeds the average treatment effect in the population. Similarly, ATNT < ATE, where
ATNT equals the average treatment effect among thdaneared, due toedection out of

treatment by those with relative low treatment effects. Finally, ATE < MATE < ATET, where

MATE, the Marginal Average Treatment Effect, corresponds to individuals just indifferent to

participation, i.e. withC. =Y, — Y; , wheras the ATET includes inframarginal participants

whose treatment effect puts them far from the margin of indifference.

2.2.Parameters of Interest Comparedth® Naive Differenceén Treated and UntreateGroup

Means

® Blundell, Dearden and Sianesi (20q&pvide an especially clear explication and application.
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For the norexperimental caseonsider estimation of the ATET, and ttiba ATE,in
terms of i) thenaiveexpected mean difference betweendhservedreatedoutcome for the
treatedand the observed untreated outcome for the untreated, tB@Yist=1) EEY| T O0),

and ii) varbus biasand/or selectioterms Start by writing
ATET=E(M=Y%| T=1)=HY| =1) Hyl T 1.
Experiments produc&(Y, | T=1) by randomly forcing would-b& =1units to experience the

untreated outcome, subject to various caveats that we discuss in Section 3.1. To see the non-

experimental case, add and subtra€Y, | T= 0) to yield

ATET=[E(VI=5 HY¥|-T OJF EY T1) EN TOJ.
The first term on the righihand side is the population analogue of the naiveemperimental
mean difference estimator, while the second term consists of the expected difference in untreated
outcomes between the participants and non-participantsegiation clearly illustrates the
intuition from ourRoy-inspired model that selection on the untreated outdikely biasesnaive
comparisons of participant and nparticipant outcomesn particular,with costs independent of
potential outcomes, the simple mogetdictsnegative selection into treatment based,on
which impliessadownwardbias in the estimated treatment effect. A vast warehouse of evidence
indicates that,such selection mattersnany contexts. The naxperimental identification
strategies we discuss in Sections3.2 obtainestimates of the expected counterfactual outcome
via econometrienanipulation of theintreated unitthat removes such bias under specific
assumptions.

Now, inspired by Heckman (1996apntrasthe naive nonexperimental mean difference
to the ATE rather than the ATEExtending the notatioet E(V, | T= j)= E(Y| T= )- HY),

denotethe difference between tlexpected treated outcome among the treated ) or the

untreatedj(= 0)'and the expected treated outcome in the populattonE(V, | T = j) defined in

the same way.for the untreated outcoWve. can interpre¥ as a esidual of sorts. Thenrite the

ATE in terms of thenaivenon-experimental observedean difference as
ATE=E(Y)- E(Y)=[HY =3 &Y FOFDEY T) (EY TO]
Then, adding and subtracting(\V, | T=1)= E(Y, | T= 1)~ K Y)and manipulating yields:

ATE=E(M)-EY)=[EY =)- Ey O] EM M FI-[ &Y T1) &Y =T0).
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The ATE thus equaldhe naivenon-experimental mean difference plus two selection teifiins.
middle right-handside term captures selection into treatment based andgaitude of the
treatment effecfTherightmost termin squarebradkets,captures selection into treatment based
on thedifference in the meatteviations between the population and the grepgeificuntreated
outcomes. . Th&oy-inspiredmodelwith costs independent of impacts implies a positive value
for the secondterm and a negative value for the third term, which means that the simple model
does nosign'the bias associated with using the naive eqerimental mean difference to
estimate the ATHn that context

Treatment effects may vary with observed characteristics of the treated units, the
program, or‘the broader environment. Djebbari and Sr08) call this “systematic” variation
in treatment effects. For example, individuals who complete high school might benefit mor
from classroonbased occupational skills training courses than those who dropraut
organizational intervention might wobetter in teaching hospitals thernother hospitals, or an
active labarmarket program may have larger (or smaller) impacts during business cycle peaks
than during tredghs. Such variation interests researahdrpolicymakers for several reasons.
Variation"based on observed unit characteristics can guide efforts to use statistical treatment
rules to_target program services adlianski (2004) and Lechner and Smith (2D07ariation in
treatment effects allows researchers to test theories of treatment effect heterogendyt, as in
Rosenzweig and Hassan (2010). Finally, and perhaps most importantly, treatmént effec
heterogeneity"provides an input into discussions about the generalizability of findnogs
time, placesyand participant populationbat the literaturealls their “external validity”; see
e.g. Hotz,(Imbens and Mortimer (2005) and Muller (2015).

3. Partial equilibrium evaluation methods

This section lays out the standard econometric methods used to estimate the impact of
interventionstin a partial equilibrium context, i.e., in the context of the Stable téatment
Value Assumption (SUTVA) introduced earliés standard statistical software packages now
make it easy to use a varietysafphisticated estimatofsr partial equilibrium causal effectthe
key intellectual exercisein moststudiesconsist of: (1) justifying the SUTVA in the context at
hand; (2) defending the chosestimator’s identification assumptiobg making a case based on
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some commation of theory, contextual knowledgpecification test@ndpre-existing
empirical evidence; and (3) correctly interpreting the results in light of the economics and

context given the cleenidentification strategy and estimator.

3.1. Social experiments

3.1.1. Randomassignment and the selection bias problem

As noted above, experiments sotkie selection biagroblem by randomly forcing units that
want to receivetreatment éxperiencehe untreated outcome instead, thereby ensuring that (in
large samplésthe treated and the control grofipsive the same observed and unobserved

characteristic$in a randomized control trid, is the indicator for assignment to the treatment
group; with perfect compliande= Z while with partial compliancg, imperfectly predicts; .

In eithercaseZyls, by constructionyncorrelated with albbserved and unobserved unit
characteristicsThis implies thatE(Y, | Z=1) = E(Y, | Z= 0), which in turnimplies thatthe

difference in.mean outcomes between the treatment and control gsiumpatsthe ATET
without bias wherz; = T;.

Probably Canadalsestknown large scalsocialexperimentsarethe SeliSufficiency
Project é.g«Forcet al, 2003;Lise, Seitz and Smitl2004; Card and Hyslop, 200&nd Riddell
and Riddell, 2014), which randomly assigned single parents on income assistance in two
provincesita generous wage subsidy program, andhiecomé€ guaranteed minimum
income experiment in Manitolmnsidered irHum and Simpson (1993@ndForget (2011). kss
expensive (though sometimes quite large scale) experiments have also occineenbiriext of
government operations (e.g. Warburtord Warburtor2002), and a large number of
experiments can be found in health economics (e.g. Levin et al. 20@re is tremendous
potential toimprove our understanding of the functioning of social, educatiomted

programs by introducing randomization or other sources of exogenous variation into program

® The econemics literature uses the term “control” group ratlsely. We prefer a more precise categorization that
restricts the term*“control” to experimental or sty related situations where (active) control diierassignment

of treatment status actually exists. In other situations efepthe term “comparison group.” It seems
counterintuitive to apply the term control group to a situation e/tiegre is pantly no control.

" In some fields of economics, such as international trade | sxgiariments have not traditionally been undertaken
and/or are not feasible, but this does not prevent experimentséwmg as an intellectual touchstone. Alsbijlev

we focus in this section on random assignment addresgargal validity,it is random selection into the
experimental group from the relevant populatioataddresses external validity.
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operations.

In the US, experiments have been applied to policy areas as diverse as health insurance,
welfareto-work programs, the handling of calls to theiggreporting domestic violence,
electricity pricing,and abstinencenly sex education. Greenberg and Schroder (2004) document
almost all of.the earlier US experiments wideeenberg, Shroder and Onstott (199@®sent
evidence on thecharacteristicsThere has also be@m explosion in experiments in developing
countries;"seBanerjee and Duflo (2009) on that score and see Levitt and List (2009) on the rise

of experiments‘in economics more generally.

3.1.2. Issueswith random assignment
Barnow(2010)says that random assignment is not a substitute for thinkifegagree that
experiments present a more difficult evaluation challenge than their basic conceptual simplicity
suggestslf well executed, gperiments accomplish one very important thithgy eliminate the
bias thatresults from non-randoselectioninto treatment in partial equilibrium evaluations in a
simple and-eompelling way. As noted by Heckman and Smith (2000), however, experiments
remain subjecttmany of the other threats to@nbal validitythat make empirical program
evaluationsusing observational datafraught with difficulties(and so interestingguch as
outliers, survey non-response and attrition, efited and poorly documented administrative
data,Hawthorneeffects (when research subjects react to being obseamdd)ohn Henrgffects
(when experimental subjects react to being in the control group). In addition to ¢nesal g
issues, experiments also raise or exacerbate particular issues of internal and exigitgal v
Though'not often discussed in economics, the simple fact of randomization does not in
and of itself suffice for the identification of the ATET in an experiment withgeedompliance.
A causal interpretation of the experimental estimand reqthesadditional assumption that
randomized.treatment assignment affects outcomes only via its effect on receipt of treatment. If
we think of randomization as an ideal instrument in the sense of Heckman (1996a), this
correspondsito the “exclusion restriction” assumption which requires thatamiast affect
outcomes only.via its effect on the endogenous variable of interest. If, for exarmilet e
assignment to an experimental control group induces John Henry effeetstiveresponses by
control group membersthen this assumption fails.

Outside economic$igh quality pharmaceutical randomized control traaddress this
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concern by beinfplind” (the unit being treated does not know and tbaisnot react to treatment
status) or even bettédouble-blind” (neither the unit being treated nor the program
administrators know the treatment status). Failure of the exclusion restriction condition requires
subtle interpretation; the medical literatuegnterprets the control group as represey a
placebo treatment rather than no treatment. Rathaowsly, blinding presents insurmountable
difficulties for most social experimentSor example, what would a placebo training program
look like?Instead, researchers ndedlefend the plausibily of the exclusion restriction in their
context and'readers need to judge credibility ofthesearguments.

In practice, experimental evaluations often fail to achieve full complidsateall
treatment group members receive treatmamnd/orsome control group members receive
treatmen(“erossovers”) or substitute something similar. In contexts with treatment group
dropout and control group substitution the experiment ends up randomly assigresgo
treatment, rather than treatment itseléckman, Hohmann, Smith and Khoo (2000) document
the empirical importance of dropout and substitution in the context of US evaluations of
employmentrand training programs. Researchers typically react to dropout anditutgrbs
one of two'ways. The first consists of reinterpreting the estimand as the meahaitha offer
of treatment (called “intention to treat” or ITT) rather than the mean impact of treatment itself.
For policyspurposes, this may have a greater interest than the ATET as researchers and
governments can typically make offers of treatment but not coindéie second consists of
using random assignment as an instrument for receipt of treatment and imgripretiesulting
estimand as‘asLocal Average Treatment Effect (LATE), which corresponds to the average effect
of treatment.on those induced to change treatment status via randomization to the treatment
group?®

Experimental evaluatiomsayalso have issues with external validiiyove and beyond
those present.in noexperimental evaluationRandom selection of eligible units for an
experiment with a sufficiently large number of units ensures external validity. But in evaluations
that requiresvoluntary participation by local prag sites random assignment may raise the
perceived €ost of siggarticipation and so lead to a nmamdom selection of sites, as described in
Doolittle and Traeger (1990) for the U.S. National Job Training Partnershiid ea)

8 We say more about LATEs in our discussion of instrumentalblagaelow. See Heckman, Smith and Taber
(1998) for more on dropout and Section 5 of Heckman, LaLonderaitd @999) for a more thorough general
discussion. Kline and Walters (2015) provide an empirical elaean pointers to the recent literature.
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experimentSimilarly, theadditional consent apparatus required for individual randomization
may non-randomly deter participation, as in the UK Employment Retention and Atheice
experiment studied in Sianesi (2014). On a different maegiperimental evaluati@gmay
requirea program to dig deeper inits eligible population than iisuallywould in order to fill

up the contrel.group while still maintaining its normal scale of operations. Firatidomized
rather than deterministic access to treatment may deter complemer&atynents prior to
treatment'orchange the composition of participants by deterring the risk avesttracting the
risk loving:

A broader discussion embodigdthe tryptic ofDeaton (2010), Heckman (2010) and
Imbens (2010jaises issues relatedttee nature and extent of the role of experimental methods
within econoemicsln particular, it considerthe importance of using methods that ensure
compelling identification and so allow strong claims to internal validity. Anusiet focus on
randomization (or on strong partial equilibrium designs more genenadly)ead the discipline
away from.theoretical interpretability and external validity and may also lemtbtus on
policy questions that experiments easily addresgather than a focus on the most substantively
important poliey question$As noted in the introduction, we think that experiments and
structureoften represent complements in the production of economic knowledge rather than
substitutes#This comes through most strongly in theeasingly common analyses that
explicitly combine théwo, such as LiseSeitz and Smitl2004) or Todd and Wolpin (2006).
More broadlyas discussed in detail Rothstein and von Wachter (2018onomic theory often
provides anfimportant guide to theestions worth studying using experiments and other strong
designs, torthe'design of such studies, to the choice of outcome variatiles;hoice of
variables to measure and examine as potential meditadhe conduct of costenefit analyses
and so on. In sum, we think this debaltgmately makes the case for more thoughtful use of

experimentation in the profession, not itsrabandonment.

3.1.3. Variants of random assignment

Random assignment has many uses beyond the estimation of the ATET for use in cast-benef

° Or analysts may focus on strong deshsed estimates even when they correspond to parameterded fimiicy
interest, as with the enthusiasm in the minimumenlé#grature for compelling estimates of the shrart labor
demand response when the lemig demand response should guide most policy. As Sorkin (2015) shoses hle
responses can differ quite substantially.
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analyses of whether to keep or drop prograhaslitional uses address questions that sometimes
possess equal or greater policy relevance and often avoid or reduce political, practical and ethical
concerns related to a control graihat receives little (iany) treatment Considelsome

illustrative_real world examples.

Blackset al.(2003 document the clever use of randomization in the Unemployment
Insurance (Ul).system in Kentucky. Like othé$ states, Kentucky employs a statistical model
to predict the“fraction of the{traditionally) 26 weeks of Ul benefeéntittementeach new
claimant wilFeonsumesaa functiorof claimant and local area characteristics. Kentucky converts
this continuous prediction into a discrete score from 1 tdn2@ach local Ul office in each
week,the statesassigimandatory reemployment servidesiew Ul claimants stéing with
those withthe highest score and proceeguntil it runs out of slots or claimants. In many cases,
for the marginal score (the one where the slots run out) the number of claintarttsatvscore
exceeds the number of remaining slots;dlagmants with that scor@e randomly assigned to
the remaning slots.

The“randomization at the margirdpproach used in Kentucky has many positive
aspects, including low cost, no direct caseworker involvement, angbstaéfptions of fairness.
Moreoveryit provides compelling experimental evidence that askelsdbke question of the
effects of.theé mandatory reemployment services requirement on claimants at theofargin
having it imposed. As the primary policy question in this area consarakincreases or
decreases.in the budget rather than program terionnhis evidence corresponds to the €ost
benefit analysis of greatest policy interest.

Perezdohnson, Moore, and Santillano (20&kperimentallyevaluate three alternative
ways of structuring the “Individualrining Accounts”(ITAs) provided to some pacipants in
the US Workforce Investment Act (WIA) prograBEveryone receives services but important
aspects of the service delivery process differ among the treatment arms. The policy question
addressed.in.this evaluation coneenot keeping or scrapping the WIA program, nor expanding
or contracting'it, but rather how to operate the ITA component of the programffeostvely.

In some_caseglements of service provision ate factorandomized by virtue of the
structure of particular programs aretearchers can take advantage of these sources of
exogenous variation to better understandagsociated causal impacts. For example, Ordopo
(2003) exploits thanstitutional frameworkhat allocatesubsidized housing in Toronto. When
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they reach the top of the lisgrhiliesin the queue for subsidized housing are matched to the first
appropriately sized accommodation that comes available. These accommodations could be in
extremely large, or quite smalipusing projects in neighborhoodsopiite differentsocic

economic status. He uses this ta@das’ random assignment to estimate neighborhood effects
on longterm.outcomes.

More proactively, the British Columbia government was uncertain about the value of, and
need forannual'reviews of its income assistance casefiles (Wiuthhclients and managers
consider a'burden) — reviews that had been regularly undertaken for years. Warburton and
Warburton (2002) discuss how half the caseload was randomly assigned to “no review” as
opposed ta theystandard “annual review”. This provided credible evidence for decigiog;ma
and is a rare example of an experiment whose operation reduced expenalitilegbe cost of
analysiswastrivial. Other variants of random assignment include randomize@ublbf
programs too big to put in place in all locations at the same time, and randomized garoenta
designs, as.in Hiranet al.(2000), that randomly assign not treatment but an incentive to
participatesinthe treatment for voluntary programs.

In shorty’given the tremendous variety of possible randomized designs, we can hardly
over-emphasize the potential to ysEsuasive yet inexpensiy@nd relatively uncontroversial)
experimentakvaluatios to generate knowledge about program operations andtimpac

3.1.4.Ethies politics and experiments

Policymakersand other stakeholdessmetimes expregthical concerns with the random
service deniakinherent in random assignment designs with “no treatment” or egen “les
treatment” control groupgidvocates of experiments can address such concerns directly. First,
evaluation efforts should focus on programs whose impacts anderosfit performance remain
uncertain..ln.such cases, there is no way to tell in advance whether the contraé ¢peing
randomly punished through denial of valuable services or randomly saved from activesffe
treatmentSecond, experimental participactn always be compensated contributing to the
public goodraf knowledge creatiodnlike the cas@f medical treatrantswhere larger payments
are sometimes madmodest payments should quell any ethical concerns sottial polig
domain Third, an alternative and perhaps weightier ethical concern militategandf random
assignmentGiven limited resources, tlwperation of programs that do not beneficially impact
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clients implieghe withholding of fundsrbm programs that do have beneficial impacts. How can
societyethically allocatdaxpayerfunds across alternativesthout a compelling evidentiary

basis whentheycaneasily bring about the production of such evidence?

3.2.Nonexperimental evaluation: selection on observed variables

Now oonsider thersery different @ase wher@on-random electioninto treatmenbccurs but the
analyst'observes all the variablegh important effects on both participation and the outcome of
interest in‘the"absence of participatiiaonomists call this case “selection on observed
variables” while statisticians call it “unconfoundednéss this case, the analyst does not

obsere Z ginstead it lurks in the shadows producing exogenous variation in treatment status
conditional on the observed variabl¥s. It implies thaf conditional on obseed variablesT; is

“as goodag’randomly assigned-ormally, this strategpuilds on the Conditiongmean)
Independénce Assumption (CIE(Y, | X, T=1)= EY| X = 0.%°

The ClArepresents gery strong assumption indeed! In our view, most evaluations that
rely on this agsmption fall far short of making a compelling case fosametimes because of
data limitationsrand sometimes, more broadly, because we simply lack the knowletgeyi
policy contexts regarding the variables on which we should condition. Successfultappbta
this strategy requires careful thought about the institutions and economicsibfidtienin
order to make the case that all of the variables that theory and existing empirical knowledge
suggest should appear among the conditioning variables in fact @orementatoracluding
Heckman'LaLondeand Smith(1999, sect. 6.6) and Rubin (2008) stitbssissue.Making this
case requiressmuch more than just sayasgmany evaluations dibat the evaluation uses “rich”
data containingra large number of variables. It is not the number of conditioning esttzdd
matters, but rather having the ones that mak€thAeplausible.

Conversely, conditioningnvariables that do not satisfy the CIA, such as intermediate
outcoms (@.k.as‘mediators) is equally troubling. For example, conditioning@rrrent
occupationvhenestimatingthe impact of dabor market program on earnings yields biased
estimates because the program may affect earnings via occapaktioite.Sometimes

191n the standard notation of the parametric linear model, theb@bamesE(u| T, X)= E(u| X), whereu is the
“error” term. The CIA is weaker than the usual exogeneity assanE(u| T, X)= 0. Under the CIA, the
conditioning variables justify a causal interprigtatof the effect off but lack any causal interpretation of their own.
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researchers even fail to heed the warnings of Bhattacharya and Vogt (2012) and condition on
instruments (i.e. variables that affect outcomes only via their effect on treatment-chwoe
on these shortly).

Policymakers and evaluators can take stepsake the evidence provided by evaluations
based on th€lA more compelling. The design of the program can include explicit guidance
regarding the factors that gatekeepers shosdih making access decisions, which serves to
clarify importantconditioningvariables. Collecting data on factors that are measureable but
often go unmeasured, such as attitudes toward work, future orientatioth¢i gupjective
discount rate), risk aversion, motivation, social and othercogmitive skills, andhe cognitive
ability of petential program participantsjll also make the selection on observed variables
assumption‘more credible in particular contexts.

An interesting example of the thoughtful choice of conditioning variables comes from a
studylooking at Ontarigohysicians’ reactions to the offe'om the provincial government to
shift from feefor-service to a capitation (fqeerpatient)payment model biantarevicand
Kralj (2013=inwa propensity score matching framework, one of the variatdgsrtatchon
measures theudifference in annual earningadh physician’s prpelicy-change pattern of
medical practice is priced usibgth the old and new payment models. That is, it identifies the
practice’ssrevenugain (or loss) from switching to the new payment model holding constant the
pre-choice list of billable tasks. Without conditioning on this type of vaigbintly with
demographics), selection on obsstwariables would lack credibilitgasting in doubt any
causal interpretatiorOf coursewhile includinga measure of the revenue change associated
with treatmeniwill convince many readers, others might worry that this stacksexplicit
conditioning variablesapturing theadministrative or physicoss (or gainspf switching
paymentmodels. The authors make no argument ais front.

In some. contexts the literature clearly documents the value oflfledxahditioning on
past outcomes/measured at a relatively fine level of temporal. détesk preparticipation
choice outcomes implicitly capt® many otherwise unobserved variables affecting both
treatment choice and outcomes such as motivation, ahititlgppearance. In the specific
context of active labour market programs see e.g. Hecktran (1998)andDolton and Smith
(2011) on this point.

More broadlyresearchersan pursue an agenda that seeks to cumulate knowledge
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regarding the variables that matter for eliminating selection bias in particular substantive
contexts. That agenda can include both within-study comparisons using experiments as
benchmarks +e. the lterature starting with LaLonde (1986pas well as the collection and use
of new sorts of variables in evaluations to see if they dffiecéstimates, as with the firm
characteristies,i\ndersson et al. (2013) and the psychological variables in Calibtaddstedt
and Mitnik(2014). Pursuing such an agenda represents a proactive alternative to the more
common strategy of endless carping about potential omitted variables in ievedulaat rely on
the CIA.

Finally, in cases where the selection on obseweebles assumption lacks credibility
but where existing knowledge allows for a somewhat informatie about the nature and
extent of the remaining selection bias, formal sensitivity analyses alongdbedfithose in
Altoniji, Elder and Taber (2005) and Koremenos and Smith (2015) for parametric lineds mode
andlchino, Mealli and Nannicini (2008br matching estimatorsan indicate theubstantive and
inferential ’consequences @asonablelepartures from th€lA. We think the literature would
berefit fromsmare analyses along these lines.

When'relying on the CIA, analysts typicaltgtimate garametric linear regression
model bysleast squares, or a non-linear parametric model such as a probit by maximum

likelihoodgor employ matching or weightimgtimators based on the estimated propensity score,

@I‘ =1|X). In general, weightingnd matchingstimators represent the first choicevarious

technical reasons, provided the sample size justifies thei' éseyrist (1998) points out thain
a world of‘heterogeneous treatment effeitis,OLS estimand in the parametric linear regression
model does not correspond to the ATET, while the estimand associated with commonly used
matching and weighting estimators does correspond to the AleTdifference arises from the
fact that,OLS.and matching weight the data differetly.

Asidefram relaxing functional form assumptions, a major advantage of matching
estimatorgs'thatthey puskresearchers to think carefuliypout common support issues. In the

region ef*common support, the probability of participation is bounded away from zero and one,

1 See Hubr, Lechner and Wunsch (2013), Busso, DiNardo and McCrary (2084§rolich, Huber and
Wiesenfarth (2015) for technical details and Monte Carlo esispns of alternative estimators.

2 Another class of estimators combines matching or weighting wittnpic linear regression. This class includes
the widely used (outside of economics) “double robust” estimatbctmabines inverse propensity weighting with
parametric linear regression. See e.g. Ho et al. (2007), tthiestited in the preceding footeptind the discussion
in Imbens and Wooldridge (2009, Section 5.8).
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i.e. 0< Pr(T = 1|X ) 1 Most matching estimators, properly applied, produce estimates only on

the region of common support. As notediack ard Smith (2004) and Crump et al. (2009),

limiting estimation to the common suppohanges theub-populatiorio which the treatment

effect appliesAt.the same time, it may substantially increase the credibfiitiye reported
estimateslnsecontrast, thg@arametric linear model happily ignores support issues by implicitly
projecting.impacts. into regions with only treated or only untreated (amiteeither) While

researchers could examine support issues when estimating parametric linear models, yhey rarel
do so in practice. As such, we think matching adds vakam) if only as a supplementary feature

of an analysis, by letting researchers know whether or not they have a support probleranThey c
then, if they gheose to, make an explicit case for extrapolating impacts beyond the region of

common stipport’

3.3. Instrumental variables
Instrumental.variables (IV) sometimes provide consistent estimates of causal parameters
contexts wheréhe CIA does not hold given the available d&t&lot surprisinglytheapplication
of instrumental'variables requires a credible instrument (a versidfrarin Section2), which
need not exist in many contex#sbit loosely, an instrument is a variable that (i) affects
participation in the treatment sufficiently stroypgbut (ii) is conditionally uncorrelated with
outcomes other than through its effect on participation. The literature calls (i) the “first stage”
condition (in reference to the common application of stageleastsquares when using
instrumental variables) and (ii) thexogeneity” or ‘exclusion restrictiohcondition. These two
properties semetimes conflict in practice as many naturally occurring candidate instruments
either strongly predict treatment but lack credible exogeneity or appearlgrexogenous but
only weakly predict treatment.

Where:do good instruments come from? Sometimes nature provides instruments, which
can be as.diverse as fluctuations in rainfall or temperature or the sex composition of children.
Social eventsgovernments, and otharstitutionssometimesprovide exogenous variation in

forms such astrikes, changes in compulsory schooling laws, or even random fluctuations in

13 see e.g. Heckmamt al.(1998), Angrist (1998), Smith and Todd (2005), and Imbens (Zot5)rther
methodological discussions.

14 Both differencein-differences and regression disdontty represent special cases of instrumentabides; we
follow the literature in discussing them separately
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emergency room admissi®nOften, this variationepresentplausibly exogenous variation in

the cost of tretanent C, . In eachsituation researchers need to make a good case that their

instrument has the properties of a valid instrument described abaiseabandon the effort.
Contrary to what one might casually infer from reading the applied litefatier know of no
systematicrevidence that instrument validity increases in instrument cleverness.

In thinking-about how to evaluate candidate instruments, we begin wifinsthr&age

condition(l). Following the literature, wicus onbinary instruments, i.& {0,1} , with some

remarks at.the,end about the more general case. In the binary IV case, the first stage condition

becomesPr(.=1|Z= 0)= PrT= 1Z= 1. IV is consistent, but biased in finite samples. The

extent of the'finite sample bias (which is toward the corresponding OLS e3$ttapnds on

the strength.of the first stage relationship. Bound, Jaeger and Baker (1995) show taatislbs
bias caremergeeven inverylarge samples the absence ofsufficiently strong first stage
relationship All'applications of instrumental variables should consttlerstrength of the first
stage in light of the various results in the “weak instruments” titegawhich includes the
famous rule of thumthat the first stage-Btatistic on the instruments (not the entire first stage)
should exceed.10 offered up in Stock, Wright and Yogo (2802).

The secoend requirememondition(ii), embodies two conceptuallijstinctparts.First, a
valid instrument may not have a direct effect on the outcome variable osint®eeond, a valid
instrument may not have an indirect effect operating through a chatheelthan the treatment
under study. In"parametric lineacommon effect world, i.e. a world in which the treatment has
the same [effect on all unjthese two conditions correspond&ssumingp zero correlation
between the instrume#dtand the outcome equation ererg., the error term in the second stage
of two stageleastsquares)

To put'some substantive flesh on these conceptual bones, consider an example with
earnings as the,outcome variable of interest, high school completion as the leisanemt, and
the mandatory school leaving age as the binary instrument, as in Oreopoulos (2006), where for
simplicity we imagine that some jurisdictions in some periods have a schoolgeme of 164
= 0) and othersa school leaving age of 4% (1). The first conceptual condition of requirement

51n our experience, graduate students have an uncanny knack for unganstiuments with firsstage F
statistics between nine and 10. S&grray (2006) for an accessible introduction toweak instrument literature.
Angrist and Pischke (2009) suggest alternatives testage least squares for instruments of marginal strength.
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(i) necessitatethat thedirect effect of theschool leaving ageperates only through years of
schooling. If a higher school leaving age also induces students to, say, work hardarrand |

more conditional on their years of completed schooling then this condiiienliae second
conceptual condition ifii) requires that a higher school leaving age does not correlate with other
policies(for.example higher quality vocational education) or other variables not included in the
conditioning set, such as parental education, that also increase earningsraarahthigh

school completion and the included covariates.

Anotherway to think about what instruments do sees themteactinga particular
subset of the variation in the endogenous variable. If we mentally divide thdoram the
endogenous yariable into “good” (not correlated with the outcome equation errpaierm
“bad” (correlated with the outcome equation error tevarjationthen instruments isolate a
subset of the “good” variation and use only that variation in estimation. The cost ofnidprmuti
the “bad” variation (and, typically, much of the “good” variation as well) comes in thedbr
larger standard errors, reflectitige reduction in effective variation the treatmentWhile
economiststtypically treat consistency and variance lexicographically, with variance minimized
conditionalfonsfinding @onsistehestimator a mean squared error criterion would sometimes
prefe incoensistent but more precise OLS estimates to consistent but imprecise IV estimates, as
noted in Black et al. (2015).

Moving to a heterogeneous treatment effects world (i.e. a realistic world) op#res up
possibility‘of a second type of selection biéilse traditional instrumental variables approach
(and, indeed;"the earlier applied literature more broadly) worried only abou&ndom
selection intestreatment based on unobserved determinantsafttoene, as with the literature
on ability bias in tk estimation of the effects of schoolitig.contrast,the modern approach
embodied.in the model in Section 2 worries about betbctionon the unobserved component
of the untreated outcome and on the idiosyncratic component of the impact. For example,
holding caosts constanie expect studenthoosing betweefinishing high school and dropping
out to selectinto finishing high school when they expect worse labor market outcahwasg wi
finishing (i.e.a.smalleopportunitycos) and higher payoffs from high school completion @.e.
largertreatment effect).

In the heterogeneous treatment effects widrbdoutcome equation error term includes

both the unobserved component of the untreated outcome and, for the treatédeunits,
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idiosyncratic component of the urgpecific impact. In order to interpret the IV estimand as the
ATET, the instrument must have a zero correlation with bbthesecomponentsThe literature
on applied econometrics has spent the last decade or so coming to grips with tet faanty
common classes of instruments likédyl this condition.

To see,thisteturn to the case of an experimeiii imperfect compliancentroduced in
Section 3.1. As noted by Heckman (1996ahdom assignment represents a special case of
instrumentavariables. Her& = 1 denotes random assignment to the treatment group =ad
random assignment to the control group. Now suppose that the randomized population consists
of individuals who know their impact of treatment and that for one-third it equals 200, for one
third it equals*200 and for ortbird it equals zero. Suppose further that participating in treatment
costsh0 in‘the treatment group and, because of the necessity of finding an alternative provider,
150 in the control group. In a simple maximizing model treatment group members witlisimpac
of 200 and 100 take the treatment, while those with impacts of zerat,dasrit fails a cost
benefit test for them. Similarly, in the control group only those with impacts of 200 take the

treatmentgasHit only passes a doshefit test for them. ThuBr(T =1|Z= 1)= 2/%and
Pr(T =1|Z= 0)= 1/% The now-standard terminology Imbers and Angrist (199calls those

with an impaet.of 200 “always takers,” because they take the treatment for hath ghthe
instrument (1.e..when assigned to either the treatment group or the control grougxhgiril
callsthosewith azero impact “never takers.” The term “compliers” captures those who take
treatment,when: assigned to the treatment group but not when assigned to the control group,
which is tg say that they comply with the intent of the experimenter.

With imperfectcompliance& = T but so long a®r(T =1|Z= 1)~ PrT= 1= 0Zwill
continue to satisfy the “first stage” condition. Thinking about assignment to thelognmaup as
raising the.cest'of receiving treatment makes it natural to asstismeour example, that anyone
who receives treatment when assigned to the control group would also do so when assigned t
the treatment group. This represents an application of what the Imbens and Angrist (1994) ca
the “maonotonicity” assumption. Monotonicity rules out individuals who defy the intent of the
experiment by reversing the behavior of the compliers. In this example, these “defiers”, as the
literature calls them, would take treatment when assigned to the control grow tadten
assigmed to the treatment group.

Now think about the simple IV estimator in the context of our contaminated experiment.
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It divides the experimental mean differermethe difference in treatment probabilitidsis

yields a value of 10Because the impact on the alwagkers cancels out in the experimental
mean differenceln general, as in this example, in a heterogeneous treatment effects world, and
assuming _monatonicity, IV estimates tineanimpact on compliers, which the literature calls
theLocal Average Treatment Effect (LATE)

Returning to ouearlierexample, we see that changes in the compulsory schooling age
induce variation in schooling levels only for a particular subset of the population. Fgslexam
increasingthe'age from 15 to 16 years inGh@adian institutional context will affect only those
individuals contemplating dropping out prior to high school completion. The resultingém@at
effect of additienal schooling refers only to those individuals whose schooling shasige
result of the"pelicy change, and not to individuals who would graduate and go to university (or
drop out at 14 or 15) regardless of the value of the compulsory schooling age.

In general, the literature provides only a very limited array of strategiestog¢he
exogeneity.assumption that underlies a valid instrument. In a common effect woridatlass
DurbinWu=Hausman testgrovide some guidance viess of the equality of estimates based on
different instrumentsThis strategy falls apart in the heterogeneous treatment effedts
where each,instrument identifies its own distinct LAB&me substantive contexts admit
“placebao’(or falsification)tests of overdentifying restrictions. In these tests, the instrument
gets applied to a separate but related corieeg. a different time period or different jurisdiction)
where the LATE is known to equal zero. Finally, one can compare the LATE estimate from a
candidate instrument to an experiment designed to estimate a bATiEBIlack, Galdo and
Smith (2016);-busuch experiments remdiew in number.

Instead of testinganalyss mustgenerallymake the case for the instrument using the
relevant theory,.along with information about the institutional context and prior knowledge
regarding the determinants of treatrhand outcome&@nd referees, editors and readers must
assess those arguments)the case of codiased instruments, tisamplest oftheory motivags
both thefirstsstageand monotonicity. Institutional knowledge often helps to rule out competing
pathways frem the instrument to the outcome. And, of course, covariates matteohere t
Adding particular conditioning variables may make the exogeneity assumption moiblglaus
for particular instruments, as with our example of parental education leveésaontext of the
mandatory schooling age. This process of argumentation rendersnmegiagnental variable
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estimategjuite controversial.

That different instrumental variablesentify LATES corresponding to different complier
groups complicates interpretation both within and across stldiggtzmaret al.(2014) explore
child apprehension rates in the British Columbia foster care system using two quite different
instruments,and find that the LATE identified via a measure of casewspkeific
administrative discretiom a system operating “normallyliffers from the LATE arising from
an external'shock to the foster care system that simultaneously increased apprehension rates
across all'caseworkers (and therebhgnged the systemtexing its scale, so that at least in the
short run it was'not operating normally).

In commonwith Doyle (2008), tqustify themonotonicity condition, anthereby the
LATE interpretationvhen usingcaseworker discretion as an instrumémese authorassume
that lenient andstrict social workers rahk risks children facm a similar manner but differ
regardingthe threshold for apprehension. In contrast, if social workers disagree on thegranki
with low-probability-of-apprehension social workeaking children into care thaigher
probabilitysef<apprehension social workers would consider safe with theiyfdahen the
monotonicity ‘assumptiofails. In this case, the IV estimand represents not a LATE but rather a
“muddle™unless, as pointed out by Angrist, Imbens and Rubin (188&)pompliers and defiers
happen_toshave the same average treatment.effect

Some instrumentslentify LATES of great relevance to policy, while others do not.
Usually instruments will not identifshe ATET parameter, which means that IV estimates
typically cannet directly answer the “keep it or cut it” question that underlies nostipenefit
analyses. Onsthe other hand, an instrument that varies, say, the costs of progragratpartati
the magin, may provide exactly the parameter of interest if the policy change under
consideratiortonsists of modest spending increases to reduce the costs of program access. See
e.g.Angrist.and,Fernande¥al (2014) for more on generalizing and comparing LATES.

The Marginal Treatment Effect (MTE) framework of Heckman and Vytl26056)
generalizessthe standard LATE setugbtcompassliscrete and continuous instruments and
other averages of heterogeneous treatment efigtts maintaining the monotonicity
assunption. The MTEis the treatment effect for units at the margin of treatment given a
particular value of a particular instrument. The LATE, the ATET and the ATiReall constitute
particular integrals over the distribution of MTESs piractice, theset oftreatment probabilities
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generated by a given instrument limits the sé1dE valuesover which integrals can be
calculatedFor an application see Doyle (2008) Heckman, Carneiro and Vytlacil (2011) who
emphasize that “local” as defined by a particutatrument may not be “marginal” for some

particular policy, questior®

3.4. Longitudinal methods
Longitudinal'methods use variation over time in treatment status to estimate the impact of
treatmentCredible application of longitudinal methods reliesaoriearunderstanding of the
process by whiclsome units come to receive treatment at particular times while other units
receive treatma at other times or not at all. In oexperiencenostapplied papers using
longitudinalmethods and employing causal language make no explicit case for why the reader
should believe the assumptions required for a causal interpretation. To sepdttanige of
understanding the treatment assignment processjder, for example, the large literature on
earnings changes with job changes (e.g., Morissette, Zhang and Frenette 2007). Differenc
across voluntary quits implies quite a differeamidnon-causa) interpretatiorcompared to
differencing aeross job changes resulting from (involuntastre-worker) plant or firm
closures:*kEven for the latter grodifferences irpre-separation earnings trajeaesand the
opportunityfor workers to quit prior to a plant closingpresenpotentialsourcef bias

The simplest longitudinal meth@dmpareshe outcomeof treated units before and after
treatmentvith no comparison grouResearchers may applyis “beforeafter estimatdr (or
“interrupted-time series design” for those with higher consulting radeslividuals, as when
comparingeutcomesefore and after participation in a training program, or to jurisdistias
when comparing alcohoklated fatalities at thgrovincelevel before and after a change in the
minimum legal drinking age. Such befafter comparisongnplicitly assumehat n the
absence of the treatment or policy change, expected outcomes afitéieperiod would have
equaled expected outcomes in thefore” period. Sometimes this assumption makes sense and
other timesiit'does not. It fails when other factors affecting outcomes also change over time.

Coneerns about the plausibility of simple befafer comparisons have led many

researchers to prefer the “differeAcedifferences”(DiD) estimatoy which introduces a

16 Chapter 4 of Angrist and Pischke (2009) provides a gooddattion to IVs. Lewbel, Dong and Ya(2012)
survey the binary choice context. Heckman, Tobias and Vytlacil j2ift&r a broad conceptual framework for
thinking about instruments. Heckman and Urzla (2010) discussritetions of instrumental variatdenethods.

This article is protected by copyright. All rights reserved



25

comparison group; see Card, Ibarraran and Villa (2011) for a practical guideraraksto
randomizationThis estimator compares the befafter change in outcomes of the treated units
to the beforeafter change ithe outcomes ad sample ofintreated unitdiD is a special case of
a more general class of panel data estimators that rely on-withigariation over time to
estimate the.dmpacts of programs or policies, using untreated units to contouhterfactual
trends in outcomef®r the treated urst BothDiD and more general panel data studies rely on
the“bias'stability or “common trend” assumption which holttet the beforafter change in
outcomesforthe treated units vidun the absence of the program or poliegual (at least in

expectation) that for the untreated uriit®ut differently, any differences betweé&itY, | T=1)
andE(Y, | T=0), or their conditional on covariate analoguesistremain constarver time

Some parts.of the literature refer to this situation (perhaps a bit misleadingly) as a “natural
experiment’for further discussiosee Meyer (1995).

In certaincontexts, thévias stabilityassumption will make sense when an assumption of
no change irexpectedutcomes in the absence of treatment for the treated units would not. At
the same timeDID is not a panace&esearchers need to make a solid case for the assumption’s
reasonableness their context and readers need to judge the plausibility of those arguments t
determine the“eredibility of the causal claifRsr example, selection into treatment based on
transitory-outecome shocks implies failure of the common trends assumption. Thus, rihech of
intellectual action when using these methods centem®wandwhenthe treated units came to
be treatedandwhy the comparison units were not treated). Analysts must also worry about
anticipatorychanges in behavigrior to a treatment actually starting but as a direct result of its
impending_.arrivalas when customers rush to buy prior to a sales tax increase.

Some examples will clarify these issues and #lisstrate the many different types of
comparisonsgreups employed within this estimation framework. Heckman and Smith (1999)
examineDID in‘the context of a job training program. The comparison group consists of eligible
non-participants in the same lodabourmarkets as the participants. Using an experimental
benchmark, they find th&®iD performs poorly in thir context, exhibiting both bias and strong

sensitivity to the choice of before and after periods. This poor performance results from the fact

I A more general assumption that allows selection into treatmeed loaslinear time trends in the untreated
outcome rather than just on time invariant differences in outéewvets underlies the swalled random growth
model. Identification reuires at least two periods of pireatment outcomes. See e.g. Moffitt (1991).
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that training program participants sel@atpart)into training based on transitory labouarket
shocks -typically job loss.

The famous minimum wage paper of Card and Krueger (iB@lyatesDiD applied at
the jurisdictional level. Their paper, as well as the companion papéeloyark and Wascher
(2000)that uses (arguably) better data and obtains a somewhat different answer, compares the
changes in.employment in a set of fast food restaurants in ddboarmarket that straddles the
New Jerseyand Pennsylvania border before and after an increlasarimimum wage that
affects only'"New Jersey. The focus on a sitgb®ur market plays a key role in the plausibility
of the estimates, though it also raises the possibility of spillover efféiligan and Stabile’s
(2007)evaluaion of changes to Cada’s National Child Benefit usinBiD across provinces
provides another example using jurisdictional policy variation.

Many longitudinal studies do little to convince the reader that the timitrgatiment
does not depend on transitory changes in theoouts of interestn somecases, justifying a
source of variation as exogenomdi be easiewhen itemanates from a third party, such as
jurisdictionslevel policy changeaffecting individualsthan when it is tied up with individual
choices Both the data at hand and institutional knowledge can reveal the importancetdrsele
into treatment based on transitory outcome shocks. DiNardo and Lee (2010), emphasize the
value of*falsification” (or “placebo” or “preprogram”)tests based on impact estimates
periods prior to treatment whéime true value equals zero under bias stability. When rolling out
new programs, governments can deliberately stagger the roll-out in ways uhte latereated

outcomes so"as to allow a compelling causal analysis losiggudinal methods®

3.5. Regression discontinuity

Regressiamiscontinuity(RD) designs exploit discontinuous changes in treatment receipt that
typically result from discontinuities in program rulehieTRD estimator has the great virtue of
conceptuakimplicity. In situations where assignment to treatment depends on a continuous
variable, suehas agescore or proposal rating, and where the probability of treatment changes

abruptly & asparticularcutoff valueof that continuous variable, a comparison of mean outcomes

18 ongitudinal estimators raise particular applied economettiegsBertrand, Duflo and Mullainathan (2004)
highlight issues related to serial correlationtaf error termsCameron and Miller (2015) and MacKinnon and
Webb (2016) address issues related to small numbers ofserctésnal unitsior more on longitudinal methods in a
treatment effects context see Lechner (208i@ckman (1996b) critiques the application of Difethods
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just above and just below the cutoff can proad®mpelling source of information about
treatment effects. The literature calls the continuous variable that determines treatment
assignment thertinning variablé The econometric litetare defines a number different
estimators for the RD case, but they all represent different ways of (@keighted)averages of
outcomes on.the two sides of the discontinuity.

In thinking about exactly what treatment effect gets estimated in thextah a
particular discontinuity, it helps to distinguish between “sharp” and “fuRfytesigns (i.e.
betweerZ perfectly or probabilistically determiningas in Section 3.3.1). In a sharp desips,
probability of treatment moves from zero to @iéhe cutoff valueln this case, RD identifies
the average treatment effect for units whose characteristics puathbendiscontinuityln a
fuzzy design, the probability of treatment need not equal zero or one on either sideubbthe
but it mustchange discontinuously at the cutoff. For example, publicly funded flu shots for those
overage65 could induce a discontinuity in the probability of receiving a flu atihiatage. In
the fuzzy case, under certgaasky but often plausible additional assumptions, the RD design
identifies helrATE on those unitthatchange their treatment statisthe cutoff For example,
in the case"ofithe flu shots, a comparison of health outcomes on either side of the agmB@
would yield,the mean impact of receiving a flu shot on individuals aged exactly 65 who would
not get a.shatinless it were freghe “compliers” in the language of I\t.does not provide
information on the impact of a shot on those near the cutoff who would, or would not, get one
irrespective of pricenor on individuals much younger or older than5.

In bethithe sharp and fuzzy cases, generalitiagestimated impacts to units with values
of the runningvariable other than the value at the cutoff requires additional@sms. The
plausibility of such assumptions depends on prior knowledgethe institutional context; see
e.g. Wing,and Cook (2013) for an extended discussion.

Lemieux.and Milligan (2008)tilize a sharp regression discontinuity desigrexamine a
policy change.irQuébedhat eliminated lowesocial assistance benefits childless recipients
under age.30°compared to those over age 30. In the preserneegefmlicy change (a 175%
change in benefits at the cutoff) they find strong evidence that the increasembggéisocial
assistance benefitsodestly reduced employment.

RD, like other identification strategies, has its issuesidJsither calendar timer age to

9 As in Section 3.3 monotonicity rules out individuals who becomdilesdg to get a flu shot when the price falls.
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define a discontinuity raises the potential for bias due to anticipatory belRBioequires
sufficient data near the discontinuity to estimate a treatment effect with reasonable power; a
sometimes difficult standard to reach as document&ghochet (2008). The discontinuity must
build on a_running variable that both the program and the evaluators can measure without much
error and that,potential participantspypogram staff cannot easily manipulate in order to change
their treatmenstatus For example, a generous subsidy to firms with 10 or fewer employees will
induce some-firms tohange their number of employees from 11, 12 or 13 down to 10 in order to
gualify forthe"subsidy. Such behaviour invalidates the regression discontinuity, cestige
firms on one side of the margin (with 10 employees) no longer look like the firms on the other
side of thesmargin (with 11 employees) due to the ssgetion More broadly, the substantive
case for a'causal interpretation of an RD estimanddilpirelies on detailed institutional
knowledge of the assignment process along with formal testing, as in the Mc@@8Y (2
density test for potential manipulation asmmmonly-usedests of covariate balane¢the
discontinuity?°

Finallyythe opportuity to estimate impacts using RD methods depends almost entirely
on program design decisions made by policymakers and program managers. Many of the existing
evaluations,using RD methods rely on the ‘luck’ of having available institutionedpaten to
emhody useful discontinuities. Policymakers and program operators should think pneegecti
about how to design programs to embody discontinuities that will yield useful impatatesti

4. Reductienistienthusiasms: hierarchiesand magic bullets

Both insideseeonomics, as in Leigh (2009) and outside economics, as in Guyatt et alin(2008)
the health/epidemiologhterature, one sometimes sg@sposals related to hierarchies of
evidencehatrank alternative causalentification strategiesTypically, random assignment (the
“gold standard”) tops the list, followed by discontinuity designs, instrumental wesiahtbias
stability (e.g.differencein-difference$ designs, then studies relying on selection on observed
variables, and finallypefore-after comparisons (with, occasionatigse studies, theory or expert
opinion (') reunding out the field).

We do not dispute that if one did a serious, impartial quality ranking according to well-

20 Cook (2008) gives a broad history of regression discontinuity indbial sciences. For methodological details
see the finsurveys by van der Klaauw (2008), Imbens and Lemieux (2008),emednd Lemieux (2010).
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defined and generally agreegon criteria that thaverage quality of well executed evaluation
studies using each method would likely correspond to such an ord&tritg. same time, we
worry that hierarchies, in their rush to reduce the amount of troublesome thinkingdaqui
evaluating evidence, fostsolely on the betweestrategyvariation in study quality while
ignoring the(gquite substantial) withistrategyvariation.As such at the margintheyencourage
weak papers using, say, random assignment and RD and discourage strong papers using, say,
selection on‘observed variables meth@&@itsnetimes, igen a particular dataset and context,
nominally'meving “up” the hierarchy may make things worse rather than better, aawreak
and/or not obvigusly valid instrument replaces a reasonably compelling set ofaunditi
variables, thereby inflating the standard errors and quite possibly increasgdfas well. In
sum, we thinkof hierarchies of evidence as useful for governments and others in cantiger
design of a research program, but ampamplistically theyrepresena flawed and ultimately
counter-productiveubstitute for thinking that attemptsitstitutionalize the credibility
revolution'into _aitualisticidentification strategy choice algorithm.

A second concern leads directlytte (in this sensehnisguided literature set in motion
by LaLonde (1986). It seeks the holy grail of rexperimental evaluation:raethod that always
and everywhere solves the selection problem. Dehejia and Wahba (1999, 2002) represesnt fam
papers inhis approach, which many (not includingittauthors) have interpreted as showing
that matching “works” in the sense of always solving the selection problerse papers
spawned a large literature addressing the question “does matching work?” by cgmparin
matching estimates to experimental estimates, sometimes using remarkably weak sets of
conditioningsvariables in the matching. In fact, the question “does matching woik3jased.
Matching “works”in the sense of providing consistent estimates when the available variables
sufficefor the C|A to hold, and not otherwise. Thus, we know the answer to the generic “does
matching work?” question in advance; it is “sometimes, but only when thamhizontext
support it.”

Rather'than searching for a Rexristent magic bullet estimatowe argue that the
literature should seek to build a body of knowledge on what combinations of identification
strategy and data work for particular combinations of institutions and questionerest.
Rather than relying oa hierarchyor on this year's magic bullet to choose an identification
strategy for a particular project, researchers should seek to use the strategy best suited to
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providing a compelling impa@stimate And, of course, credibility includes an
acknowledgmentof the limits on whatan be claimed with confidenc@ometimes nalesign-
basedeconometric path to credible causal evidence egisen the institutional context and

available data

5. Spillovers and other general equilibrium effects

Generakequilibrium effects of programs and policies include botir thiects on persons,
organizations'or markets that do not directly participatelspillover effects among participants.
Sucheffectshave proven, in general, quidéficult to pin down, but we argue that, contrary to
the belief implieit in much of the literature, that “difficult to estimatiges not imply “equals
zero’

Evaluations can often pick up direct spillovers via thoughtful data collection. For
example, an educational intervention increasing the amount of classroom timeddevot
mathematics in primary school should collect outcome data not only on math achievement but on
achievementrin the subjects whose classroom time gets reduced. Evaludabosioharket
programs should clect data orsocial outcomes such aslunteering, criminal behavior, and
child outecemes and behavior, as in the Morris and Michalopoulos 20@8/sis of Canada’s
SelfSufficiency Project.

Evaluators sometimes obtain estimates of spillovers by asgitneiatment at the group
(or location) level and measuring outcomes for both participants anpamtboipantsFor
examplethe*clever villagdevel random assignment in the evaluation of the PROGRESA
conditionaleash transfer program in Mexico, combined with the collection of data on both
eligible and ineligible households in both treatment and control villages allowsugogand
De Giorgi (2009, to provide a subtle analysis of withiillage spillovers from the program.
Crépon et.al. (2013presentan apogee of this approach. In their study of a French active labor
market program, they randomly assign both eligible individuals within jurisdictrmhha
fraction of theeligible population treated at the jurisdictional level. Usiagrossjurisdiction
variation in‘the experimental impacts as a function of the fraction of the eliggated they pin
down substantively important effects on rygarticipants.

In many cases, obtaining estimates of general equilibrium effects will reyutireg
down and either estimating or calibratingteucturalmodel of the relevant market. This
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approach represents a major investment of evaluator time and energy and requires a different
skill set, more like that of modern macroeconomics, than tresiggsed by many in tpartial
equilibriumcausal impactif. program evaluation) busines&ost evaluations should, however,
draw on this broader literature when discussing the nature and exéepiildsrium effectsin
particular contexts and their gottial to affect the conclusion of a cdinefit analysis.

Three examples highlight the power of this sort of analysis, along with its &fis and
heavy reliance'on economic theory in general and specific functional form asmsnpti
particular."Bavidson and Woodbury (1993) loédr displacement effects in one of the US
Unemployment'Insurance (Ul) bonus experiments, which paid claimants a lumptkem if
ended their claim within a specific number of weélseyestimate that the displacement of
workers notinithe experiment cancelled out about twenty percent of the employmentampact
the program estimated in the experiment. In a study of tuition subsidy programs fositynive
students, Heckman, Lochner and Taber (1998) find much larger general equilibrium effects
their study, the partial equilibrium estimate of the impact of treatment on the treated is ten times
larger thanrargeneral equilibrium impact that accounts for the decline in the relative wage of
persons with a‘university degresuéing from anincreased supply. Finally, Lise, Seitz and
Smith (2®4).examine the general equilibrium effects of Canada’s Séfficiency Project. They
find that taking account of the program’s effects on the job search behavior of otherswarkkr
of the single parents themselves early in their spells of income assistance receipt) leads to a
reversal of.the positive cobenefit conclusions reached in the partial equilibrium experimental

evaluations

6. Cost-benefit analyses
Costbenefit analysigexposes the full range of costs and benefits associated wihcy or
program hy.requiring their itemizatipjustification and valuatiorizor reasons of time and space,
we do notattempt a full consideration of cbetiefit analysisinstead, we highligha small
number of important issues often ignoregbiactice.

Firstywe emphasizéhe importance of doing full-blown costbenefit analysisespecially
for largeand/or expensive programs and particularly influential ones such as Perry Preschool
(e.g.,Heckmanet al.2010). Second, we highlight the importance of considenualgiple

outcomes. For example, employment and training programs may have impacts on outcomes
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other than earnings and employment, such as participation in transfer progrdthsntasdal
and family behavior, volunteering, and crifsmeoutcomes present real challengeshe
analyst who must convert them to dollar terms, as withgom school test scoreBut, as noted
in relation to general equilibrium effects, “hard to measdogs notimply “equals zero!’ Third,
evaluations.ef.labor market programs (in particular) need to account for the lasb¥al
participant.‘leisure” (which may include childcaend thecare of sick and aging relatives) as
emphasizediGreenberg and Robins (2008).

Fourth;"a complete analysis should account for the margficédlcost of public funds
(a.k.a. the “excess burden”) and so recognize that a dollar of public funds costs sozetiyam
a dollar due tordistortionary taxatigDahlby 2008. Fifth, evaluations typically have available
only a fewyears of follow-up data. For programs expected to have impacts in the long term, this
impliesprojectingthe impact estimates to time periods outside the data. In some cases,-the cost
benefit performance of a program may depend critically asetpeojections. We suggest
presenting.the result$ the costbenefit analyis conditional on multiple assumptions about the
persistenceofany estimated program impagsn Andersson et al. (2013he assuiptions
aboutimpaectpersistence should build on findings on the persistence of impacts in similar
programssdrawn from the literatui®ixth, most programs incur costs in the short term but reap
their benefits, if any, in both the present and the future. Taking proper account of tigeaimi
benefits requires the discounting of future benefits (and costs, if any) back tostet pboing
this, in turn, requires a wglistified social discount rate, as discussedBhygess (2010).

Seventh, we often experice a sense of wonder when we learmesponse to questions
about the eestof particular public programs, that no good informatisis. Serious cosbenefit
analysis requires good data on marginal and average costs, data that public agendies ought
have handy in any event to guide their decision-making. Firsatpmplete cogbenefit analysis
should take. account of general equilibrium effects when possible. This may require a separate

evaluation.component or it may rely on estimates from the literature for similar programs.

7. Concluding.remarks

As a discipline, economics’ relevance depends in large part upon producing ideass}laet

L See the discussions in Heckman, LaLonde and Smith (1999), Sdiveeetman (2010) afhrnow and Smith
(2016) for expanded versions of these arguments.
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empirical results useful t@nd perceived as credible by, the broader societydkkaded
estimates of causal impaets well as descriptive analys@sterpreted in light of the relevant
economic theory, represent fundamentaitabuionsto evidencebased policy

We reject all substitutes for thinking seriously about the choice of applied ecormmetr
method in light of the available data, the institutional context, and the policy quefsinerest.
Thesesubstitutesnclude both hierarchies of evidence and related magic bullet theories regarding
the universal'superiority of particulareidtification strategiesr estimatorsThey also include
low-grade“substitutes (at least as currently operationalized) stiob@esformance management
and participant evaluaticapproachediscussed in Smith and Sweetman (2010).

Instead; we,advocate ftre careful selection @n applied econometric approach in light of
the relevant'economic theory, the available data, the institutional contettieapolicy and/or
academic question of interest. The realization among applied researchers of the importance of
heterogeneous treatment effects, and of selection by agentsy(gatékeepers) into and out of
programs and policies based on beliefs about these heterogeneous impacts has abthidicate
task. Differentidentification strategies implyfferent,and sometimes q@timited, causal
estimands;"generalizing beyond these narrow interpretations requirescahabte. In
discussingsthe available identification strategies, we have highlightedagfseimvwhich
researchers'can mathe case for a causaterpretation by marshalling knowledge of the
context (particularly the institutions governing treatment choaehg with economic theory
and statistical testing. In our viemaking such explicit cases for causality remains a margin
with marvelous,opportunities for improvement; in many cases, even attgraptih a case
would represent an important step forward.

Finally, we view thorough codienefit analysis as a critical final step in program evaluation
Such analyses represent an important brilyereen academic economics and the world of
policy, both.a.contribution by economics to the wider society and an advertisement of the value

of our profession.
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