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Purpose: To develop a novel aperture-based algorithm for volumetric modulated arc therapy
�VMAT� treatment plan optimization with high quality and high efficiency.
Methods: The VMAT optimization problem is formulated as a large-scale convex programming
problem solved by a column generation approach. The authors consider a cost function consisting
two terms, the first enforcing a desired dose distribution and the second guaranteeing a smooth dose
rate variation between successive gantry angles. A gantry rotation is discretized into 180 beam
angles and for each beam angle, only one MLC aperture is allowed. The apertures are generated one
by one in a sequential way. At each iteration of the column generation method, a deliverable MLC
aperture is generated for one of the unoccupied beam angles by solving a subproblem with the
consideration of MLC mechanic constraints. A subsequent master problem is then solved to deter-
mine the dose rate at all currently generated apertures by minimizing the cost function. When all
180 beam angles are occupied, the optimization completes, yielding a set of deliverable apertures
and associated dose rates that produce a high quality plan.
Results: The algorithm was preliminarily tested on five prostate and five head-and-neck clinical
cases, each with one full gantry rotation without any couch/collimator rotations. High quality
VMAT plans have been generated for all ten cases with extremely high efficiency. It takes only 5–8
min on CPU �MATLAB code on an Intel Xeon 2.27 GHz CPU� and 18–31 s on GPU �CUDA code on
an NVIDIA Tesla C1060 GPU card� to generate such plans.
Conclusions: The authors have developed an aperture-based VMAT optimization algorithm which
can generate clinically deliverable high quality treatment plans at very high efficiency. © 2010
American Association of Physicists in Medicine. �DOI: 10.1118/1.3491675�
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I. INTRODUCTION

Volumetric modulated arc therapy �VMAT� is considered as
one of the most promising radiotherapy technologies with
great potential to improve the treatment quality. Additionally,
a shorter delivery time indicates a reduced probability of
treatment errors caused by patient motion during the treat-
ment.

In a VMAT treatment process, a treatment gantry rotates
around the patient while a radiation beam dynamically
changes its aperture shape and associated intensity. By opti-
mizing the beam aperture shape formed by a multileaf colli-

mator �MLC� and the beam intensity at each gantry angle, a
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precisely sculpted desirable 3D dose distribution can be at-
tained. This optimization problem is extremely complicated
due to the very large scale of the problem and hardware
constraints imposed on neighboring beam apertures and in-
tensities. It can hardly be mathematically modeled in a con-
cise and clean manner. Currently, most available algorithms
to solve this problem are heuristic, which usually take up to
hours to find a solution and cannot guarantee its
optimality.1–16 The use of such algorithms may limit the ex-
ploitation of VMAT’s great potentials. In this letter, we
present a novel aperture-based algorithm for VMAT treat-
ment plan optimization with high plan quality and computa-

tional efficiency.
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II. METHODS AND MATERIALS

II.A. Optimization model

We denote the number of beams by N and these beams are
sorted based on the beam angles from 0° to 359°. Note that a
beam aperture is a snapshot of the MLC leaf positions at a
time point during the radiation dose delivery. Let us decom-
pose each beam aperture into a set of beamlets and denote
the set of beamlets exposed in beam k at angle �k by Ak. With
beam k, we associate a decision variable yk that indicates the
intensity of that aperture. The set of voxels that represents
the patient’s CT image is denoted by V. In addition, we de-
note the dose to a voxel j by zj�j�V� and it is calculated
using a linear function of the intensities of the apertures
through the so-called dose deposition coefficients Dij: zj

=�k=1
N yk�i�Ak

Dij. Dij is the dose received by the voxel j
�V from the beamlet i�Ak at unit intensity. We calculate
Dij’s using our in-house dose calculation engine imple-
mented on a general purpose graphics processing unit
�GPU�.17

Our VMAT optimization model employs a cost function
with quadratic one-sided voxel-based penalties. Specifically,
we write the cost function for a voxel j�V as

F�z� = � j�max�0,Tj − zj��2 + � j�max�0,zj − Tj��2, �1�

where � j and � j represent the weights for underdosing and
overdosing penalty, respectively. For target voxels, we set
� j�0 and � j�0 to penalize any deviation from the prescrip-
tion dose Tj. As for critical structures, � j=0 and � j�0 are
chosen to add penalty for only those voxels received dose
exceeding a threshold Tj.

In a VMAT system, the dose rate variation between neigh-
boring angles is constrained within a certain range. To ensure
the plan deliverability regarding this constraint, we add a
smoothing term in the cost function to minimize difference
between beam intensities at two neighboring beam direc-
tions, which is formulated as

G�y� = �
k=1

N−1

�yk+1 − yk�2/��k+1 − �k� . �2�

Our VMAT optimization model then can be written as

miny,Ak
F�z� + �G�y� ,

subject to zj = �
k=1

N

yk �
i�Ak

Dij ,

yk � 0 k = 1,2, . . . ,N , �3�

where ��0 is a factor adjusting the relative weights between
the two terms. Note that Ak, the set of beamlets in the aper-
ture of beam k, is also a decision variable to be optimized.

II.B. Optimization algorithm

The extremely large dimensionality of the VMAT optimi-
zation problem poses a computational difficulty. In this letter,

we solve this problem using a column generation method.
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This method has been successfully used to solve direct aper-
ture optimization �DAO� problem for IMRT treatment plan-
ning in our previous studies.18–20 In VMAT optimization
problem, in addition to nonnegative beam intensity con-
straints and MLC hardware deliverability constraints, as in
the DAO problem, there are two additional VMAT specific
constraints: �1� The maximum leaf motion speed and �2� the
maximum dose rate variation. Here, the first constraint is
handled as a hard constraint while the second constraint is
formulated as a penalty-based soft constraint in the objective
function.

In our VMAT treatment plan optimization, a single 360°
gantry rotation is discretized into uniformly spaced 180
beam angles. In the column generation method, we generate
one deliverable aperture at each beam angle and find out the
associated beam intensity. Apertures are generated one by
one in a sequential way. We start our algorithm without any
initial apertures. At each iteration, by solving a so-called
subproblem �also called a pricing problem�, a new aperture
is generated for a beam angle that is not occupied by another
aperture generated in previous iterations. Note that this beam
angle is automatically selected out of all unoccupied angles
while solving the subproblem. Moreover, generating a new
aperture in this subproblem has to account for all the deliv-
erability constraints imposed by the MLC system. After the
new aperture is generated, a master problem is then followed
to find the optimal intensities associated with those currently
already generated apertures. This iteration terminates when
every beam angle attains one aperture. Specifically, the col-
umn generation method is conducted as following.

For the subproblem, by checking the KKT conditions,21

we first obtain the “price” wi for each beamlet i.18–20 The
KKT conditions are necessary and sufficient for a solution to
be optimal in nonlinear convex programming, provided that
some regularity conditions are satisfied. The price of a beam-
let characterizes the degree we could lower the objective
value if we include this beamlet in the aperture. It is our goal
at this step to find a set of beamlets to form a deliverable
aperture at one of the unoccupied beam angles which has the
lowest total price, i.e., which potentially decreases the objec-
tive function most effectively. Let KU denote the set of all
deliverable apertures in those unoccupied beam angles, then
the subproblem becomes

minAk�KU �
i�Ak

wi. �4�

We seek the solution to Eq. �4� through the following
three steps. First, the deliverability of the solution aperture
Ak is ensured by checking the left and right MLC leaf posi-
tions in each MLC row at the neighboring occupied beam
angles. Second, the minimization in Eq. �4� can be realized
row by row: For each row of MLC, finding a consecutive set
of beamlets for which the sum of their wi values is mini-
mized. This can be achieved by passing through all beamlets
in each row from left to right only once.19 The above two
steps result in a set of consecutive beamlets in each MLC
row at all unoccupied beam angles. We group those rows at

each angle as an aperture and pick the aperture at one of the
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unoccupied beam angles which gives the smallest objective
values as the final solution to this subproblem in the last step.

As for the master problem, the objective function �3� is
simply of a quadratic form given those already determined
apertures Ak in previous steps. We therefore utilize a gradient
projection method to solve this master problem. The flow-
chart of column generation method for VMAT treatment plan
optimization algorithm is summarized in Fig. 1.

II.C. GPU implementation

GPU offers a potentially powerful computational platform
for convenient and affordable high-performance computing
and researchers have been starting to use GPU in solving
heavy duty problems in a clinical context.17,20,22–25 To speed
up the VMAT optimization algorithm, we implemented the
column generation method on GPU under the Compute Uni-
fied Device Architecture �CUDA�. The GPU implementation
is very similar to our DAO implementation20 and therefore
not described in this letter.

III. RESULTS AND DISCUSSION

Five clinical prostate cases �P1–P5� and five clinical head-
and-neck cases �H1–H5� were used to evaluate our new al-
gorithm in terms of treatment plan quality and planning ef-
ficiency. For prostate cases, the prescription dose to planning

Start

Add one aperture to the master problem

Solve the master problem

Solve the sub-problem

Yes

No Satisfy stop
criterion?

Solve the master problem

End

FIG. 1. A flowchart of our algorithm for solving the VMAT plan optimiza-
tion problem.

TABLE I. Case dimensions and CPU/GPU running tim
C1060 GPU for our VMAT plan optimization implem

Case No. of beamlets No. of voxels

P1 40 620 45 912
P2 59 400 48 642
P3 38 880 28 931
P4 43 360 39 822
P5 51 840 49 210
H1 51 709 33 252
H2 78 874 59 615
H3 90 978 74 438
H4 71 280 31 563
H5 53 776 42 330
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target volume �PTV� was 73.8 Gy and for the head-and-neck
cases, the prescription dose was 73.8 Gy to PTV1 and 54 Gy
to PTV2. PTV1 consists of the gross tumor volume ex-
panded to account for both subclinical disease as well as
daily setup errors and internal organ motion; PTV2 is a
larger target that also contains high-risk nodal regions and is
again expanded for same reasons. For all cases, we used a
beamlet size of 10�10 mm2 and voxel size of 2.5�2.5
�2.5 mm3 for target and organs at risk �OARs�. For un-
specified tissue �i.e., tissues outside the target and OARs�,
we increased the voxel size in each dimension by a factor of
2 to reduce the optimization problem size. The full resolution
was used when evaluating the treatment quality via dose vol-
ume histograms �DVHs�, dose color wash, isodose curves,
etc. The case dimensions are showed in Table I.

Figure 2 shows two typical VMAT plans for a prostate
case and a head-and-neck case. For the head-and-neck case,
there are many more critical structures used in the optimiza-
tion, such as brain stem, optic nerve, spinal cord, etc., whose
doses are very low and thus DVH curves are not shown in
Fig. 2 for clarity purpose.

As we can see in Table I, our new algorithm has very high
planning efficiency. To generate a high quality plan, it only
takes 5–8 min with the MATLAB implementation on an Intel
Xeon 2.27 GHz CPU and 18–31 s with the CUDA implemen-
tation on an NVIDIA Tesla C1060 GPU card, as shown in
Table I, which makes VMAT a possible treatment delivery
technique for online adaptive radiation therapy.

The shape of an aperture does not change once it is gen-
erated, while the intensity of this aperture is still adjustable at
each iteration by solving the master problem. We would like
to point out that the shapes of initially generated apertures
may not be optimal since they were generated in a sequential
manner without taking into account the shapes of the down-
stream apertures. Fortunately, this theoretical deficiency does
not translate into a practical problem. We found that after
generating one aperture for each beam angle using our
method, adding more apertures to a beam angle does not
significantly improve the quality of a VMAT plan. This is
because a large number of beam angles are used here �180
angles in this work� and the contribution of each individual

an Intel Xeon 2.27 GHz CPU and an NVIDIA Tesla
tions.

of nonzero Dij ’s
��107�

CPU time
�s�

GPU time
�s�

2.3 340 22
3.2 265 18
1.8 276 20
2.6 410 26
3.0 348 23
2.5 290 21
5.0 468 27
5.5 342 25
2.6 363 25
3.5 512 31
e on
enta

No.
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beam angle is relatively small. In fact, when the optimization
is finished, the “not-so-optimal” apertures are found to have
small intensities and thus minimal contributions to the over-
all cost function.

Although the dose rate constraints are formulated as
penalty-based soft constraints in the cost function, we still
require them to be satisfied at the end of the optimization.
Note that we only have to satisfy these dose rate constraints
at the last iteration after generating the last aperture. If these
constraints are not satisfied at the last iteration, the coeffi-
cient � in the objective function will be automatically in-
creased and then the intensity for each aperture will be reop-
timized until the dose rate constraints are satisfied. A similar
approach can also be used to handle the maximum and mini-
mum dose rate constraints, which are not considered in this
preliminary work.
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