Dead time of an anger camera in dual-energy-window-acquisition mode
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Two side-by-side energy windows are sometimes employed in quantitative single photon emis-
sion computed tomography (SPECT) studies. The count-rate losses at high activities for a
GEA400AT camera were measured in such a dual-window-acquisition mode by imaging a de-
caying source composed of a hot sphere within a warm cylinder. The data in each window was
either kept separate or combined for purposes of dead-time correction and the paralyzable model
was assumed. In addition, correction factors were derived from a “monitor” source at the edge
of the camera. Finally, energy spectra for only the monitor-source region of interest and for the
entire camera were obtained under both low- and high-count conditions and compared. With
9mTc (1) the spectral measurements show no peak shift but reveal pulse-pileup spectral deg-
radation. (2) The monitor-source corrections do not agree well with those from the model,
presumably because of the differential effects of such degradation. For this camera the preferred
correction method for patients is one using the model and two, effective, phantom-derived dead
times for the separate data from the two windows. The two effective dead times are needed to
compensate for pulse pileup adding more counts to the lower-energy window than to the
higher-energy one at high rates. For *>™Tc, the effective dead time to correct data in the 93-123
keV window is 7.0=0.14 us and for that in the 124—154 keV window 5.95£0.10 us, and for *'1,
for data in the 260-332 keV window 18.8 us and for that in the 333405 keV window 14.3 pus.

1. INTRODUCTION

Anger-camera dual-energy-window-acquisition mode is
utilized for the purpose of correcting for Compton scatter-
ing within patients. From the lower-energy window, one
derives an estimate of the number of scattered gamma rays
that are included within the higher-energy window. This
value can then be subtracted from the counts in that
window.! An example of the application is quantification of
absolute activity in patients that have received a therapy
dose of a *'I-labeled monoclonal antibody.>* Imaging
therapy patients after the administration of a large amount
of radioactivity can lead to significant losses of counts in
the resulting images.’

Previous efforts*'? have modeled the dead-time behav-
ior of anger cameras for radioisotopes with a single energy
window at high-counting rates. Camera dead time has been
shown to be dependent on the scattering condition in the
source. The reason is that count rates from a single pho-
topeak window do not account for lower-energy scattered
photons, which do contribute significantly to the dead time
of the camera electronics. Two studies'*'* have com-
mented on the difference between corrections based on a
model and those based on a monitor source.'> For 13'I with
a single photopeak window using a GE400AT, the latter'*
implies that the monitor-source method gives accurate cor-
rections only for regions in the field of view that are in
close proximity to the monitor source.

We measured the dead-time losses of a GE400AT anger
camera in dual-energy-window-acquisition mode for clini-
cal situations where dead-time losses are at a fairly low
level (£25%). Our particular version of this camera has a
1/2-in.-thick crystal since it is used extensively for '*'I
imaging. We investigated **"Tc, for its own interest and
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also for guidance in choosing a method for counting-loss
adjustment for 3'I. To test the reliability of the monitor-
source method, we compared the dead-time correction fac-
tors from this method to those from a paralyzable-model fit
to decaying-source data. The latter should have good ac-
curacy, at least for the phantom used to establish the dead-
time constant, and so can provide the check on the
monitor-source method. To determine whether to handle
the data from each window separately or to combine the
data for purposes of dead-time correction, we investigated
both of these possibilities. In a reduced study guided by the
#9mTe results, we studied a '3'I-labeled agent.

ii. THEORY

The dead-time correction factor C can be defined to
correct the observed count rate N’, to produce an estimate
of the true count rate N.

N=CN". (D

Here, the observed count rate is that found in the image
recorded by the computer attached to the gamma camera.

To obtain the dead-time correction C, one method, pi-
oneered by Freeman,!® observes the counting losses from a
“monitor source.” One obtains the true monitor-source
count rate N, by measuring its count rate alone. Then,
one defines a monitor-source dead-time-correction factor
C,,s as simply

N
Cms=j—v—;r_nri ’ (2)

where N, is the monitor-source rate when the object of
interest is being imaged. The monitor-source rates are ob-
tained by drawing a region of interest about that source in
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an image, applying it to all successive images, and taking
into account the duration of each image acquisition. Also,
each N, is corrected for decay back to the time of the
image that yielded N, Note that the method assumes
there is neither spatial distortion nor spectral degradation
with increased count rates.

Since previous investigators® have shown the behavior
of the GE400AT camera to closely approximate the para-
lyzable dead-time model, we have chosen to use it as our
second method. In this model

N'=Ne= "7, (3)

where 7 is the dead-time constant. With this model, it can
easily be shown'® that for a decaying source which has a
disintegration constant A, and which is measured at time ¢,
At+In N’ can be plotted against e and 7 can be related
to the slope and intercept of the best fit to that data by

= (slope)e—imercept_ (4)

The relationship [from Eqgs. (1) and (3)] between the ob-
served count rate N’ and the paralyzable-model dead-time
correction factor C, is

C,=e"""%. (5)

One can solve for C, for a given N’ and 7 by iteration. That
is, one guesses a C, and then checks if it is consistent with
Eq. (5) for the given N’ and 7. If not, it is varied until the
equation is satisfied.

lil. METHODS

A cylindrical water-filled phantom of 22 cm height X 20
cm diam containing an off-axis 6-cm-diam sphere was used
to approximate the scattering conditions that would be en-
countered for imaging a tumor in a patient. Four separate
experiments were performed. In experiments 1 and 2, both
the cylinder and sphere contained *™Tc activity, with the
sphere containing a 7:1 activity concentration ratio com-
pared to the surrounding cylinder background activity con-
centration. In experiment 3, a cylinder containing 962
MBgq of *™Tc without a sphere was tested. In experiment
4, I was used in the same proportions as in experiments
1 and 2.

Experiment 1. In experiment 1, the dead-time correction
factor was determined from a monitor source and from the
decaying source method with the camera at four angles
relative to the phantom. Energy windows were 93-123 keV
for measurement of scatter and 124-154 keV for the pho-
topeak. The camera was positioned at 0°, 90°, 180°, and
270° relative to the axis running from cylinder “center” to
sphere center. The sphere was 5.7 cm off-axis and nearest
the camera at 0°. The monitor source was constructed by
placing 7.4 MBq of 99mTc activity on a 2.5 cm circle cut
from a silica-gel-impregnated glass-fiber sheet (Gelman
Sciences Inc. ITLC SG, Product No. 61886, Ann Arbor,
Michigan) and sealing with tape. It was placed on the
surface of the camera collimator off to the side and out of
the view of the cylindrical phantom. The monitor source
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was covered with 0.64 cm of lead to prevent photons from
the phantom entering the monitor-source region of inter-
est.

Ten measurements of the monitor source plus phantom
were taken over a 20 h time period. Measurement times
were selected so that the parameter e was evenly dis-
tributed; also, acquisition times were adjusted at later
counting times so that all data would have similar counting
statistics. The count rate for the monitor source alone was
measured both before and after the phantom-plus-monitor-
source experiment as a check on camera stability.

Experiment 2. Experiment 2 was performed 2 months
after experiment 1. Except for slight variations in the ac-
tivity levels, the phantom for experiment 2 was identical to
that for experiment 1. Data were taken at 0° with the scat-
ter window lower-energy level at 93, 97, 101, 105, and 109
keV.

Experiment 3. This experiment looked for spectral
changes at specific camera-face locations at high-count
rates. A special, Macintosh-based acquisition system'’ was
used to make this possible. The spectrum within the
monitor-source region of interest alone and that for the
entire camera face were obtained at high and low camera
count rates. First, the monitor source alone was placed on
the camera and an energy spectrum for its region of inter-
est (Rol) obtained (whole-camera count rate for the sum
of the direct and scatter windows was about 1 Kcps). Then
the cylindrical source was placed within the camera field of
view. Another spectrum in the monitor-source Rol and
one for the entire camera face were obtained (rate defined
above now about 40 Kcps). Finally, three half-lives were
allowed to elapse without moving the sources and a final
spectrum for the entire camera face was obtained (rate
defined above now about 5 Kcps).

Experiment 4. In experiment 4, a total of 740 MBq of
1311 was placed in the cylinder/sphere phantom. The main
window was set symmetrically about the photopeak and
the scatter window was the same size, with the nominal
values being 333 to 405 and 260 to 332 KeV. Eight mea-
surements were taken with the camera at 0° over a 14 day
period. Measurement times were determined so that the
parameter e~* was relatively evenly distributed. No mon-
itor source was employed. Great care was taken so the
experimental conditions were duplicated during each mea-
surement period. Acquisition times were again extended
for later time points.

IV. RESULTS

Dead-time constants for *"Tc. Data from experiments 1
and 2 were analyzed by linear least-squares fitting to the
paralyzable dead-time model. Results were determined for
(1) the photopeak-window count rate, (2) the scatter-
window count rate, and (3) the sum of count rates for both
windows (combined window ). Excellent fits were obtained
for all three, with the correlation value equal to 0.998 or
better. Table I shows the resulting paralyzable dead-time
constant 7, as a function of the experimental conditions.
The results at 0° on 5/13 are comparable to those from
7/15. On 5/13 there appears to be no correlation between
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TABLE 1. Dead-time constant for paralyzable model with two ways of
analyzing data. Windows-Scatter: 93-123 KEV. Photopeak: 124-154
KEV. (Mean =1 standard deviation 7.00+0.14, 5.95+0.10, 3.35
+0.05.)

Dead time constant, 7 (microseconds)

Way 1 Way 2
Date Angle Scatter Photopeak Combined
5/13 0 6.97 5.93 333
90° 6.80 5.87 329
180° 7.02 5.83 3.30
270° 7.17 6.00 3.39
7/15 o 7.05 6.09 341

the dead-time constants and the slight variation in scatter-
ing conditions at the different camera angles. That is, scat-
tering conditions are the same at camera angles 90° and
270° and the variation in 7 is as great between these cases
as between any other two cases. The slight changes in ex-
perimental condition are, therefore, declared negligible
within experimental error and all five 7 values considered
samples of the same variable. The average of the five dead-
time values for ?"Tc is 7.00+0.14, 5.95+0.10, and 3.35
+0.05 us for data in the scatter(93-123 keV),
photopeak (124-154 keV), and combined windows, respec-
tively (mean £ standard deviation).

Table II shows the dead-time correction factors C,, that
are calculated from these dead times at an observed com-
bined count rate of 35 Kcps. We will argue in the discus-
sion that keeping the data separate is preferred. Since C, is
a multiplicative factor, the error produced in the scatter
correction by using one method when another is right can
be found easily. For example, if the data are combined for
the purpose of dead-time correction when separate is right,
an error of (1.14—1.11)/1.11=2.7% is made in the cor-
rected scatter-window count rate for "Tc at a combined-
window rate of 35 Kcps.

Scatter-to-total fraction. For the camera as a whole, we
also calculated the ratio of the counts in the scatter win-
dow over the total counts in both windows, as a function of
observed combined count rate. For all tests in all experi-
ments, this fraction increased as the count rate increased,
presumably due to spectral changes. The trend is shown in
Table III for a typical **"Tc experiment and also for the
B measurement. This increase of count fraction within
the scatter window is consistent with the lower dead-time

TABLE II. Dead-time correction factors as a function of combining or
keeping windows separate. Combined count rate®=35 Kcps.

9my. 131y
Scatter window 1.11 1.47
Data separate
Direct window 1.17 1.63
Data separate
Data combined 1.14 1.57

*Combined count rate=sum of scatter-window rate plus photopeak-
window rate.
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TABLE III. Fraction of counts within the scatter window as a function of
observed combined count rate.

9mc RN
Rate Scatter-to-total fraction Rate Scatter-to-total fraction
4.3 Kcps 0.360 15.4 Kceps 0.376
7.2 0.360 18.9 0.380
13.2 0.360 23.6 0.382
17.0 0.361 27.0 0.386
20.4 0.362 30.4 0.388
24.8 0.364 34.0 0.393
28.9 0.367 354 0.397
32.0 0.368 37.4 0.399
35.4 0.370
38.5 0.371

correction factor for the scatter window compared to the
direct window (Table II) and means that our reported
dead times are effective values that also compensate for
spectral distortions.

Monitor source. Figures 1(a)~1(c) show the model cor-
rection factor C,, and the factor determined from the mon-
itor source C, as a function of observed camera count
rate. For the data from the scatter-window [Fig. 1(a)],
there is poor agreement between the dead-time correction
factor determined from the monitor source and that de-
rived from the dead-time model especially at the higher-
count rates. The camera rotation angle does not have an
effect. The correction factor derived from the monitor
source does not even seem to depend on the observed
counting rate at the higher rates. Raising the lower-energy
threshold for the scatter window up to 109 keV (not
shown) did not improve the agreement. It is concluded
that the monitor-source correction factors for the scatter-
window data are heavily distorted from the values for the
camera as a whole. For the direct-window and combined-
window data [Figs. 1(b) and 1(c)], the monitor-source
correction factors rise faster than those for the dead-time
model. We feel that, because the monitor-source region of
interest has a different spectrum than that in the region of
interest for the whole camera and because spectral degra-
dation is occurring (see below), the monitor-source cor-
rection factors are not appropriate for the whole camera.
We conclude that the model-dependent approach is pref-
erable.

The monitor-source method was not investigated with
1311 since the monitor-source and whole-camera spectra are
again different. The measurements reported in Table II
indeed indicate that spectral distortion does occur with
Bl However, we have not explicitly shown that results
from the monitor-source-method disagree with those from
the model for *I.

Spectral distortion. Figures 2(a) and 2(b) compare the
whole-camera spectrum under low- and high-count condi-
tions. The location of the peak is unshifted but the valley at
channel 560 tends to get filled in, presumably due to pulse
pileup. The high-energy tail above the photopeak shows
that pulse pileups are indeed not all being rejected. The
ratio of the counts in the scatter window over total counts
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FIG. 1. Plots of the **"Tc dead-time correction factor vs the observed
count rate in the window specified: (a) scatter window, (b) photopeak
window, and (c¢) sum of both windows. Symbols refer to results from the
monitor-source method. The dashed lines give the predictions from the
paralyzable model.

in both windows goes up from 36.15% to 36.60%. Figures
2(c) and 2(d) make the same comparison for the monitor-
source spectrum. Here changes are not as apparent but the
ratio of the counts in the scatter window over total counts
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in both windows goes up from 8.20% to 8.69% indicating
that spectral degradation is occurring.

Dead-time constants for "’1. For the "'I phantom of
experiment 4, linear least-squares fitting of Eq. (7) to the
scatter-window  (r=0.981), photopeak-window (r
=0.989), and combined-window (»=0.987) data was per-
formed. The effective dead-time constant was 18.8, 14.3,
and 8.24 us for the scatter, photopeak, and combined data,
respectively. It was to be expected that the constant for a
given count rate in a particular energy window might be
different for the '*'I radioisotope compared to **"'Tc for a
number of reasons. First, the energy spectrum is different,
since it depends on the photon emissions. Second, the time
it takes for the camera electronics to process a higher-
energy (hence higher pulse height) signal is expected to be
extended. Thus, the different and longer 7 values seem rea-
sonable.

Table II shows that keeping the data separate for sepa-
rate windows is even more important for "*'I than for
gngC.

V. DISCUSSION

In the simplest conception of the operation of a gamma
camera, one thinks of the shape of the spectrum remaining
the same as the count rate changes. Then the number of
counts within a given energy window as a fraction of all
counts does not change either. In fact, for the camera as a
whole, we have seen that the counts in the scatter window,
as a fraction of the total counts in both windows, increase
with count rate for all our experiments. We have also seen
that pulse pileup is occurring, and it presumably is the
cause of the spectral distortions at higher rates both with
9mT¢ and with BIIL

A patient will have a spectrum similar to that from the
cylindrical phantom. Since spectral degradation will simi-
larly relieve the need for as much dead-time correction for
the data in the scatter window relative to that in the direct
window, it is more accurate to employ two effective dead-
time correction factors derived from separate effective dead
times with the model method. To employ only one “‘aver-
age” dead time, that derived by combining the data, would
overcorrect the data in the scatter window and undercor-
rect that in the direct window.

Considering the monitor-source correction compared to
the model correction, there is disagreement at high-count
rates with ™ Tc. For the data in the scatter window con-
sidered by itself the monitor source predicts a lower dead-
time correction factor than does the model; this disagree-
ment can be explained by pileup moving relatively larger
numbers of counts into the monitor-source scatter window
than into the whole-camera scatter window. For the data
in the direct window considered alone, the monitor source
predicts a slightly higher dead-time correction than the
model. This presumably occurs because more counts move
into the window for the whole-camera spectrum than for
the monitor spectrum alone. This explanation is plausible
because the whole-camera spectrum has many more scatter
counts just below the low-energy edge of the direct win-
dow. The result for the combined data where the monitor-
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FIG. 2. Plots of *"Tc¢ energy spectra with an extended object and monitor source in the field of view. The locations of both the photopeak and the scatter
window are indicated: (a) is for the camera as a whole when the count rate is low; (b) is the same when the rate is high; (c) is for a region of interest
over the monitor source when the rate is low; (d) is the same when the rate is high.

source correction is again larger than that from the model
is presumably due to the same sort of effect.

Finally, we note that the accuracy of the monitor-source
method for a different camera may be different than in the
results we have observed. However, our experience indi-
cates that the use of a monitor source should be validated
for any given camera.

V. CONCLUSIONS

Although the use of a monitor source to measure count-
ing losses from an anger camera seems attractive, results of
this work for *"Tc show that in the dual-energy-window-
acquisition mode, dead-time correction factors derived
from a monitor source are somewhat unreliable for the
main object with a GE400AT camera. It is recommended
that for quantitative imaging of tumor activity in a patient
with this camera, one should derive a separate correction
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factor for each window based on the value of the paralyz-
able dead time measured for a phantom. These dead times
are 7.0£0.14 us for a scatter window (93-123 keV) and
5.95+0.10 us for a direct window (124-154 keV) with
#mTc and 18.8 us (260-332 keV) and 14.3 us (333-405
keV) for *'I with the 1.27-cm-thick-crystal GE400AT.

We are aware that a patient with a different activity
distribution would not be fit exactly by the model with
these constants but we think the model-method is safer
than the monitor-source method. If someone does desire to
use a monitor source, then the data from the two windows
should probably be combined to avoid a large error for the
scatter-window data.
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