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A guantitative investigation of a technique for reducing correlated noise in indirect detection active
matrix flat-panel imagers has been reported. Correlated noise in such systems arises from the
coupling of electronic noise, originating from fluctuations in external sources such as power sup-
plies and ambient electromagnetic sources, to the imaging array via its address lines. The noise
reduction technique involves the use of sighals from columns of compensation line pixels located in
relatively close proximity to the columns of normal imaging pixels on the array. Compensation line
pixels are designed to be as sensitive to externally-coupled noise as columns of normal imaging
pixels but are insensitive to incident radiation. For each imaging pixel, correlated noise is removed
by subtracting from the imaging pixel signal a signal derived from compensation line pixels located
on the same row. The effectiveness of various implementations of this correction has been exam-
ined through measurements of signal and noise from individual pixels as well as of noise power
spectra. These measurements were performed both in the absence of radiation as well as with x
rays. The effectiveness of the correction was also demonstrated qualitatively by means of an image
of a hand phantom. It was found that the use of a single compensation line dramatically reduces
external noise through removal of the correlated noise component. While this form of the correction
increases non-radiation-related uncorrelated noise, the effect can be largely reduced through the
introduction of multiple compensation lines. Finally, a position-dependent correction based on
compensation lines on both sides of the array was found to be effective when the magnitude of the
correlated noise varied linearly across the array. 2@0 American Association of Physicists in
Medicine.[S0094-2405(00)01908-8]
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[. INTRODUCTION dent x-ray quanta, rather than by the additive noise—a desir-
able situation referred to as input-quantum-limited operation.
In recent years, the rapidly developing technology of active One particularly important component of the additive
matrix flat-panel imageréAMFPIs) has begun to undergo noise is the externally-coupled noisg,,.** In an AMFPI
extensive evaluation for a variety of x-ray imaging applica-system, an array of imaging pixels is read out by means of an
tions such as radiotherapy; radiography,™®  electronic acquisition system. The Gate address line associ-
fluoroscopy’"**°and mammograph¥/:**In the long term,  ated with each row of pixels is connected to external Gate
the successful implementation of this technology for thesejriver circuitry and the Data address line associated with
and other applications will, at least partially, depend on thesach column of pixels is connected to an external preamp-
degree to which the quantitative performance of such imagtifier circuit, one preamplifier per column. Thee, noise
ing systemgas characterized, for example, by the detectivecomponent originates from sourcésich as power supplies
quantum efficiencyDQE)] can be optimized.The DQE can  and ambient electromagnetic sourcadich are external to
be defined as the ratio of the signal-to-noise at the output ahe array and which couple to the preamplifiers via the Data
the system to that at the input of the system, all squaredlines. For noise that originates from power supplies, this cou-
Generally, it is highly desirable that the signal-to-noise ratiopling occurs at various sites in the array such as at the over-
of an imaging system be as large as possible over a widap of Gate and Data address lines and at the overlap of Gate
range of operational conditions. Towards achieving this goaland drain contacts in the thin-film transistoFFT) switch
it is important that the imager be designed so as to provide #pically present in each pixéf:'® For noise that originates
low level of additive noisé® (Additive noise corresponds to from ambient electromagnetic sources, coupling can occur
the noise of the imaging system in the absence of radiationthrough unshielded metal conductors present in the array or
For example, for applicationsuch as fluoroscopyinvolv- in the peripheral electronics. By virtue of how external noise
ing low x-ray exposure per image, minimization of additive originates, for readout of a given Gate line there is a high
noise helps to insure that the performance of the system idegree of correlation in the external noise appearing at dif-
limited by the noise associated with fluctuations in the inci-ferent preamplifiers. Thus, the effect of external noise ap-
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pears largely as striations in an image and therefore affect: Compensation Pixel
image quality. The degree to which the striations are visible Data Lines
depends upon the relative magnitude of the correlated nois: ™~
compared to the noise of the incident x-ray quanta—thus|:
making them more prominent at lower exposures such as
those encountered in fluoroscopy*® These considerations
for oey apply equally to AMFPI designs which detect the
radiation indirectly and directly.

Depending on the source of the externally-coupled noise,
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several methods are commonly employed to reduce the ef Pads
fect of this noise component on imaging performance. One ,._Gli‘lfgus:d‘frty‘m
method involves improving the quality of acquisition system | \
power supplies, since voltage fluctuations in power supplies LY L] LY External Charee
induce noise coupling through the Data line capacitance. ‘_SCnsiﬁvepreampgﬁﬁer
Even a comparatively minor voltage fluctuation ofzd/,

When coup_led toa typlcal Data I”Je capacitance of 5_0 pFFIG. 1. Schematic diagram of a corner of an indirect detection, active matrix
yields a noise component 6f950 €. Another method in-  fiat-panel array containing a single compensation line—a column of pixels

volves providing electromagnetic shielding for sensitivewhich are similar in design to normal array pixels, but which are nonrespon-

electronic components of the imaging system. In particulars“’e to the incident radiation. Electronic circuits peripheral to the array are
o . also shown in the figure.
an array, with its metal grid structure of Gate and Data ad-

dress lines, constitutes an antenna that couples external elec-

tromagnetic noise to the readout signal. For instance, a 20i(r)1 ixels. a correction based on the use of an average sianal
wum pitch, 4040 crh array would have~1.6 km of metal gp ' ge sig

lines. While peripheral electronics can be readily shielded, ip_etermmed using all of the corresponding compensation line

is difficult to provide completely effective shielding for the pixels fo_r that row re_sults ina net reduction of the uncorre-
lated noise contribution.

array without serious degradation of the incident x-ray imag- In this article, a study of the effectiveness of employing

ing information. Other methods of correlated noise reduction . . . L2
: : S compensation lines to suppress external noise for indirect
involve the use of correlated double sampling circuits imple-

mented at the preamplifier levEl® Such circuits typically detection, active matrix flat-panel imagers is reported. In this

) . . 3tudy, the suppression of external noise is quantified through
sample the signal from the Data line twice: once before an . . T )
. , measurements of pixel signal, of the noise in the signal from
once during pixel charge readout. These two samples are _."" . : . . .
LT individual pixels(which, for the purposes of this article, is
then subtracted before digitization in order to cancel com- o S )
. . referred to as “pixel noise”), as well as noise power spectra
?NPS). These measurements were performed both in the ab-
sence of radiationiwhere system noise consists solely of
additive noiseand with x rays\where system noise includes

“Ydditive noise and X-ray quantum noisén addition, the

for eliminating signal fluctuations whose temporal variation
is slow compared to the two sampling intervéi®., lower
frequency components), it does not remove higher frequen

components of external noise. . . . ! o
effectiveness of noise suppression using compensation lines

A more robust method that offers the possibility of com- . o . .
. Is demonstrated qualitatively by means of an image obtained
pletely suppressing the correlated component of externa

: L . . . with an anthropomorphic phantom.
noise at all frequencies involves using pixel signals from one
or more Data lines as a basis for correcting pixel signals
from other Data lines. This principle can be exploited|l. METHODS AND MATERIALS
through the incorporation of multiple columns of nonrespon-A D ot fthe i . i
sive pixels(referred to as compensation linésto the layout - Leschiption ot the imaging system
of an array*'®?°The design of these nonresponsive pixels The indirect detection active matrix flat-panel imager em-
is identical to the imaging pixels except for the fact that theyployed in the present study consists of four main compo-
are made to be insensitive to the incident radiation and thusents: a pixelated array which incorporates amorphous sili-
produce no x-ray signal. Figure 1 illustrates an example of acon (a-Si:H) TFTs and photodiodes deposited on a glass
indirect detection array with a single compensation line situsubstrate; a Lanex Regular phosphor screg&astman
ated at the periphery of the array. As in the case of th&Kodak; ~70 mg/cnf Gd,0,S:Th), which is placed in con-
dual-correlated sampling technique, for a given row of im-tact with the array surface and which serves to convert x rays
aging pixels the signal from a compensation line pixel can beo optical photons; an electronic acquisition system which
subtracteddigitally or prior to digitization)from that of each  controls the operation of the array and extracts and digitizes
imaging pixel along the row. While this subtraction elimi- pixel chargé’! and a host computer which controls the ac-
nates the correlated noise component, it increases the uncapuisition electronics and processes digital pixel data.
related noise. Fortunately, this increase can be greatly sup- The array, which was originally developed for radio-
pressed through the incorporation of multiple compensatiottherapy imaging, has an active area of 2626.0 cnf, and
lines at the periphery of the array. For a given row of imag-consists of a matrix of 512512 pixels with a pixel pitch of
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TasLE |. Design specifications of the array employed in the flat-panel im-cycle). Within an acquisition sequence, an additional 20
ager used in the measurements. The pixel charge capacity corresponds t‘?é‘adout cycles were performed prior to each subsequent data

photodiode reverse bias voltage-66 V (Ref. 1). The maximum frame rate f . der t tablish ilibri betw h
is based on a TFT-on voltage of 10 V, and a pixel sampling time of five time rame in order o reestablish equilibrium between charge

constantgRef. 6). The pixel fill factor is defined as the ratio of the optically trapping and release.
sensitive area of the pixel to the total pixel area. The time per readout cyclgrame time)varied depending

on the number of Gate lines addressed and included a delay

E:ig: Loitré?]at(DataXGate) 5;(2);5;2 of 80 ms to accommodate the duration of the radiographic
Array dimensions 26 méf_ 0 end x-ray exposure. For all measurements, the TFT-on and TFT-
Photodiode geometric area ~0.22 mn? off voltages applied to the Gate lines wetdl0 and—8 V,

Fill factor _ ' ~0.84 respectively’ The pixel photodiode reverse bias voltage was
Nominal photodiode capacitance ~16.9 pF —5 V corresponding to a total pixel charge capacity~c§0

Pixel charge capacityMyj,e=—5 V) ~90 pC C (Ref. 1). Th h ity of th lifi . it
Pixel dark current\pe 5 V) 0.3 pAIm? p ef. 1). The charge capacity of the preamplifier circui
Maximum frame rate ~22 fps (~5 pO resulted in a conversion factor of 1125e~ per

ADC channel(The system was operated so as to insure that
the preamplifiers never saturatedhe integration time of

iied ificati f th ) ._the preamplifier circuit300 us) was chosen to insure com-
508 um. Detalg specifications of the array are given N lete collection of the pixel imaging charge.
Table I. Each pixel consists of a light sensitive photodiode

charge on a row-by-row basis under the control of the vaUiaependent signal of 60 Hz frequendiThis was done for

3'_“3” systerln. _A rﬁversltl'-:-b|_as V(zlte:]ge applied ?;hehph_om'every measurement except those associated with the NPS
lodes results in the collection of charge created by the InCIEinalysis.) This artificially induced noise coupled to the

dent radiation. Array readout is typically performed for Onepreamplifiers each time a row of pixels was read out. Since

row of pixels at a time by integrating the charge from eachy,q (ime interval between the readout of consecutive rows is
pixel in the charge sensitive preamplifier circuit located at_5 55 ms. which corresponds to a higher frequefiey40

the end of the corresponding Data line. Analog signals fronHZ) than that of the noise sourdé0 Hz), signal variations

the preamplifiers are multiplexed and digitized to an effeCyy,ceq by the external source are adequately sampled by the
tive 15 bit-resolution. Addressing all, or some fraction, of the

. acquisition system.
rows on the array constitutes a “readout cycle” and the cor- a y

responding information, if saved, is termed a “data frame.”
C. Compensation line corrections

B. Experimental setup In the present study, the compensation lines used were

X ray measurements were performed with an x-ray tubecolumns of normal pixels situated on the left and right sides
(Dunlee PX1415which was powered by a high frequency of the array. Up to 14 Data lines on each side were treated as
generatolPicker MTX380)and which was suspended above compensation lines. The compensation lines were kept in the
the array at a distance 6f116 cm. Synchronization between dark, outside of the radiation field, and far away from the
the operation of the x-ray source and the readout of the arraghosphor screen used in the experime(®sr all x-ray mea-
was orchestrated by the acquisition softwfFeor the pixel —surements, the screen covered a region of the array corre-
signal, pixel noise, and NPS measurements with x rays, asponding to Data line addresses 109 to)3%ith this ar-

18 cm thick tissue-equivalent solid water phant@ammex  rangement, it was empirically verified that the signal from

R.M.I., 457)was positioned~16 cm above the imaging ar- the compensation line pixels contained negligible contribu-
ray in order to lower the exposure. Throughout these meations from ambient light or x-ray radiation.

surements, this source, which was operated in radiographic A number of techniques for employing the compensation
mode, was used to provide a fixed amount of radiation peline information to correct for correlated noise were exam-

image frame—~1.4 mAs at 70 kVp corresponding to anined. One correction technique consisted of subtracting the
~80 uR exposure to the detector. signal from a single compensation line. In a second tech-

For a given set of experimental conditions, if more than anique, the signal used for subtraction was the average signal
single data frame was acquired, the data frames were olfrom a number of compensation lines located on one side of
tained in a single acquisition sequence. For a given sequencthe array. A third technique was based upon the premise that
a large number of readout cycles were performed in the abthe magnitude of the correlated noise varied in a linear man-
sence of radiation prior to the acquisition of the first dataner along the length of the Gate lines. This method involved
frame in order to remove trapped charge as well as to estalbhe use of the pair of averaged signals derived from the com-
lish equilibrium between charge trapping and charge releasgensation lines on the two sides of the array, where the con-
in the photodiode8.The number of initializing cycles per- tribution from each side depended upon its proximity to the
formed was 20Qwhen 256 or 512 Gate line were read out imaging pixel. For a given pixel along a Gate line, the ap-
per cycle)or 2000 (when 20 Gate lines were read out per plied correction to the corresponding signal is
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Xo—i i—X; E. Pixel noise measurements

2] (1)

Xo— X1 1 Xp—Xy For the three compensation line correction techniques, the
o ) ] _ o effectiveness of each technique was quantified through mea-
v_vhereSi is imaging pixel signal at pg;ltlonalong the Gate  syrements of individual pixel noise performed in the absence
line, x, and x, are the central positions of the groups of of radiation as well as with x rays. For each condition, 200
compensation line pixels on either side of the array, respeGiata frames were obtained. Each data frame corresponded to
tively, and C, and C; are the averaged correction signals 5 regjon of 512 Data lines by 20 Gate lines and was obtained
from the two groups of compensation line pixels, respecy; g frame time 0f~0.12 s. For every pixel, signals derived
tively. All positions are in units of Data line addresses. from the data frames were used to determine a measure of

The effectiveness of these various techniques on reducingixd noise. For results which include a compensation line
the correlated noise component was examined by comparingyrrection, the correction was applied to each data frame
pixel signal, pixel noise, NPS, and image results obtainegyior to the determination of pixel noise. The noise analysis
with and without the application of compensation line cor-¢onsisted of organizing the data frames into ten sets of 20
rections. For those results obtained with compensation lingonsecutive data frames. This division was performed in or-
corrections, the correction was always performed to the rawer to minimize the contribution of pixel signal drift to pixel
pixel signal data prior to any other processing of that datangise, given that several minutes were typically required to
For example, image processing, consisting of the applicatiogptain the data. For each set of data frames, the standard
of offset and gain corrections to the d&fayas performed geviation in the mean signal of a pixel was calculated for a
for the pixel signal, NPS, and image comparisons. The imagge|ected number of correctly functioning pixels. Finally, for

processing offset and gain calibration constants used wheghch pixel the results from all sets were then averaged to
compensation line corrections were applied were determinegie|d a value of noise.

using the same form of compensation correction whereas the
calibration constants used when compensation correctiorE NPS measurements
were not applied were determined without any correction. -
For the NPS analysis, when compensation line corrections The measurement of NPS involved the acquisition of 50
were applied, the image processing steps were performedata frames, 512x256 pixe{®ataxGate)per frame, in the
after these corrections and before the steps associated wisthsence of radiation as well as with x rays at a frame time of
this particular analysis. ~0.65 s. For each frame of this NPS data, the analysis was
performed to a central region of the array consisting of 256
X256 pixels. For all of these measurements, the aforemen-
tioned external noise source was not used since the imaging
system already exhibited a 60 Hz noise correlation that was
An examination of the effect of compensation line correc-easily quantified by the NPS analysis. Offset and gain cor-
tions on pixel signal measurements was performed in orderections were obtained and applied to the data in the manner
to provide a quantitative demonstration of the applicationpreviously described for the pixel signal measurements. Af-
and efficiency of such corrections both in the absence ofer application of offset and gain corrections, pixel signal
radiation(dark field)as well as with x raysflood field). For  values were converted to units of electrons by means of the
each condition, a single frame was acquired to provide pixeineasured calibration of the preamplifiers. X3 median
signal data. Each data frame consisted of a block of pixel§ilter was applied to a small number of pixel columns corre-
corresponding to a region of 512 Data lines by 256 Gatesponding to noisy preamplifier channels. Finally, individual
lines obtained at a frame time 6f0.65 s. For the flood field pixel defects were identified, and a 3xX3 median filter was
data frame, offset and gain corrections for each pixel werapplied to these pixels, affecting less than 0.1% of the total
applied, while for the dark field data frame only the offsetNPS data.
corrections were applied. These offsets and gains correct for After the application of offset and gain corrections and
stationary variations in pixel response, for channel-to-the filters, NPS were determined using a synthesized slit
channel variations among the preamplifier electronics, antechnique®>-2° This involved the selection of 400 nonover-
for structure noise inherent to the phosphor screen. The offapping slits, each of dimension 3256 pixels (Xn),
set and gain corrections were themselves derived from thfom the data frameseight slits per data frame). Each slit
average of 50 dark and 50 flood field data frames, respeavas then summed along thedirection to form ann-point
tively, which were obtained immediately prior to the acqui- realization. To remove low frequency background trends, a
sition of the pixel signal data. The 50 flood field frames usedinear fit was performed to the realizatiorief width n
to derive the gain corrections were obtained at the same ex=256) and subtracted to yield zero-mean, detrended data. A
posure level as the corresponding pixel signal measurementdanning window function was then applied to remove dis-
Data from a single Data lin€256 pixels)was extracted from tortions in the estimated spectra due to the finite-length real-
each of the pixel signal frames and analyzed in order tazations. The 400 realizations were Fourier transformed and
illustrate correlated noise contributions to pixel signal. Thenormalized to yield an ensemble of 400 power spectra,
compensation correction employed in these measuremenighich were then averaged to yield the measured NPS. These
involved the use of a single compensation line. resulting NPS consisted of 128 points at a frequency interval

Seonr=S;

D. Pixel signal measurements
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of 0.0077 mm? up to the Nyquist frequency~1 mm ).  the external noise source. The image was taken at 70 kVp
The analysis was performed for realizations running alongising a 0.5 mAs exposure. An additional aluminum filter
the Data line direction in order to observe the effect of ex-(~5.5 mm thick)located near the source was used to reduce
ternal noise correlation. For purposes of comparison, NP&e exposure so as to accentuate the visibility of the corre-
analysis was also performed for realizations running alondated noise. All 512512 pixels of the array were read out at
the orthogonalGate line)direction. a frame time of~1.2 s. Prior to image acquisition, 50 dark

In the case of this analysis, the compensation line correcand 50 flood fields were acquired to obtain offset and gain
tion technique used corresponded to that of Elg. This  calibration constants that were applied to the raw image data.
involved the use of 14 compensation lines located on eaclithe compensation line correction technique used corre-
side of the region from which the NPS data was obtained. sponded to that employed in the NPS analysis.

G. Imaging example Ill. RESULTS

In order to demonstrate the effectiveness of compensatiofy- Pixel signal measurements
line corrections, a hand phantom was imaged in presence of | Fig. 2(a), measured dark field signal for consecutive
pixels along a single representative Data line is plotted as a
function of Gate line address. In this figure, the data indi-

Q 1000 |5 ' ' 2. 1 cated by circles corresponds to pixel signals in the absence of
= L ) either compensation line corrections or offset corrections
= 800 p | o T (i.e., raw signal data). Application of the offset correction to
E ] J| ‘, J‘.‘-\, 2 the raw data removes the pixel-to-pixel variations due to
£ 600 Hiills % Ik B M leakage currents leaving a periodic component, illustrated by
2 | Bl || %2735 3 the dashed line in Fig. 2(a), that is largely due to noise
ft./ 400 b (% 4 1 ! hl % cl pickup from the external noise sour(@0 Hz). These oscil-

= o of” ) g1 & ] lations are largely suppressés indicated by the continuous
g 200 | ! ’ & line in the figure) when a compensation line correction
A (based on the signals from a single compensation) lige

< 0 applied prior to the offset correction. Similarly, as illustrated
X in Fig. 2(b), the application of offset and gain corrections to
A 200 L : : : raw flood field pixel data(circles) results in pixel data

190 240 290 340 390 440 (dashed line)exhibiting large noise contributions from the
external source. However, when both a compensation line

(a) Gate Line Address : . . ‘
correction and offset and gain corrections are applied to the

o 2000 — . . T
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I 35000
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(b) Gate Line Address 0 4 8 12 16

Fic. 2. Signal(in arbitrary unit$ from individual pixels along a single Data Number of Compensation Lines

line plotted as a function of their corresponding Gate line address. Results

are shown corresponding to data acqui@dn the absence of radiation and Fic. 3. Noise from an individual pixel plotted as a function of the number of
(b) with x rays. In each graph, the circles correspond to pixel data in thecompensation lines used in the compensation line correctidre results
absence of any correctigne., prior to the application of compensation line shown at a value of “0” lines correspond to the absence of this corregtion.
corrections or offset and gain correctipn§he dashed curves correspond to Results, obtained in the presence of an additional external noise source, are
the application of offset correctiorifor both dark and flood field datand shown corresponding to measurements taken with no radidtpen

gain correctiongfor flood field data onlywhile the solid curves correspond circles) as well as with x raygsolid circles). For purposes of comparison,

to the application of gain and offset corrections as well as of a compensatiothe value of the pixel noise in the absence of radiation, with no external
line correction. Note that the vertical scale for both graphs corresponds tooise source and with no compensation line correction, is indicated by the

the same signal range. dashed horizontal line.
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raw flood field pixel data, significant reduction of pixel-to- ¢ X rays (before correction) ® Dark (before correction)
pixel fluctuations is observe@olid line), leaving only small ¢ X rays (after correction) © Dark (after correction)
variations in the data. These variations most likely originate x Dark (no external source)
largely from random fluctuations in the x-ray quanta. 40000 . . . . .

30000

B. Pixel noise measurements

se (# of e-)

20000 FF

Figure 3 shows measured pixel noise in the absence ofg
radiation as well as with x rays from an individual imaging
pixel whose behavior was representative of correctly func- E 10000
tioning pixels on the array. The results shown were obtained g
both with and without the use of a compensation line correc-
tion and are plotted as a function of the number of Data lines

used in the correction. The data points appearing at a value ({40 180 220 260 300 340 380

of “0” along the horizontal axis correspond to the absence Data Line Add
of the correction. For the other results corresponding to the ata Line Tess

inclusion of the correction, the Data lines used as compergc. 4. Noise from individual pixels located along a single Gate line as a

sation lines were taken from a single side of the array. Fofunction of their corresponding Data line address. Results, obtained in the
resence of an additional noise source and with no radiation, are shown

both the dark and x-ray results, the use of a smgle Comperg-efore and after application of the compensation line corre¢sofid and

_Sation line dramatically redL_Jces the fsyst_em noise by F€MOV5pen circles, respectivelyFor comparison, additional dark field results ob-
ing correlated external noise contributions. However, theaained in the absence of the external source are also stwesses). Results

subtraction of the compensation line signal from the imaging)btained With X rays are a_Iso shown befqre and after app_lication of the
. . . i ompensation correctiofsolid and open diamonds, respectiyelyn all
pIX_EI S|gna_l Ir?creases non'radlatlon'rEIa_ted unc_orrelate ases, the compensation correction was based ofiLEgsing 14 pixels on
noise contributions by2. Fortunately, the introduction of each side of the region containing the imaging pixels.
additional compensation lines gradually reduces this effect
such that, by~5 compensation lines, the measured noise has
been reduced at least down to the level achievable in the- NPS measurements
absence of the external 60 Hz noise source. This is explicitly Ngise power spectra were determined from flood field and
demonstrated in the case of the dark noise measuremerigrk field images such as those shown in Fig. 5. In this
where the data points eventually reach a noise level that iﬁgure, sample images obtained in the absence of radiation
lower than the pixel noise observed in absence of the extelFigs. 5(a)and 5(b)Jand with x raygFigs. 5(c)and 5(d)Jare
nal source and without the compensation line correcion  shown. The image data shown has had offset and gain cor-
dicated by the dashed horizontal line in the figure rections applied as described in Sec. Il. These results were
Figure 4 shows the measured noise of pixels along @btained both witHFigs. 5(b)and 5(d)]and without[Figs.
single Gate line, obtained in the absence of radiation as wel(a) and 5(c)]the use of the compensation line correction
as with x rays, as a function of Data line address. For thgjiven by Eq.(1). The application of the compensation cor-
dark measurements with the external noise source presemgction largely eliminates the strong horizontal correlations
the level of pixel noise in the absence of any compensatiofhat are particularly evident in the dark field imaffeig.
line correction(solid circles)is observed to be considerably 5(a)]. Even after this correction, residual noise correlation
reduced through the application of a correction based on Egffects are still present in Fig.(), indicating that the cor-
(1) (open circles). These reduced noise values are compaection technique is not completely effective.
rable to (or slightly lower than)the noise observed in the  The residual correlated noise seen in Fig. Si)also
absence of the external source and without the compensati@bserved in the NPS curves derived from dark field data
line correction(crosses). A similar trend of significant noise shown in Fig. 6(a). In this figure, NPS determined along the
reduction is observed for the x-ray results where pixel noiseata line direction in the absence of the compensation line
before compensation line correctiofsolid diamondsjs re-  correction (solid circles) exhibits a strong correlation at
duced to a level dominated by quantum noiepen dia- ~0.27 mm ! that is associated with the horizontal striations
monds)when corrections are applied. It is of interest to pointevident in Fig. 5(a). This frequency corresponds to a pattern
out that a slight left-to-right asymmetry in the uncorrectedof noise repeated every7.3 lines in an image which, in
dark noise resultgarising from a nonuniform spatial contri- turn, corresponds to 60 Hz noise pick(given that 7.3 lines
bution from the external noise soujds removed when the at 2.25 ms readout time per line required6.6 ms). After
compensation line correction based on EQ.is applied, as the compensation correction is appliédpen circles), the
illustrated in Fig. 4. However, this is not the case when amagnitude of the resulting NPS is reduced and the strong
correction based on compensation lines from only one sideorrelation at~0.27 mm ! is suppressed, although residual
of the array is appliednot shown). correlated noise remains.
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(a) (b)
(c) (d)

Fic. 5. Sample images with 25656 pixels that were employed in deriving noise power spectra. The images were obtained in the absence of (agliation
and (b)] as well as with x ray$(c) and(d)]. The images inlb) and(d) include a compensation line correction while the image&jrand (c) do not. The
compensation correction was based on #gusing 14 compensation lines on each side of the region containing the imaging pixels. For each image, the gray
scale window and level have been separately adjusted in order to maximize contrast.

To illustrate the efficiency of the correction, the NPS de-is observed in the case of NPS x-ray results obtained along
termined along the Gate line direction is also shown in Figthe Data line direction witllopen circlesand without(solid
6(a) (crosses)(By virtue of how the compensation line cor- circles) the compensation line correction, as illustrated in
rection is defined, its application does not affect NPS alongrig. 6(b). Once again, the strong correlation-d.27 mm *
the Gate line direction and thus the Gate line NPS resultss largely suppressed after the application of the compensa-
remain unchanged whether the correction is applied o) nottion line correction. However, NPS results obtained with the
Since pixels along the Gate line direction are not differen-compensation correction along the Data liiepen circles)
tially affected by externally-coupled noise, the correspondingand along the Gate line&rosses)are essentially indistin-
NPS is “white” and does not exhibit the strong correlations guishable due to the dominance of x-ray quantum noise.
seen in the NPS determined along the Data line direction in
the absence of the compensation correction. Conversely,
even with the correction, the NPS determined along the Dat% | . |
line direction is higher in magnitude than the NPS corre-~" maging example
sponding to the Gate line direction. This indicates that the Figure 7 shows images of an anthropomorphic phantom
two directions are not equivalent in terms of additive obtained with(b) and without(a) the use of the compensa-
noise—a difference most likely arising from the manner intion line correction based on E¢l) and using 14 compen-
which such arrays are read out. A similar pattern of behaviosation lines from each side of the array. Comparison of the
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1010 T T T . In these studies, the effects of correlated external noise
® Data line direction (before correction) were examined both with an additional noise soufoe the
© Data line direction (after correction) pixel signal, pixel noise, and image studiesd without the
10° X Gate line direction J additional source(for the NPS studies). The use of this
source served to more clearly demonstrate the effect of com-
pensation line corrections as well as to illustrate that such
corrections can effectively deal with relatively large external
noise contributions. Moreover, in the absence of the added
source, these contributions were non-negligible in compari-
son to x-ray quantum noise. Obviously, at exposures lower
than those used in the present studies such as that encoun-
tered in fluoroscopy, these contributions would be relatively
enhanced.
0 0'2 0'4 0I6 018 1 The results of these quantitative studies indicate that a
: ' ' ) correction based on signals derived from a single compensa-
Spatial Frequency (mm‘l) tion line is highly effective in suppressing correlated noise
originating from electronic noise sources external to the ar-
1010 1 . . . ray. However, this form of the compensation line correction
® Data line direction (before correction) increases non-radiation-related uncorrelated noise. Fortu-
© Data line direction (after correction) nately, the introduction of multiple compensation lines,
X Gate line direction wherein the signal used for correction is derived from the
average value from a number of compensation line pixels
along a given row, reduces this effect. In addition, a position-
10° | ] dependent correction based on multiple compensation lines
located on both sides of the array was found to be effective
when the magnitude of the correlated noise varied linearly
across the array. Moreover, the NPS studies demonstrate that
this form of analysis is particularly effective in evaluating
the degree to which compensation line corrections reduce
; external noise. For example, NPS obtained along the Data
. ' ' ' line direction in the absence of radiation exhibits a strong
0 0.2 0.4 0.6 0.8 1 peak at 0.27 mm' corresponding to 60 Hz noise pickup.
(b) Spatial Frequency (mm'l) However, if a compensation correction is applied, the result-
ing NPS is reduced and the peak is largely suppressed. The
Fic. 6. One-dimensional noise power spectNPS) obtained(a) in the  resulting NPS, when compared to the NPS obtained along
absence of radiation ani) with x rays. Results obtained along the Data {he orthogonalGate line)direction, exhibits a higher mag-
line direction are shown before and after application of the compensation . » . . .
line correction(solid and open circles, respectivelf¥or comparison, results nitude of additive noise. The difference in NPS values along
obtained in the orthogon&Gate line)direction are also showftrosses). the Gate and Data line is most likely a consequence of the
row-by-row nature of array readout. Finally, while the com-
pensation correction is effective in largely suppressing the
two images clearly demonstrates that the compensation cocorrelated noise component of the external noise, it will not
rection removes most of the artifacts generated by the exterrfluence any contributions of the uncorrelated component.
nal noise source. In order for compensation line corrections to work prop-
erly, compensation line pixels should exhibit signal and
noise characteristics identical to the behavior of normal, cor-
IV. DISCUSSION AND CONCLUSIONS rectly functioning imaging pixels operated in the absence of
A study of the use of compensation lines to reduceradiation. Therefore, compensation pixels should exclude
externally-coupled noise in indirect detection, active matrixany defective pixels, should be insensitive to incident radia-
flat-panel imagers has been reported. Compensation ling®n, and should be in relatively close proximity to the im-
consist of columns of pixels, generally located along the peaging pixels. In the present study, the compensation pixels
riphery of an array, which are nonresponsive to radiation butvere, in fact, normal imaging pixels, which were shielded
which are as sensitive to external noise as normal imaginfrom incident light and radiation. Ideally, for an indirect de-
pixels. In this study, the effect of corrections, based on comtection AMFPI, compensation line pixels would be designed
pensation line signals, on measurements of pixel signal, pixéb be insensitive to radiation signal through the use of a
noise, and noise power spectra was quantitatively examinedeflector over the photodiode€f course, there would still
In addition, a qualitative demonstration of the use of com-be some signal originating from direct interaction of the in-
pensation line corrections, involving images of a hand phaneident radiation within the photodiodesFor direct detec-
tom, was presented. tion AMFPIs, the pixels would be designed so as to exclude
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(b)

Fic. 7. Images of a hand phantofa) without and(b) with the use of the compensation line correction based onBHqSee text for further details.

collection of electron-hole pairs generated by the incidentine correction is to be performed, it should be done to the
radiation in the overlying photoconductor. Alternatively, the raw pixel data prior to any other image-processing $seggch
array could be designed so as to have no photoconductivas offset and gain corrections or pixel defect filtrajid®imi-
layer over the compensation lines—although this would altetarly, the compensation line correction should be applied to
the signal and noise characteristics of the corresponding pixall raw pixel signal data that contribute to the creation of
els. other image processing correctiofs.g., to the dark and
Close proximity of the compensation line pixels to the flood field data used to generate offset and gain calibration
imaging pixels is important so as to insure that the externatonstants). The application of other corrections before the
noise sampled by the compensation line pixels is represent@ompensation correction can result in an alteration of the
tive of that sampled by the imaging pixels. Furthermore, thecorrelated pixel-to-pixel signal variations along a Gate line,
number and distribution of compensation lines in an arraythereby rendering the compensation correction ineffective.
design should, ideally, be determined by the nature of thé&inally, although the compensation correction was per-
externally-coupled noiser.,;. In the cases that,,; exhibits ~ formed off-line in this study, it can readily be performed
no variation, or a linear variation, along the length of theimmediately after image acquisition prior to real-time dis-
Gate lines, then a single group of compensation lines on onglay of the imagé&®
side of the array, or a pair of groups on either side of the
array, will allow effective correction of correlated noise.
However, if the externally-coupled noise varies in a nonlin-ACKNOWLEDGMENTS
ear manner along the Gate lines, then a compensation line

correction based on groups of compensation lines on both W€ gratefully acknowledge the fsuppor:t of Qranlt Nos.
sides of the array may not provide an adequate correlate§ O1-CA56135 and RO1-CA76405 from the National Insti-

noise correction. In this case, a correction method based ontdt€s of Health.

different distribution of compensation lines could be benefi- ) . ) )
ial F le. the inclusi f tion lines requ- Electronic mail: elmohri@umich.edu
Cial. For example, the inclusion of compensat ' ’ 9U-bpresent address: Department of Diagnostic Radiology, UT M.D. Ander-
larly spaced throughout the arrdg.g., every 100 lines)  son Cancer Center, Houston, TX 77030.
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