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ABSTRACT

Modeling and Improving Teleoperation Performance of Semi-Autonomous
Wheeled Robots

by

Justin Storms

Chair: Dawn Tilbury

Robotics and unmanned vehicles have allowed us to interact with environments in

ways that were impossible decades ago. As perception, decision making, and control

improve, it becomes possible to automate more parts of robot operation. However,

humans will remain a critical part of robot control based on preference, ethical, and

technical reasons. An ongoing question will be when and how to pair humans and

automation to create semi-autonomous systems. The answer to this question depends

on numerous factors such as the robot’s task, platform, environment conditions, and

the user. The work in this dissertation focuses on modeling the impact of these factors

on performance and developing improved semi-autonomous control schemes, so that

robot systems can be better designed. Experiments and analysis focus on wheeled

robots, however the approach taken and many of the trends could be applied to a

variety of platforms.

Wheeled robots are often teleoperated over wireless communication networks.

While this arrangement may be convenient, it introduces many challenges includ-

ing time-varying delays and poor perception of the robot’s environment that can lead

xii



to the robot colliding with objects or rolling over. With regards to semi-autonomous

control, rollover prevention and obstacle avoidance behaviors are considered. In this

area, two contributions are presented. The first is a rollover prevention method that

uses an existing manipulator arm on-board a wheeled robot. The second is a method

of approximating convex obstacle free regions for use in optimal control path planning

problems.

Teleoperation conditions, including communication delays, automation, and en-

vironment layout, are considered in modeling robot operation performance. From

these considerations stem three contributions. The first is a method of relating

driving performance among different communication delay distributions. The sec-

ond parameterizes how driving through different arrangements of obstacles relates to

performance. Lastly, based on user studies, teleoperation performance is related to

different conditions of communication delay, automation level, and environment ar-

rangement. The contributions of this dissertation will assist roboticists to implement

better automation and understand when to use automation.

xiii



CHAPTER I

Introduction

1.1 Motivation

Robotics has allowed us to reach places and environments that would have been

otherwise inaccessible to humans. Rapidly developing technology in sensors, com-

puting, and algorithms has allowed robots to perceive their environment, think, and

execute actions more effectively than ever. These advancements have created new

applications for robotics and has shifted existing robots from being controlled manu-

ally to becoming autonomous or some hybrid between manual and fully autonomous.

Semi-autonomous is a term used to describe this hybrid between manual and fully

autonomous control and it requires integration of inputs from a human operator and

autonomous controller.

As autonomy capabilities improve, one may wonder why a human operator would

be involved in the robot control at all. Reasons to keep human operators involved in

robot control in the control loop include:

1. Preference: The human operating the robot may prefer to have some level

of involvement in its control. Or human bystanders in the robot’s environment

may prefer to have a human involved in its control. For example, in telepresence

robots, human operators want to be directly involved in the control of the robot

so that they can feel more present in the robot’s environment [105].

1



2. Ethical or Legal: In robot operation scenarios that require difficult ethical

decisions, a human operator may be required to remain actively involved. Or

operation scenarios that have laws against autonomous operation may require a

human operator. For example, fault for fatalities in autonomous vehicles leaves

many open questions from an ethical and legal standpoint. Companies like Tesla

have semi-autonomous control systems that can adjust speed and heading to

avoid collisions, but still requires regular attention and inputs from a human in

the driver’s seat [56].

3. Technology Limitations: Despite sensors, computing, and algorithms con-

tinuing to improve, certain robotic applications are still to difficult to address

with full autonomy. It could be that a robot operation scenario arises that

autonomy has not been developed to address and there is not enough time to

develop automation to address the challenge, such as in a search and rescue

mission after a disaster. Or it could be that the robot’s environment or task

requirement is too complicated to provide a cost effective solution.

Regardless of the reason, semi-autonomous control requires some level of input

from both the human operator and automation. Figure 1.1 shows a generic system

setup for teleoperation of semi-autonomous robots considered in this dissertation.

Throughout this dissertation, teleoperation refers to control of a robot without direct

line of sight to the robot in its environment. In other words, information exchanged

between the human operator and robot is passed over a communication network.

Each component of the diagram in Figure 1.1 has an impact on the overall system

performance. Furthermore, there are also interactions between the effects of each

component. For example, communication delay may affect performance for some

human operators more than others. Or automation performance may depend on the

environment. Much of the prior research has considered the elements in Figure 1.1

individually without looking at their interactions. A more detailed summary of this
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Figure 1.1: Semi-autonomous robot system diagram.

prior work and research gaps is discussed in Section 2.2.

Performance can be measured using objective measures such as average speed,

path following error, number of collisions; or using subjective measures such as oper-

ator workload, sense of presence, etc. Automation is often added to robotic systems to

improve these performance measures. In this dissertation, unmanned wheeled vehicle

platforms are the primary focus of the analysis and experiments performed. Some

of the challenges with these platforms is that they are restricted to operate at low

speeds [1, 115] and are more likely to experience rollover events [106] or collide with

obstacles [76].

With regards to these challenges, this dissertation makes advancements in au-

tomation methods that improve performance, and develops formalized methods to

describe how the factors in Figure 1.1 interact to impact performance. The results

can be used to design better semi-autonomous robot systems for a variety of appli-

cations such as military reconnaissance, search and rescue missions, infrastructure

inspection, construction and mining vehicles, telepresence robots, and automotive

transportation.

1.2 Contributions

The following five contributions will be presented in this dissertation:

1. Method of Improving Handling and Preventing Rollover Using an

Existing Manipulator Arm: Mobile platforms with manipulator arms have

a higher center of gravity, which causes them to be more prone to rollover and
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have reduced maneuverability [106]. While the mobile base is driving around,

the manipulator arm is typically kept in a stationary position. However, the

manipulator arm can be used to actively move the center of gravity of the vehicle

to improve driving performance. A new control law for for high-speed mobile

manipulators is developed in this dissertation. The new control law is shown to

not only help prevent rollover, but also improve maneuverability of the mobile

robot platform. Development of the control law and results are included in

Chapter III.

2. Method of Representing Convex Obstacle Free Regions: Optimal con-

trol based methods have become very powerful tools for calculating feasible

robot paths. However, the optimal control problem must be formulated in a

way that it can be solved quickly with the limited computing power available

on mobile robots. Approximating the obstacle free region as a convex space can

make optimization much easier to do in real-time. Chapter V describes a convex

approximation of the obstacle free regions that is well suited for highly maneu-

verable ground vehicles. The method is integrated into a semi-autonomous

controller and tested in a user study.

3. Relationship between Communication Delay Distributions and Tele-

operation Performance: Communication delays are inevitably introduced

when the human operator and robot platform are located in different environ-

ments. When communication is over wireless networks, as it typically is, the

delay can be time-varying, making it more difficult for human operators to com-

pensate for it. Previous studies on communication delay in teleoperation have

shown that performance with time-varying delays is worse than constant delays

with the same expected value. However, no method for relating time-varying

delays of different shapes and distributions in terms of a measure, such as path-
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following accuracy, has been found. This dissertation develops a method for

quantitatively relating teleoperation performance among time-varying delays

having different stochastic distributions. Results are presented for teleoperat-

ing driving along a path in Chapter IV.

4. Difficulty Index Definition for Driving around Obstacles: Although the

minimum time path through a series of obstacles may be the same for a number

of arrangements, the time that it takes human subjects to drive through may

vary significantly. Prior work has not formalized how driving between obstacle

gaps of different widths and locations can be quantitatively related in terms of

performance measures such as driving time or number of collisions. Chapter VI

presents a difficulty index definition for driving through a series of obstacles.

5. Relationships between Teleoperation Conditions and Performance:

While the impacts of different conditions with individual elements described

in Figure 1.1 have been extensively explored in the literature, little work has

been done to understand the interaction between these elements. User studies

and statistical models describing the interactions between automation, commu-

nication delay, and user interface are presented in Chapter V. Chapter VI also

presents statistical models from a user study describing the interaction between

automation, communication delay, and environment difficulty. These quanti-

tative relationships describing the interaction between factors will help robot

system developers to make better design decisions.

1.3 Dissertation Overview

This dissertation focuses on how performance of mobile robots with human drivers

is impacted by factors including communication delay, automation, and environment

difficulty. Chapter II discusses the literature relevant to this work and points out
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limitations. Chapter III develops a rollover prevention method for unmanned ground

vehicles with a manipulator arm. Chapter IV investigates the relationship between

different time-varying communication delays and driving performance. Chapter V

presents a method of approximating convex obstacle free regions for efficient path

planning in semi-autonomous control. It also describes a user study investigating the

interaction of communication delay and semi-autonomous control on performance in

a search task. Chapter VI defines an index for describing the difficulty in driving

around obstacles. A user study investigating the interaction of driving difficulty,

communication delay, and semi-autonomous control is also presented. Finally, Chap-

ter VII summarizes the contributions of this dissertation and suggests future research

directions.
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CHAPTER II

Background

This chapter identifies several key areas of prior robot teleoperation research in the

following two sections. The first begins with a discussion of literature on the integra-

tion of automation and a human operator through shared control. Then, automation

methods for obstacle avoidance and rollover prevention in vehicles and robotics are

surveyed. The second section focuses on factors that impact robot teleoperation per-

formance, including communication delay, automation, and task difficulty.

2.1 Automation in Teleoperation

Advancements in sensing/perception and available computational power have re-

sulted in an increasing number of autonomous features on-board teleoperated robots.

This section discusses prior work in the area of shared control, where the human

operator and automation work together to accomplish the robot’s task. Addition-

ally, prior work related to obstacle avoidance and rollover prevention is discussed to

motivate the automation methods presented in Chapters III and V.

2.1.1 Shared Control

Figure 2.1 is meant to represent a range of operation modes for robots or vehicles.

On the left is pure teleoperation, where the human operator has full control over low
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Figure 2.1: Diagram showing autonomy spectrum.

level controls for the robot, such as forward speed and turning rate. On the right

side is a fully autonomous robot that can complete a mission without any human

intervention. The area in between is a spectrum referred to as semi-autonomy. Many

different operation modes fall in the semi-autonomous spectrum. A single robot

may have multiple operating modes in the semi-autonomous spectrum that the robot

operator or robot itself may select to switch between. This setup is referred to as

adjustable autonomy [39]. Determining how and when to switch between different

semi-autonomous modes to give the best overall teleoperation system performance is

still an area of research [20].

A common approach is to only have a few operating modes and allow operators

to select their preferred mode. Semi-autonomous control modes can require very

different levels of input from the human operator and there are several different

standards for describing the level of automation. For example, the SAE levels of

driving automation [24], the NHTSA levels of vehicle automation [2], Autonomous

Levels for Unmanned Systems [46], Levels of Automation [33], and Levels of Robot

Automation [10]. The control method developed in this dissertation can best be

described as shared control in the context of Endsley and Kaber’s levels of automation

[33]. Results with this shared control automation level will be compared to pure

teleoperation and full autonomy, so that the full spectrum is covered.

There has been significant prior work in developing shared control methods.

Design of shared control methods is a two part process: 1) an autonomous plan-
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ning/control method must be selected/designed, and 2) a control arbitration method

must be selected/designed. The control arbitration determines how control is divided

between the human operator and autonomy. Control arbitration is often described

by the very simple function

u = α · uh + (1− α) · ua (2.1)

where u is the input applied to the robot, uh is the human’s input, ua is the autonomy’s

input, and α is a scalar between 0 and 1. The challenge is selecting a value for α that

results in good system performance.

Prior work has calculated α (between 0 and 1) based on how close the human

operator input was to an optimal input [34], based on the threat of the human input

resulting in a collision [5], and based on a confidence level of what the human operator

was trying to do [30]. Other works have in effect considered a discrete set of α

values, such as α = {0, 1}. For example, [11] consider control arbitration that shifts

manipulator arm control to autonomy (α = 0) when the system has high confidence

in how the human operator is trying to move the arm. The semi-autonomous control

method also allows the human to shift back control to themselves (α = 1) if they do

not like what the automation is doing.

Often times the control arbitration is integrated into the automation method itself.

That is, the automation may calculate an input for the robot based on the human

operator’s input. For example, prior work has used human operator inputs to “pull”

the robot in a desired direction. Macharet and Florencio consider a shared control

method that utilizes artificial potential fields for path planning in a telepresence robot.

In Macharet and Florencio’s implementation, the human operator’s input creates an

area of attraction in the direction the operator wants the robot to move [69]. Janabi-

Sharifi and Hassanzadeh developed a shared impedence control method for driving
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mobile robots. The human operator inputs a desired velocity vector for the robot to

a 2D joystick. The automation then calculates a force to apply back to the joystick

the human operator is holding based on the location of obstacles around the robot.

That is, the force applied to the human operator’s hand from the joystick tries to

move the robot in a direction away from obstacles [51].

Chipalkatty, Droge, and Egerstedt arbitrate control between the human operator

and automation in robot driving by trying to minimize the error between the human

and automation inputs, while driving towards a goal position [21]. Their approach

formulates shared control as a model predictive control (MPC) problem. However,

their formulation does not consider obstacle avoidance. The work in Chapter V

describes a similar formulation to [21] and develops a computationally efficient way

of representing obstacle-free areas.

2.1.2 Model Predictive Control Based Obstacle Avoidance

In the area of motion planning and obstacle avoidance, prior work has investi-

gated using artificial potential fields [57], vector field histogram [12], dynamic window

[38], and model predictive control (MPC) [5]. Artificial potential fields require little

computational power, but typically do not consider vehicle kinematic and dynamic

constraints. The vector field histogram and dynamic window methods are able to

consider some vehicle dynamics, but are limited in the complexity of the model they

can consider. MPC based obstacle avoidance methods have become most popular

recently due to improvements in computing power and optimization solvers. While

MPC based methods tend to be computationally more expensive than previous meth-

ods, they are able to use accurate models of the vehicle and its environment to cal-

culate optimal paths. MPC based methods can scale well from simple vehicle models

to complex nonlinear models depending on the computing resources available. The

control designer has much flexibility over how to define the cost function and what
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to define as optimal. Integrating a human operator into the MPC loop is currently

an area of active research [93, 35, 6, 21].

Two of the main challenges with human-in-the-loop MPC are 1) estimating human

input over the MPC solution horizon, and 2) formulating the MPC problem such

that it can be solved fast enough. With regards to estimating the human input

over the MPC horizon, some researchers simplify this challenge by assuming that the

human input or a position the human is trying to move towards is known [35, 6].

This assumption is reasonable in many situations, e.g., driving in structured highway

environments, or when solving the MPC problem for short solution horizons. If

the exact goal of the human operator is not known, but a few candidate goals are

known, then [52] have suggested a method of probabilistically estimating the goal

based on a history of inputs. Other researchers have suggested methods of generating

a probabilistic estimate of the human input or desired trajectory using past human

operator data [93, 30, 41].

With unlimited computation power, one might imagine formulating the MPC

problem to contain a very detailed dynamic model of the robot being controlled and its

environment. However, high fidelity dynamic models of robots are often nonlinear and

representations of safe regions for robot navigation in an environment with obstacles

are often non-convex. More recent advances in optimization methods have made

including nonlinear dynamics (as long as the problem is still convex) possible without

large sacrifices in computation time [4]. However, non-convex optimization is still

challenging to do quickly and it is difficult to guarantee convergence to a globally

optimal solution. As a result, some prior work has used optimization methods that

focus on finding the best of a group of local minima [41]. Other researchers have

focused on how to formulate the MPC problem as a convex optimization problem.

Non-convex constraints often arise when mathematically representing the feasible

regions for the robot to move in the environment. In general, researchers have tried
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to define a single or multiple convex regions that approximate the non-convex space.

Liu et al. have suggested partitioning the non-convex feasible region of the robot

using triangular sections constructed from each visible obstacle corner [64]. With this

set of convex feasible regions, they formulate a multi-stage optimal control problem to

handle the transitions between each of the feasible regions and calculate the optimal

control input [64]. Similarly, Diets and Tedrake have developed a method (called

IRIS) of segmenting a non-convex obstacle free space into several convex regions that

approximate the non-convex space [27]. Diets and Tedrake have demonstrated that

with IRIS they can formulate the path planning and obstacle avoidance problem

for a UAV as a mixed-integer programming problem [28]. Both Liu and Diets have

demonstrated that their optimization formulations can be solved on time-scales on the

order of seconds using only laptop computing resources [28, 65]. Solve-times on this

time scale work well for trajectories that can be pre-planned, but for uninterrupted

operation with a human-in-the-loop, faster solve times are required.

Erlien et al. use an environmental envelope representation for the feasible region

of the vehicle in a highway operation scenario with an obstacle in the road. The

environmental envelope applies a constraint on the vehicle’s lateral position in the

MPC formulation by assuming the vehicle will continue moving forward at a constant

speed along the road [35]. Similarly, Anderson et al. construct a homotopy of the

safe regions that the vehicle can feasibly travel. The homotopy representation is then

converted into constraints on the vehicle’s lateral position in the MPC problem, based

on assumptions of the vehicle’s path forward. Both convex approximations by Erlien

et al. and Anderson et al. allow for rapid solving of the MPC problem (multiple

times per second) and are well suited for highway type scenarios [6]. However, these

methods are not well suited for operation in less structured driving scenarios, e.g.,

a mobile robot that is not following a road and could be rapidly turning around to

head in the opposite direction.
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The aerospace industry has similar challenges in path planning and obstacle avoid-

ance that occur in environments without obvious roads or paths to follow. This prob-

lem has been approached by using hyperplanes to segment off areas free of obstacles.

However, selecting static hyperplane constraints can result in a very conservative rep-

resentation of the safe region for the vehicle. By allowing the hyperplane constraints

to vary over the MPC solution horizon, a less conservative representation of the vehi-

cle’s feasible region can be created while still allowing the MPC problem to be solved

rapidly in real-time. One such method of varying the hyperplane constraints is by

allowing the constraints to rotate around the edges of obstacles they are bounding

[85]. More detail about using rotating hyperplane to construct convex feasible regions

will be discussed in Section 5.2.2.

2.1.3 Rollover Prevention and Modeling

Prior work has investigated dynamically moving a manipulator arm on-board a

mobile base to increase rollover stability. One approach has been to develop strategies

to control the position of the Zero Moment Point (ZMP). The ZMP is “defined at

the point on the ground about which the sum of all the moments of active force is

equal to zero” [47]. As long as the ZMP is inside the polygon formed by the mobile

base’s contact points with the ground, the mobile manipulator is stable. Huang et al.

initially developed a motion planner for the manipulator using a potential field that

drives the ZMP to the center of the stable region as the mobile base drives around

[47]. In later work they developed an improved motion planner that, in addition

to maintaining stability, aimed to maintain high manipulability and minimize the

manipulator’s path acceleration [48].

Kim and Chung investigated a dynamic weight-shifting system that combines the

mobile base and manipulator arm subsystems allowing them to maintain rollover sta-

bility for both mobile base locomotion and manipulator-oriented tasks [58]. Lee et
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al. use invariance control and recursive analytic gradients with the ZMP to increase

robustness and computation speed in their dynamic weight-shifting control law [62].

These prior works [47, 48, 58, 62] consider simple mobile bases (without suspension)

that are limited to relatively low operation speeds (simulations results were at speeds

of approximately 2 m/s). In this dissertation, a high-speed mobile base with a sus-

pension and Ackermann steering is considered (results in simulation up to 15 m/s

and in hardware up to 5 m/s).

Patel and Braee have considered rollover prevention of a high-speed mobile base

with Ackermann steering. They proposed to add a “tail” to the mobile base to

increase maneuverability [82, 83]. The “tail” provides a reaction moment due to a

change in angular momentum as it moves to help stabilize the vehicle similar to the

function of the arm in [47, 48, 58, 62]. However, the stabilizing reaction moments can

only be applied for short durations due to stroke limit. With the method proposed in

this dissertation, the control strategy for the manipulator arm is to keep the center

of gravity (CG) low and provide a stabilizing moment due to gravity’s effect on the

arm.

A rollover model is required to conduct the analysis. Modeling rollover of Acker-

mann steer vehicles is well-researched. Models consider two types of rollover: tripped

and untripped. According to the National Highway Traffic Safety Administration, in

tripped rollover the vehicle’s tires dig into soft soil or strike an object that causes the

vehicle to overturn. In untripped, the vehicle does not strike any objects; rollover is

induced by a severe maneuver [45].

Untripped rollover models range from very simple one degree of freedom (DOF) to

very complex models with 14 DOF or more [14, 22, 63, 86, 94]. Many simple rollover

models decouple handling and roll dynamics. Rajamani derived a simple 1 DOF roll

model that includes effects of a roll center offset from the vehicle CG [86, Ch.15]. This

roll model can be coupled with the 2 DOF handling model also derived by Rajamani
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[86, Ch.2]. Cameron and Brennan describe how a 3 DOF model (2 DOF handling

model and 1 DOF roll model) can give a good prediction of performance for an actual

vehicle [14]. Chen and Peng discuss the accuracy of several simple rollover models

including a decoupled 2 DOF roll model with sprung and unsprung masses [17].

A higher fidelity 14 DOF vehicle model developed by Shim and Ghike was shown

to give very similar outputs to commercial vehicle simulation packages [94]. Many re-

searchers have used commercial vehicle simulation packages such as CarSim or Truck-

Sim to test controllers for preventing rollover [16, 19]. However, adding in custom

dynamics (e.g. effects of a manipulator arm) can be challenging in commercial soft-

ware packages.

General multibody dynamics simulation packages such as Adams have also been

used to develop rollover prevention methods [63]. Chiu developed a vehicle rollover

model in Simulink SimMechanics [22] and evaluated a differential braking controller to

prevent rollover [23]. SimMechanics is also an effective tool for modeling manipulator

arm dynamics [112]. The model selected for analysis of the dynamic weight-shifting

method in this dissertation is based on Chiu’s model [22] in SimMechanics and will

be discussed in Section 3.2.

To understand the effect of the dynamic weight-shifting method, it will be com-

pared using rollover stability metrics both with and without the weight-shifting

method. One common measure of rollover stability is related to wheel load trans-

fer. Wheel load transfer metrics, such as those developed by Odenthal et al. [79], are

simple and intuitive. Other rollover stability metrics include the force-angle stability

measure for low speed mobile manipulators [81]. Peters and Iagnemma defined a sta-

bility moment measure for mobile robots operating at high speeds [84]. Moosavian

and Alipour developed a moment-height stability measure [77]. Chen and Peng de-

veloped a time-to-rollover metric [17]. Lastly, energy based rollover stability metrics

have been developed based on vehicle roll kinetic energy and tipover potential en-
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ergy [78]. This dissertation will primarily consider wheel load transfer metrics when

discussing rollover stability due to their effectiveness and intuitiveness.

2.2 Factors Impacting Teleoperation Performance

Factors including communication delay, automation and task difficulty each have

been shown to have a significant impact on teleoperation performance. This section

discusses prior research that has explored the impact of these factors and identifies

gaps in the literature to help put the work presented in Chapters IV-VI in context.

2.2.1 Communication Delay

It is well-established that communication delay has a detrimental impact on tele-

operation performance, and time delay is known to be one of the most significant

factors affecting remote perception [18]. Sources of delay in a teleoperated robot

system include network delays, sensing delays, and processing delays [108].

One of the earliest studies in this domain investigated open-loop position control

of a remote manipulator, and found that users adopted a move-and-wait strategy

when the delay was above 1.0 second [92]. Since Sheridan’s early work [92], many re-

searchers have focused on methods of reducing the impact of communication delay on

teleoperation performance. Strategies include using predictors [96], using augmented

reality [113], adapting control gains [91], automating subtasks [39], and using different

input modalities (e.g., hands-free operation using gestures [72] or voice [111]).

Many of these methods have been shown to be effective at improving teleoperation

performance. However, it may be difficult for designers of robot teleoperation systems

to decide when it is appropriate to include such methods. That is, when does the

improvement in teleoperation performance justify the added cost to include such

teleoperation assistance features? To answer that question, an understanding of the

relationship between performance and delay is required.
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Sheridan’s early studies on time-delayed space telerobotics provided a theoret-

ical basis for predicting performance as measured by task completion time under

constant delay, assuming operators performed tasks as a series of discrete open-loop

movements [92]. Since then, significant research has been done to describe the rela-

tionship between constant delay and mobile robot teleoperation performance under

conditions ranging from 2D driving [67, 26] to 3D underwater navigation tasks [25].

The directionality of the delay (whether user-to-robot or robot-to-user) has also been

investigated, where it has been found that users felt robot control was more diffi-

cult when the delay was in the robot-to-user direction, but no objective difference in

performance was observed [67].

Much of the work investigating the impact of communication delay on wheeled

mobile robot teleoperation performance has focused on designing stable haptic con-

trol devices [61], incorporating techniques such as asymptotic tracking of position and

force [40]. Studies have investigated how communication delay combined with human

operator training [51] or additional sensor feedback or assistance [88] impacts mobile

robot teleoperation performance. However, these studies only consider constant com-

munication delay.

Real-world communication delay is often time-varying. For example, Ford demon-

strated a “remote repositioning” system capable of cross-country vehicle teleopera-

tion. The cellular networks used for communications had variable delays and band-

width restrictions [74]. Research that has investigated the impact of time-varying

delay on performance metrics other than stability (e.g., time to complete a task,

number of collisions with obstacles) has only compared time-varying delay with con-

stant delays [67, 26]. Prior work has not suggested how features of a time-varying

delay distribution (e.g., mean and variance) could be quantitatively related to other

time-varying or constant delays in terms of teleoperation performance metrics beyond

stability.
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2.2.2 Automation

Prior studies have explored how automation impacts robot operation performance

in applications ranging from small commercial telepresence robots [105] to large mili-

tary tactical vehicles [76]. Both [105] and [76] used steerable waypoint interfaces with

obstacle avoidance where operators would control the location of a waypoint that the

robot would drive towards. Neither study observed faster driving task completion

times with the steerable waypoint feature. Takayama et al. did observe fewer colli-

sions between the robot and objects in the environment when using the automation

feature.

A more popular approach than the steerable waypoint for shared control allows

subjects to directly input velocity or steering commands for the robot. As mentioned

in Section 2.1, model predictive control (MPC) is a popular method used for this

type of shared control. Several studies have shown that MPC based shared control

methods for obstacle avoidance result in faster course completion times when driving

robots [6, 21, 55]. Furthermore, [6] has shown that use of haptic feedback improves

performance. Video stabilization was also shown to improve course completion time

[55].

Macharet and Florencio considered shared control of a telepresence robot with

different levels of autonomy. Their shared control method was capable of adjusting

low level velocity inputs from the human operator to avoid collisions or suggesting

longer paths for the robot to take in the environment. Both modes are available

for the human to use during operation. Results from a user study with their control

method demonstrated both faster drive times and fewer collisions with the automation

feature in comparison to pure teleoperation [69].

Finzi and Orlandini consider a semi-autonomous control method that uses su-

pervisory control. That is, the human operator can give higher level directions or

commands to the robot and the automation calculates the lower level commands.
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The supervised control method is compared to a pure teleoperation test case and au-

tonomous mode in a user study. For a search task, results show that the supervisory

control allowed users to find more items and cover more area than with full autonomy.

While number of items found and area coverage were close when comparing the pure

teleoperation and supervised control, the number of collisions was much lower with

supervisory control [36].

Bruemmer et al. explored the impact of who is primarily in control. That is, in

one operating mode the human operator is primarily in control and the automation

intervenes when the human is about to collide with an obstacle. In the second operat-

ing mode, the automation is primarily in control and the human operator intervenes

when they disagree with the automation’s action. Results indicated subjects were

able to find more objects in a search task when they were primarily in control and

the automation only intervened to avoid collisions [13].

Each of the studies mentioned in this section have considered the impact of semi-

autonomous control independent of communication delay and environments of varying

difficulties. There are few studies that have investigated the interaction between com-

munication delay and semi-autonomous control. One such study that has investigated

this interaction was by [67]. Luck et al. found that for a mobile robot driving task

with no time delay, course completion time was hardly impacted by the level of auton-

omy on the robot. This result motivates the questions: under what delay conditions

does semi-autonomous control improve performance? With which semi-autonomous

control methods/interfaces does time delay degrade performance most?

2.2.3 Task Difficulty

The environment itself can have a large impact on how teleoperated vehicle per-

formance is affected by factors like human operator ability, automation features and

communication delay. Several prior works have suggested methods of representing
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environment complexity in this context. For example, the Autonomy Levels for Un-

manned Systems (ALFUS) framework assigns an overall difficulty to a teleoperation

task based on ratings across three categories: 1) Mission Complexity, 2) Environ-

ment Difficulty, and 3) Human Independence [75]. The ratings for each category are

assigned a number on a scale from 1 to 10 based on a subjective rating.

Durst et. al presented a method for predicting the Mission Performance Potential

(MPP) for unmanned systems, which can be used to estimate the best possible per-

formance for a given mission at a given autonomy level [31]. The method uses fuzzy

inference and logic with data about the unmanned vehicle to calculate an MPP. How-

ever, it is difficult to gain much physical intuition about how these factors impact

performance.

Lampe and Chatila suggest an entropy based method for evaluating autonomous

mobile robot performance in different environments [60]. The robot’s environment is

broken down into an occupancy grid and the obstacle density in each area of the grid

is used to calculate the entropy of the environment. The entropy measurement was

shown to be positively correlated with the time taken to drive through an obstacle

filled environment [60]. That is, the more randomly distributed obstacles there are

in an environment, the longer it takes to pass through it.

The three previous works discussed [31, 60, 75] all consider the robot’s environment

in a coarse sense. To consider environment difficulty at a finer scale, one can look at

how human movement has been modeled. Fitts’ Law is an empirical law for describing

the time that it takes a person to move their finger (or another object attached to

their hand) from one location to another [37]. It says that movement time to a goal

position can be described as a linear function of the movement’s difficulty index (ID),

where the ID is a log function of distance to the goal and width of the goal [37].

Fitts’ Law has become very popular in the human factors field, due to its simplicity

and utility in predicting movement times. Many researchers have since explored
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other conditions and adaptations that result in similar empirical movement time laws.

MacKenzie and Ware conducted tests where subjects had to move a mouse cursor to

different goal positions under conditions of delay ranging from 8-225 ms. They found

that with an additional term for the delay in the ID definition, a linear relationship for

movement time versus ID could be produced [70]. Similarly, other researchers have

shown that Fitts’ Law can be modified to include terms for moving around obstacles

in 2D [53] and 3D [107]. Liu and van Liere demonstrated how movement speed varies

for subjects tracing out 3D paths of varying curvatures [66]. However, all of these

previous works [53, 66, 70, 107] consider humans moving their hand or extensions of

their hand without significant dynamics.

Beyond human movement, some researchers have explored developing empirical

laws for human control of dynamical systems. For example, Zhai, Accot, and Woljer

developed a steering law that predicts the driving speed for a vehicle moving along

paths of different shapes and widths [116]. Test subjects were explicitly shown the

path that they should follow; much like driving on a road with an Ackermann steer

vehicle. Helton also conducted a set of user tests for teleoperation of unmanned

ground vehicles around 90o corners [42]. The results suggest a cornering law that

relates the time to navigate around a corner to a function of the width of the vehicle

and the width between the walls on the corner.

Of the methods for describing difficulty discussed in this section, many of the

ones related directly to unmanned system operation provide too coarse of a difficulty

measurement to predict shorter movement times [31, 60, 75]. The methods based

on Fitts’ Law show promise, but only a few have actually been applied to robot

operation [42, 116]. These methods have been applied to following paths of a given

width indicated to the user, much like driving on a highway road. Aside from this

dissertation work, there are no methods for representing environment difficulty for

teleoperation movement in environments with obstacles and no defined path.
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CHAPTER III

Dynamic Weight Shifting for Rollover Prevention

3.1 Introduction

Mobile manipulators are typically restricted to slow operating speeds and tame

maneuvers. The manipulator arm contributes to a high center of gravity, making

the vehicles more prone to rolling or tipping over. Typically, manipulator arms are

kept in static positions while the mobile base drives. Previous works discussed in

Section 2.1.3 suggest using reaction torques from a manipulator arm’s inertia to sta-

bilize roll motion. This strategy is useful in high lateral acceleration turns for very

short periods of time. However, for long duration turns at high lateral acceleration,

the actuators will neither have enough torque nor large enough stroke to stabilize

roll motion. This chapter proposes a new dynamic weight-shifting control method for

an existing manipulator arm that aids with long duration, high lateral acceleration

turns. The new method keeps the manipulator arm’s CG low. The reaction moments

from its inertia are small in comparison to the reaction moments due to gravity.

This chapter is based on publications [103, 101]. The remainder of this chapter

is organized as follows. Section 3.2 describes the dynamic weight-shifting method

and how it is modeled in both a Linear and Nonlinear Model. Section 3.3 com-

pares simulation results with the Linear and Nonlinear Models. Section 3.4 presents

a sensitivity analysis of manipulator arm parameters, then describes how dynamic
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weight-shifting reduces vehicle roll motion and improves maneuverability with both

nonlinear simulation and hardware experiments. Lastly, Section 3.5 summarizes the

conclusions.

3.2 Vehicle and Manipulator Model Description

In this work, a high-speed UGV with a manipulator arm attached to it is consid-

ered. This type of UGV could be used for a variety of tasks including scouting or

retrieving objects. Typically, manipulator arms are kept in a static position during

driving tasks, so the dynamic models for driving and manipulation can be developed

independently. However, the dynamic weight-shifting method in this dissertation will

need to capture the interaction of moving the manipulator arm while driving.

The UGV base will be modeled as a vehicle with front-wheel Ackermann steering

and rear-wheel drive - a typical setup for high-speed UGVs. The manipulator arm

will modeled as a two-link arm with revolute joints and an end effector - an arm

representative of those used to retrieve objects.

Two different models will be compared and used to carry out the analysis. The first

is a simple 3 DOF linearized model (referred to as the Linear Model) that decouples

the handling (2 DOF) and roll dynamics (1 DOF). The Linear Model is used to

gain physical intuition of the effects of the manipulator arm and could be used in

model-based control methods.

The second is an 11 DOF Nonlinear Model developed in SimMechanics from a

vehicle model by Chiu [22]. Chiu’s model was chosen because of its high fidelity and

flexibility to add manipulator arm dynamics.

3.2.1 Assumptions and Definition for Rollover

In this work terrain roughness is neglected and it is assumed that the mobile

manipulator is operating on a flat smooth surface similar to that of a paved road.
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The inputs given to each model are a steering angle δ and the forward velocity of the

vehicle Vx (assumed to be kept constant in the Linear Model). It is assumed that

the vehicle roll angle φ can be estimated on-board (this estimate of φ will be used to

control manipulator arm joint angles).

Additionally, since terrain roughness is ignored, only untripped rollover is consid-

ered and the critical rollover condition is defined to be when one of the wheels lifts off

the ground (when the normal force Fz on one of the tires becomes zero). The models

used are only valid when all wheels are on the ground.

3.2.2 Linear Model

A linear model was first developed to gain physical intuition of the effects of

automatically moving a manipulator arm on a vehicle during turning. A simple

2 DOF handling model was chosen to determine the lateral acceleration output for a

given steering input. The vehicle handling model assumes a constant forward velocity

Vx and linear tire model. The input is front wheel steering angle δ and output is lateral

acceleration ay.

The lateral acceleration calculated from the handling model is input into a simple

1 DOF model used to describe the roll dynamics [17]. The manipulator arm is treated

as an element that provides reaction forces and a moment to the vehicle at its point of

contact with the vehicle. The 1 DOF roll model has an input of lateral acceleration ay

and an output of roll angle φ. Both the handling and roll dynamics will be presented

in state-space form ẋ = Ax + Bu, y = Cx with state x, input u, output y, state

matrix A, input matrix B, and output matrix C defined in the next two subsections.

3.2.2.1 Linear Handling Model

Figure 3.1 shows the free body diagram for the handling model. Coordinate frame

x0, y0, z0 represents the world fixed frame and frame x1, y1, z1 is attached to the vehicle
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Figure 3.1: Handling dynamics 2 DOF bicycle model.

body. The vehicle has yaw inertia Iz, mass m with the CG located a distance `f from

the front wheel and `r from the rear wheel. Thus, the wheelbase is ` = `f +`r. Energy

stored in this system is in the form of kinetic energy, so states of lateral velocity Vy

and yaw rate ψ̇ are the only two needed, xhand =
[
Vy ψ̇

]T
. The input to the system

is the front steering angle δ. The dynamic equations of motion for this planar model

result from summing up the moments about the body center of gravity (CG) and

adding up the forces in the lateral direction of the vehicle fixed frame.

m
(
V̇y + ψ̇Vx

)
= Fyf cos δ + Fyr

Izψ̈ = `fFyf cos δ − `rFyr
(3.1)

In the Linear Model, forward velocity Vx is assumed to be constant. A linear

tire model is used, such that the front and rear lateral forces can be described as

Fyf = Cαfαf and Fyr = Cαrαr, respectively. Note that Cαf and Cαr are the front

and rear cornering stiffness. These values are difficult to measure, so they will be

tuned to match up the Linear Model handling behavior with the Nonlinear Model in

Section 3.3. The values of αf and αr are the front and rear tire slip angles defined as

αf = δ − tan−1 Vy + `f ψ̇

Vx
, αr = − tan−1 Vy − `rψ̇

Vx
(3.2)
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Substituting (3.2) into (3.1) using the linear tire model results in,

m
(
V̇y + ψ̇Vx

)
= Cαfδ cos δ − Cαf tan−1 Vy + `f ψ̇

Vx
cos δ − Cαr tan−1 Vy − `rψ̇

Vx

Izψ̈ = `fCαfδ cos δ − `fCαf tan−1 Vy + `f ψ̇

Vx
cos δ + `rCαr tan−1 Vy − `rψ̇

Vx

(3.3)

The above equations were linearized about states Ṽy = 0 m/s, ˜̇ψ = 0 rad/s and an

input of δ̃ = 0 rad. Next, the linearized equations were rearranged into state space

form to have an output of lateral acceleration ay with the state matrix Ahand, input

matrix Bhand, and output matrix Chand shown below (Note: these derivations agree

with Rajamani’s bicycle model derivation [86, Sec. 2.3])

Ahand =

 −Cαf+Cαr
mVx

`rCαr−`fCαf
mVx

− Vx
`rCαr−`fCαf

IzVx
− `f

2Cαf+`r
2Cαr

IzVx


Bhand =

 Cαf
m

`fCαf
Iz


Chand =

[
−Cαf+Cαr

mVx

`rCαr−`fCαf
mVx

]
(3.4)

The transfer function relating the steering angle input to lateral acceleration output

can be found from Ghand(s) = Ay(s)

∆(s)
= Chand(sI − Ahand)−1Bhand. The steady state

gain is found by evaluating Ghand,SS = Ghand(iω)
∣∣
ω=0

and is:

Ghand,SS =
CαfCαr`Vx

2

(`rCαr − `fCαf )mVx2 + CαfCαr`2
(3.5)

3.2.2.2 Linear Roll Model

The linear roll model was derived based on Figure 3.2. Again, coordinate frame

x0, y0, z0 represents the world fixed frame and frame x1, y1, z1 is attached to the main

vehicle body. Frame x2, y2, z2 is attached to the manipulator arm link directly con-
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Figure 3.2: Diagram of 1 DOF model used for roll dynamics.

nected to the main vehicle body. All arrows specifying forces and moments are drawn

in the positive direction. Figure 3.2 is drawn for a vehicle performing a left turn

with positive roll angle and positive lateral acceleration. The physical parameters

are described in Table A.1. The vehicle is assumed to have a width of 2T and make

contact with the ground on its left and right side. Each side of the vehicle roll model

has a stiffness kt and damping bt that contribute to the vertical loads.

A two-link manipulator arm connected to the vehicle at its CG is considered. The

arm is assumed to consist of massless links with length L and an end effector with

mass mee. Thus, the arm has weight Wee = meeg and increases the total weight of

the vehicle to W = (mv + mee)g. The manipulator arm can move independently of

the vehicle body. Thus, it is important to model the reaction moments and forces at

the point where the arm is connected to the vehicle body to understand how the arm

and vehicle body interact. The manipulator arm joints will be controlled such that
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the end effector mass is kept at the same height as the vehicle center of gravity h.

Controlling the end effector position in this way will cause the moment arm in the z0

direction to be zero, thus the lateral force Weeay will not contribute to Ma.

In order to keep the end effector position at the same height as the vehicle CG,

the joint angles of the arm are selected to be in positions proportional to that of the

roll angle φ of the vehicle. In this case Joint 1 attached to the vehicle is proportional

to φ by constant −Kφ, where joint angle −Kφφ is measured with respect to the z-axis

of the vehicle fixed frame. Joint 2 is attached to the end of Link 1 and is positioned

at an angle of 2φ(Kφ − 1) − 180o measured with respect to the z-axis of the Link 1

fixed frame.

With the manipulator arm end effector controlled in this way, the reaction moment

due to the arm will be the weight of the end effector multiplied by its distance from

the vehicle CG: Ma = −2WeeL sin(φ(Kφ − 1)). Note the following about this control

law:

• Since Kφ appears inside the sin term and small angle approximations will be

used in the Linear Model, the roll model will be more accurate for small Kφ

and small roll angles φ.

• For Kφ = 1 the arm mass will always be located at the CG of the vehicle and

contribute no moment. This case will be referred to as the “arm stationary”

case (Arm Stat.).

• For Kφ > 1 the arm mass will apply a stabilizing moment to the vehicle (as it

rolls). This case will be referred to as the “arm moving” case (Arm Mov.).

• For Kφ < 1 the arm mass will apply a destabilizing moment to the vehicle as it

rolls. Therefore only Kφ ≥ 1 is considered.

The energy stored in this system is in the form of kinetic and potential energy, so

the states will be roll angle φ and roll rate φ̇, xroll =
[
φ φ̇
]T

. The input to the system

28



is the lateral acceleration ay. The dynamic equations of motion for this planar model

result from summing up the moments about the body CG and substitution in the

expression for Ma.

Ixφ̈ = −2ktT
2φ− 2LWee sin (φ (Kφ − 1))− 2btT

2φ̇+Whay (3.6)

After applying small angle approximations to (3.6), the result is state matrix Aroll,

input matrix Broll, and output matrix Croll.

Aroll =

 0 1

−2ktT 2−2LWee(Kφ−1)

Ix
−2btT 2

Ix


Broll =

 0

Wh
Ix


Croll =

[
1 0

]
(3.7)

The transfer function relating the lateral acceleration input to roll angle output

can be found from Groll(s) = Φ(s)
Ay(s)

= Croll(sI −Aroll)−1Broll. The steady state gain is

found by evaluating Groll,SS = Groll(iω)
∣∣
ω=0

and is displayed in Eqn. (3.8). If the arm

mass is considered to be stationary at the vehicle CG, then the arm will provide no

moment Ma to the vehicle. This case (Arm Stat.) can be treated as Kφ = 1 causing

the 2LWee(Kφ − 1) term in the denominator of Eqn (3.8) to become zero. The case

where the arm is actively moving (Arm Mov.) to provide a stabilizing moment (e.g.

Kφ > 1) will cause the 2LWee(Kφ − 1) term in the denominator to be positive.

Groll,SS =
Wh

2ktT 2 + 2LWee(Kφ − 1)
(3.8)
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3.2.3 Nonlinear Model

The Nonlinear Model description is broken down into the vehicle model adapted

from prior work [22] and a custom made manipulator arm model. The vehicle and

manipulator arm models were coupled together using Simulink’s SimMechanics and

SimElectronics tools.

3.2.3.1 Vehicle Model

The multi-body vehicle rollover model used in this simulation was developed and

verified by Chiu [22]. The model will be briefly described here starting with the main

vehicle body shown in Figure 3.3. Attached to the vehicle body CG is the standard

ISO coordinate system with the x-axis forward in the longitudinal direction, the y-

axis to the left in the lateral direction and the z-axis upward in the vertical direction

[90]. Connected to the vehicle body are the front and rear axles. The front and rear

axle bodies are connected by 1 DOF revolute joints each having their own roll stiffness

and damping. Connected to each the front and rear axles are two wheel bodies. The

two front wheels are each given a yaw DOF in the z-axis direction to accept a steering

input angle δ. Each wheel body has a vertical stiffness and damping and interacts

with the road through a 6 DOF joint.

The longitudinal and lateral tire-ground contact patch forces are calculated using

Pacejka’s Magic Formula tire model [80, Ch. 4]. Parameters for the tire model were

obtained from Table 4.1 of [80]. The Magic Formula used takes into account the

effects of the tire camber angle γ when the vehicle begins to roll. The normal or

vertical force on each tire is calculated at each step of the simulation based on its

vertical stiffness and damping interaction with the ground. If the position of the

bottom of the tire is calculated to be above the ground, this condition corresponds to

the tire lifting off. Traction force is applied to the rear wheels and longitudinal speed

of the vehicle is controlled using a PID controller.
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Figure 3.3: Functional diagram of nonlinear vehicle and manipulator arm model
(adapted from Chiu [22]).

This model was originally developed with parameters for a full-size commercial

van (approximately 2800 kg) in [22]. In order to make this simulation more relevant

to smaller UGVs, the vehicle parameters were selected to be similar to that of the

scale RC car in Figure 3.4. The RC car weighs approximately 3 kg and is 1:10 scale.

Measurements of the RC car that could be easily obtained with standard laboratory

equipment were used for the Nonlinear Model parameters (e.g. wheelbase, track

width, vehicle mass, etc.). Parameters that were difficult to accurately measure were

approximated by scaling the commercial van parameters. Based on the mass (1:1000)

and length (1:10) scales, the commercial van mass parameters were multiplied by

10−3, length parameters by 10−1, inertia values by 10−5 (mass × length2), stiffness

and damping values by 10−4 (mass × length), etc. Specific values for Nonlinear Model

parameters can be found in Table A.1.

3.2.3.2 Manipulator Arm Model

A simple two-link arm will be simulated to represent a manipulator arm on a

UGV. Both DOF are revolute joints aligned with the vehicle’s roll axis. The arm

is representative of a simple manipulator that could be used for picking objects up
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Figure 3.4: Modified 1:10 scale RC car with a two-link manipulator arm used for
experimental validation.

Figure 3.5: SimMechanics model of the manipulator arm.

around the UGV’s base. The manipulator arm parameters were selected to match

the setup in Figure 3.4.

The manipulator arm was modeled in Simulink using SimMechanics and SimElec-

tronics as shown in Figure 3.5. The arm consists of two links, each connected by a

revolute joint, and an end effector mass. The arm links are approximated as rods with

mass mL and inertia (mLL
2/12) ·diag([1 1 0]). The end effector mass is approximated

as a cuboid with mass mee and inertia (meed
2
ee/6) ·diag([1 1 1]). Each joint has 1 DOF

in the x-axis direction of the vehicle-body-fixed ISO coordinate system. Values for

the manipulator arm parameters are listed in Table A.1.
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The joints are actuated using closed loop PID position control. Included in the

control loop is a DC motor model from SimElectronics with torque saturation τm

representative of an appropriately sized motor. Each motor tracks a joint position

based on Kφ and the current vehicle body roll angle φ. The motor on the base joint

of Link 1 is attached to the vehicle body CG. Thus, reaction forces and torques due

to the arm’s dynamics are transferred back to the vehicle body.

3.3 Model Comparison

The Linear Model was used to analyze the effects of using a manipulator arm

for dynamic weight-shifting during turning maneuvers. The maneuver selected for

this analysis was a steering step-like input of magnitude δ with the vehicle moving at

constant forward velocity Vx. The steering input profile used for nonlinear simulations

in this work has a value of 0 for 1 s, then increases linearly to the final steering angle

δ over a duration of 0.2 s and remains constant.

A comparison of the Linear and Nonlinear Model was performed in steady state

at various steering inputs and forward velocities. Steering inputs of δ = 1o → 5o in

1o increments were given to the Nonlinear Model at forward speeds Vx = 2, 4, 8 m/s.

First the steady state behavior of the handling models was compared, i.e. the re-

sulting steady state lateral acceleration for a constant steering input. The result is

displayed in Figure 3.6 (a) and (b). As expected the Linear Model yields a linear

relationship of ay vs. δ with slope equal to Ghand,SS, which increases with increasing

Vx.

The Linear Model and Nonlinear Model steady state ay values line up well at

Vx = 4 m/s. At Vx = 2 m/s the Linear Model predicts slightly higher steady state

ay values. As forward speed increases to Vx = 8 m/s, the Nonlinear Model becomes

more nonlinear for steady state ay values vs. δ. Since the handling and roll models are

decoupled in the Linear Model, the steady state ay values are unaffected by whether
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Simulat ion Parameters: m e e = 0.5 kg , mL = 0.05 kg , L = 0.5 m
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Figure 3.6: Linear Model (LM) and Nonlinear Model (NLM) steady state comparison
for various steering inputs and forward velocities. The handling model comparison
is shown for Arm Stat. in (a) and Arm Mov. in (b). The roll model comparison for
Arm Stat. is in (c) and Arm Mov. is in (d).

Arm Stat. or Arm Mov. The Nonlinear Model shows that steady state ay values are

higher for Arm Mov. vs. Arm Stat., especially at higher Vx.

Next the steady state behavior of the roll models was compared. The result is

displayed in Figure 3.6 (c) and (d). Again, the Linear Model and Nonlinear Model

steady state φ values line up well at Vx = 4 m/s. At Vx = 2 m/s the Linear Model

predicts slightly higher steady state φ values than the Nonlinear Model. As forward

speed increases to Vx = 8 m/s, the Nonlinear Model deviates more from the Linear

Model steady state φ values.

The transient behavior of the Linear and Nonlinear Model was compared for a

forward speed of Vx = 8 m/s and steering input of δ = 3o in Figure 3.7. Subplots

(a) and (b) compare the lateral acceleration responses for Arm Stat. and Arm Mov.,

respectively. The transient responses line up well for Arm Stat., as one could have
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Simulat ion Parameters: V x = 8 m/s , δ = 3o

m ee = 0.5 kg , mL = 0.05 kg , L = 0.5 m
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Figure 3.7: Transient responses of the Linear (LM) and Nonlinear Model (NLM) with
Arm Stat. and Arm Mov. Simulations were run with forward velocity Vx = 8 m/s
and step-like steering input δ = 3o. Solid blue lines represent simulation results from
the NLM. Dashed green lines represents simulation results from the Linear Handling
and Linear Roll Models. Dash-dot red lines represents simulation results using the
NLM ay values with the Linear Roll Model.

predicted from Figure 3.6 (a) (since the NLM ’+’ for Vx = 8 m/s, δ = 3o was close to

the LM trendline). For Arm Mov. the Linear Model outputs a lower ay, as one could

have predicted from Figure 3.6 (b).

Subplots (c) and (d) in Figure 3.7 compare the roll angle responses for Arm Stat.

and Arm Mov., respectively. The solid blue lines represent simulation results entirely

using the Nonlinear Model. The dashed green lines represent simulation results using

the Linear Handling and Roll Models. The dash-dot red lines input the values from

the Nonlinear Model ay transient into the Linear Roll Model. When an accurate

estimate of ay is known, the Linear Roll Model lines up closely with the Nonlinear

Model, i.e. the solid blue and dash-dot red lines are close. However, when estimates

of ay are bad (e.g. dashed green line in Figure 3.7 (b)), then the Linear Roll Model
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Figure 3.8: Sensitivity of normalized roll reduction factor ρ̄ with respect to (a) link
length L, (b) end effector mass mee, and (c) control gain Kφ for the Linear and
Nonlinear Models.

will not predict transient behavior well (dashed green line does not line up with solid

blue line in Figure 3.7 (d)).

While the accuracy of the full Linear (Handling and Roll) Model suffers at higher

forward speeds (Vx ≥ 8 m/s), it does capture a similar trend to that of the Nonlinear

Model. The Linear Model can serve as a starting point for selecting parameters

that will improve roll stability. For instance, the Linear Model can help predict

how adjusting the manipulator arm link lengths L, arm end effector mass mee, or

control gain Kφ can improve roll stability (see Section 3.4.1). Since the full Linear

Model is not as well suited for predicting transient behavior at higher forward speeds,

the Linear Roll Model could be combined with a more accurate estimate of lateral

acceleration. For example, the lateral acceleration may be able to be estimated from a

desired vehicle trajectory. Then, the resulting lateral acceleration estimate and Linear

Roll Model could be used in a model-based control method. Future work could also

consider a higher DOF Linear Model that captures the dynamic interaction between

roll behavior and handling.
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3.4 Results

3.4.1 Manipulator Arm Parameter Sensitivity Analysis

As discussed in Section 2.1.3 many rollover stability metrics exist. Since the

critical rollover condition was defined to occur when a wheel lifts off the ground, the

brief survey of rollover stability metrics indicates that the normal load transfer metric

R defined in [79] is well suited for this analysis because of its simplicity and relation

to the critical rollover condition. This load transfer metric is shown in Eqn. (3.9),

where FL refers to front left and FR to front right tire when sitting facing forward in

the vehicle.

R =

∣∣∣∣Fz,FL − Fz,FRFz,FL + Fz,FR

∣∣∣∣ (3.9)

The load transfer metric R can be used to calculate the roll reduction factor ρ as

defined in Eqn. (3.10), where Rmov. is load transfer metric for the Arm Mov. case and

Rstat. is the load transfer metric for the Arm Stat. case.

ρ =
Rstat. −Rmov.

Rstat.

(3.10)

In steady state with the Linear Model, the relationship between R and φ is found

by subtracting the right from the left normal force in Figure 3.2 and dividing by the

total weight of the system. Additionally, in steady state the roll rate φ̇ is zero. The

result is Eqn. (3.11), where φss is the steady state roll angle.

Rlin =

∣∣∣∣W/2 + ktTφss − W/2 + ktTφss
W

∣∣∣∣
=

2ktT

W

∣∣φss∣∣ (3.11)

Thus, the load transfer metric is proportional to φ by a constant that is independent

of whether Arm Stat. or Arm Mov. in the Linear Model case. Therefore, the roll
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reduction factor can be expressed as a function of only steady state roll angles for the

Linear Model case as shown in Eqn. (3.12).

ρlin =

∣∣∣∣φss,stat. − φss,mov.φss,stat.

∣∣∣∣ (3.12)

Since the handling and roll dynamics of the Linear Model are decoupled, the

steady state gain contribution from the handling model in ρlin will cancel out. Thus,

ρlin is independent of Vx and δ and can be expressed as a function of only the linear

roll model parameters.

ρlin = 1− ktT
2

ktT 2 + LWee(Kφ − 1)
(3.13)

For very small L and/or Wee, ρlin will approach zero. For very large L and/or Wee,

ρlin will approach one.

With the roll reduction factor developed above, an arm parameter sensitivity

analysis was performed. Figure 3.8 (a) displays an analysis of the sensitivity of the

manipulator arm link length L. Along the horizontal axis, L is varied between 20%

and 300% of its nominal value of L = 0.5 m. The vertical axis displays the normalized

roll reduction factor ρ̄, which is defined as the calculated roll reduction factor divided

by the roll reduction factor at the nominal case of L = 0.5 m.

ρ̄ =
ρ

ρnom
(3.14)

Figure 3.8 (b) displays an analysis of the sensitivity of the manipulator arm end

effector mass mee. Along the horizontal axis, mee is also varied between 20% and 300%

of its nominal value of mee = 0.5 kg and the vertical axis displays the normalized roll

reduction factor ρ̄ shown in Eqn. (3.14).

Lastly, Figure 3.8 (c) displays an analysis of the sensitivity of the manipulator
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arm joint angle constant Kφ, which is varied between Kφ = 1 (Arm Stat.) to Kφ = 5.

The nominal value used in calculating ρ̄ is Kφ = 2.

The Nonlinear Model was run at test cases of Vx = 4 and 8 m/s with δ = 4o.

Figure 3.8 shows that the Linear Model predicts a similar trend as the Nonlinear

Model in the area around the nominal parameter value. As the parameter is increased

further, it appears that the Linear Model does begin to slightly over-predict the

normalized roll reduction factor of the Nonlinear Model.

From the Linear Model analysis in Eqn. (3.13) it is evident that L and mee have

similar sensitivities. Both appear in the same term in the denominator and have a

power of one. For this example with the nominal case of L = 0.5 m and mee = 0.5 kg,

the lines for the Linear Model sensitivities are very close. However, one can see that

if the end effector mass were an order of magnitude larger than the nominal case and

the link lengths were smaller or the same as the nominal case discussed, then mee

would have a higher sensitivity than L.

This sensitivity analysis also shows that Kφ has a similar sensitivity to that of

L and mee. This insight is valuable because improvements in roll reduction factor

similar to that obtained by increasing L and mee can be achieved by only adjusting

Kφ. Adjusting Kφ changes the control strategy of the manipulator arm, but it does

not require changing the arm physical parameters (which may not be feasible in

certain situations).

This analysis indicates that the Linear Model gives a good prediction of the ex-

pected improvement in reducing roll and load transfer. The Linear Model could be

a very useful tool to robot designers in assessing how much of an improvement they

could achieve in roll stability for different design scenarios. For example, the robot

designer could use the sensitivity plots in Figure 3.8 to select a gain Kφ for their robot.

In selecting Kφ the designer would want to consider how much torque the arm joint

motors can provide. To get an estimate of the torque required, the designer could
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calculate the steady state reaction moment due to the manipulator arm Ma for the

extreme case when a tire lifts off and multiply by a safety factor, e.g. τm ≥ SF ·Ma.

After using the Linear Model as a starting point for their design, it would then be

necessary to test in a higher fidelity simulation similar to the Nonlinear Model used

here.

3.4.2 Rollover Stability Analysis

While the Linear Model has been limited to only predicting steady state analysis,

the Nonlinear Model can be used to observe the transient behavior of the system.

Figure 3.9 shows the transient response for a test case of Vx = 8 m/s and step-like

steering input of δ = 4o.

Notice how the radius of the turn is smaller and lateral acceleration is larger for

the Arm Mov. case as shown in Figure 3.9 (a) and (b) respectively. This observation

indicates that moving the manipulator arm during maneuvers does affect the handling

dynamics. This trend was not captured by the Linear Model since the handling

and roll dynamics were decoupled, which helps explain deviation between the Linear

Model and Nonlinear Model in Figure 3.6.

The cause for this change in handling dynamics could be due to the difference

in normal load distribution. For Arm Mov., R will decrease indicating a more even

distribution of load between the left and right side of the vehicle. Under this condition,

the tires are able to generate lateral force more effectively and the vehicle performs a

tighter radius turn for a given steering input.

Additionally, the roll angle of the tire influences the tire behavior [80]. As the tire

experiences larger roll angles, its ability to generate lateral force decreases. This idea

agrees with the trend shown in Figure 3.6, that since the mobile manipulator with

Arm Mov. experiences a smaller roll angle φ, it is able to more effectively generate

lateral acceleration ay and perform a tighter radius turn with the same forward speed
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Simulat ion Parameters: V x = 8 m/s , δ = 4o

m ee = 0.5 kg , mL = 0.05 kg , L = 0.5 m
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Figure 3.9: Transient responses of the Nonlinear Model with constant forward velocity
Vx = 8 m/s and step-like steering input δ = 4o. Plot (a) shows the X-Y path traveled
by the vehicle , (b) shows the resulting lateral acceleration transient, (c) shows the roll
angle response, and (d) shows the tire normal load transients during the maneuver.

and steering input as the mobile manipulator with Arm Stat.

Further exploration of this effect of Arm Mov. on handling dynamics will be

discussed in Section 3.4.3. Here, a set of steering inputs that result in turns with the

same radius as shown in Figure 3.10 is considered. From Figure 3.10 (a) and (b) it

can be seen that the X − Y paths for Arm Mov. and Arm Stat. mobile manipulators

are very close, as are the lateral accelerations. Both mobile manipulators had forward

speeds of Vx = 8 m/s, however the mobile manipulator with Arm Mov. only needed a

steering input of δ = 3o, while a steering input of δ = 6o was needed with Arm Stat.
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Simulat ion Parameters: V x = 8 m/s , δ s ta t .= 6o, δmov .= 3o

m ee = 0.5 kg , mL = 0.05 kg , L = 0.5 m
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Figure 3.10: Transient responses of the Nonlinear Model with constant forward veloc-
ity Vx = 8 m/s and step-like steering input δ = 6o for Arm Stat. and δ = 3o for Arm
Mov. Plot (a) is the X-Y path traveled by the vehicle , (b) is the lateral acceleration
transient, (c) is the roll angle response, and (d) is the tire normal load transients
during the maneuver.

From Figure 3.9 and 3.10, one can see the rollover stability improvement from

Arm Mov. will appear to be larger when analyzed in terms of forward speed Vx and

path radius, rather than in terms of forward speed Vx and steering angle δ. In the

analysis for Figure 3.9 where both systems are compared in terms of the same forward

speed (Vx = 8 m/s) and steering input (δ = 4o), the roll reduction factor is ρδ = 0.12.

In the analysis for Figure 3.10 where both systems are compared in terms of the

same forward speed (Vx = 8 m/s) and X − Y path radius (δmoving = 3o, δstat. = 6o),
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the roll reduction factor is ρradius = 0.29. A larger roll reduction is found when

comparing the Arm Mov. versus Arm Stat. cases for mobile manipulators traveling

similar trajectories instead of receiving the same inputs.

3.4.3 Handling Dynamics Analysis

In order to gain some insight into how weight-shifting affects the overall stability

of the system, a batch of simulations was run with the Nonlinear Model. A range of

forward velocities of Vx = 1 to 15 m/s was run with steering inputs of δ = 1 to 15o

for both cases of Arm Stat. and Arm Mov.

Tire lift-off is defined to be when any one of the tire normal forces reaches zero.

Tire saturation is defined to be when the magnitude of the lateral and longitudi-

nal forces generated by the tire reach the friction limit. During simulations of the

Nonlinear Model the following three conditions occurred:

1. NTLO,NTS: No tire lift-off and no tire saturation

2. NTLO,TS: No tire lift-off and tire saturation

3. TLO,NTS: Tire lift-off and no tire saturation

Data from the simulation runs was checked to see which one of three conditions it

exhibited during the transient response. If tire lift-off or tire saturation was detected

at any point during the transient, then that combination of forward velocity and

steering input was labeled appropriately. Note: once the tires began to saturate, the

vehicle was not able generate enough lateral force to cause a tire-lift off event for the

turning maneuver tested. Thus, a tire lift-off and tire saturation (TLO,TS) condition

did not occur during any of the simulation runs.

Figure 3.11 shows the results of this batch of simulations for Arm Stat. (left)

and Arm Mov. (right). These graphs show that by moving the manipulator arm as

previously described, the stability region of allowable forward speeds and steering
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Figure 3.11: Graph of the rollover stability region over a range of forward speeds
and steering inputs for Arm Stat. (a) and Arm Mov. (b) cases. The rollover stability
regions in plots (a) and (b) for the NTLO conditions are shown in terms of lateral
accelerations for a given forward speed in plots (c) and (d).

inputs increases. Note that in the Arm Mov. case the TLO region becomes smaller,

however the NTLO,TS region becomes larger. When the tires saturate the operator

is limited in their ability to generate additional lateral force and control the vehicle.

While this condition is also undesirable, it can be easier to recover from than the

TLO scenario.

As Figure 3.10 shows, a smaller steering input is required to achieve the same

radius turn/lateral acceleration for the Arm Mov. vs. Arm Stat. case. Thus, view-

ing the rollover stability region in terms of lateral acceleration vs. forward speed
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is also informative to understand how weight-shifting can improve maneuverability.

Figure 3.11 (c) and (d) depict the same rollover stability region in Figure 3.11 (a)

and (b) in terms of lateral acceleration vs. forward speed.

The dashed red and solid blue lines in Figure 3.11 are present to aid in visualizing

how the rollover stability regions in plots (a) and (b) map to the regions in plots (c)

and (d), respectively. That is, the simulations used to define the rollover stability

regions above the dashed red line and below the solid blue line in Figure 3.11 (a) and

(b) produced the lateral accelerations above the dashed red and below the solid blue

line in Figure 3.11 (c) and (d). Note that for low speeds (less than 4 m/s) steering

angles of 15o did not result in tire lift-off or tire saturation. Thus, the vehicle can

likely still achieve higher lateral accelerations at these low forward speeds by using

larger steering angles. Additionally, the smaller lateral accelerations below the dashed

red lines at high forward speeds in Figure 3.11 (c) and (d) are presumably achievable

with steering angles smaller than 1o. Overall, it is evident from Figure 3.11 that the

region of achievable lateral accelerations that result in NTLO is larger for the Arm

Mov. case ((a),(c)) in comparison to the Arm Stat. case ((b),(d)).

The impact of weight-shifting on the handling dynamics can also be seen in Fig-

ure 3.12. For each of the forward speed - steering angle input combinations that

resulted in NTLO in Figure 3.11, the percent increase in lateral acceleration for the

Arm Mov. vs. Arm Stat. case is shown in Figure 3.12. At low speeds and low steer-

ing angles, weight-shifting has a smaller effect on handling. That is, for a constant

steering input at constant speed, the resulting lateral acceleration will only be slightly

higher for the Arm Mov. case. However, at higher speeds and steering angles, the

steering will become more sensitive for the Arm Mov. case. Overall, Figure 3.11 il-

lustrates that weight-shifting increases the maximum lateral acceleration (allowing

for smaller radius turns at high speeds), while Figure 3.12 shows that weight-shifting

also causes the sensitivity of the steering angle to increase.
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Figure 3.12: Graph showing the effect of weight-shifting on handling dynamics. The
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combination that resulted in NTLO conditions for both the Arm Stat. and Arm Mov.
cases.

3.4.4 Experimental Validation

To support the analysis with the Linear Model and Nonlinear Model, the dynamic

weight-shifting control method was implemented on the hardware shown in Figure 3.4.

3.4.4.1 Experimental Setup

The vehicle platform used was a 1:10 scale RC car chassis from Team Associated.

A custom two-link manipulator arm was fabricated primarily by a senior design team

at the University of Michigan [49]. The manipulator arm joints were actuated by

a Dynamixel MX-64 servo (base-Link 1 Joint) and a Dynamixel MX-28 servo (Link

1-Link 2 Joint). The Dynamixel servos have built in PID controllers allowing for easy

position control.

On-board the experimental platform was a Raspberry Pi Model B microcomputer.

The microcomputer collected sensor data from an inertial measurement unit (IMU)

and commanded the manipulator arm joints to the desired angular positions. A six
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DOF IMU was used, consisting of a three-axis accelerometer (ADXL345) and three-

axis rate gyro (ITG3200), to estimate vehicle states. Data was collected from the

IMU at 100 Hz. Roll angle was estimated in real time on the microcomputer using a

moving average filter consisting of 10 points. Based on the estimated roll angle, joint

angle position commands were sent to the arm at 10 Hz.

The dimensions and weight of the experimental platform were very close to those

used for the Linear Model and Nonlinear Model. One difference was that the manip-

ulator links on the experimental platform were slightly shorter, Link 1 was approxi-

mately 0.3 m and Link 2 was 0.2 m.

The experimental platform was operated outdoors in a flat, open parking lot. A

camera was placed at a high vantage point overlooking the parking lot and captured

the movement of the vehicle at 30 Hz. The camera was calibrated and the homography

transformation matrix relating the pixel data to world frame data was calculated. A

red marker was placed on the back of the vehicle so that it could be easily tracked

using simple color threshold detection in the video recorded for each maneuver. This

visual tracking allowed us to estimate the x − y position and speed of the vehicle

during each maneuver.

3.4.4.2 Experimental Results

Two comparisons will be made between the experimental results and analysis with

the models. The first supports the effect of the arm on preventing rollover and the

second supports analysis of the arm’s effect on handling dynamics.

The same type of maneuver performed with the Nonlinear Model in Figure 3.9

and 3.10 was performed with the experimental platform. Given the size of the parking

lot used for testing and the capabilities of the hardware, a step-like steering input

maneuver at a speed of just over 5 m/s was performed. The magnitude of the steering

input was 20o, which was larger than the magnitude of the steering inputs applied

47



Experiment Parameters: V x = 5 m/s , δ s ta t .= 20o, δmov .= 20o
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Figure 3.13: Transient responses of the experimental platform with forward velocity
Vx = 5 m/s and step-like steering input δ = 20o. Plot (a) shows the X-Y path traveled
by the vehicle with markers at 0.5, 1, 1.5 and 2 seconds, (b) shows the resulting lateral
acceleration transients, (c) shows the roll angle response, and (d) shows the vertical
acceleration transients during the maneuver.

to the Nonlinear Model. A larger magnitude steering input was selected to keep the

radius of the maneuver small while still experiencing large lateral accelerations that

occur in a rollover event. The manipulator arm joint angle constant was set to Kφ = 2

for the Arm Mov. case.

The results of the turning maneuver with the experimental platform are shown

in Figure 3.13. The x − y position data collected using computer vision is shown in

subplot (a). Markers are included at each 0.5 second interval to compare with the
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timeseries data in subplots (b)-(d). All IMU signals were filtered using a fourth order

Butterworth filter with cutoff frequency 5 Hz and Matlab’s zero-phase distortion

filtering function filtfilt. The roll angle in subplot (c) was estimated using x-

IO Technologies’ implementation1 of Mahony’s AHRS algorithm [71]. During the

maneuver recorded in Figure 3.13 the vehicle’s wheels actually lifted off the ground

and the vehicle appeared to roll just past the point at which the outriggers first hit

the ground for the Arm Stat. case. The outriggers (see Figure 3.4) touch the ground

when the vehicle is rolled approximately 42o in the static case. Thus, the AHRS

algorithm’s gain was tuned such that the maximum roll angle of the Arm Stat. case

was just under 50o. The lateral and vertical accelerations were then transformed from

the vehicle frame to the world frame via multiplication by a rotation matrix about

the vehicle’s roll axis.

From Figure 3.13 (c), one can see that moving the manipulator arm with weight

shifting had a dramatic effect on reducing the vehicle’s roll angle. In this case, when

the vehicle performed the maneuver with the Arm Stat., the tires lifted off and the

outriggers hit the ground. This event occurred around 1.5 seconds. One can see in

subplot (c) that 1.5 s is where the roll angle peaks and in subplot (d) the vertical

acceleration goes positive (in the static case gravity is -1 g in the z-direction).

The second comparison made with the experimental results supports the handling

dynamics analysis. The vehicle was given a constant steering input of 15o and a

constant throttle input of 45% max throttle, until it reached steady state driving

in a circle. The resulting maneuver with the experimental platform is shown in

Figure 3.14.

The vehicle’s forward speed was estimated using video data. In particular, the

radius of the circle driven by the vehicle was estimated and the time the vehicle took

to complete a lap was calculated. In steady state, the forward speed of the vehicle

1http://www.x-io.co.uk/open-source-ahrs-with-x-imu/
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Experiment Parameters: V x ,s t a t .= 3.8 m/s , V x ,mov .= 4.3 m/s , δ = 15o
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Figure 3.14: Transient responses of the experimental platform with constant throttle
and steering input δ = 15o. Plot (a) shows the X-Y path traveled by the vehicle,
(b) shows the resulting lateral acceleration transients steady-state values indicated,
(c) shows the roll angle response, and (d) shows the vertical acceleration transients
during the maneuver.

for the Arm Stat. case was approximately 3.8 m/s and the resulting average lateral

acceleration for time 2 to 8 s was 0.802 g. The forward speed for the Arm Mov.

case was 4.3 m/s with an average lateral acceleration of 0.906 g. Comparing these

two lateral accelerations gives a 12.9% increase in lateral acceleration with the Arm

Mov. vs. Arm Stat. case. This result is similar to the value of 17.6% found with

the Nonlinear Model at forward speed 4 m/s and steering angle 15o (Figure 3.12).

Overall, the experimental results appear to line up well with results from the nonlinear
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simulation. Both effects of reducing roll angle and increasing lateral acceleration gain

were reproduced on the experimental platform.

3.5 Conclusions

This chapter presented a control method that uses an existing manipulator arm

to improve rollover stability and increase maneuverability in high speed maneuvers.

The Linear Model was shown to be a useful tool for analyzing the sensitivity of de-

sign parameters including link length L, mass mee, and joint angle constant Kφ. The

Nonlinear Model was used to describe the impact of dynamic weight-shifting on both

roll dynamics and maneuverability. Experimental results from a hardware implemen-

tation of dynamic weight-shifting supported both relationships for roll dynamics and

maneuverability developed with the Nonlinear Model. Unlike other dynamic stability

control methods that require adding additional hardware, decreasing vehicle speed or

increasing turn radius, the results in this dissertation demonstrated that by dynami-

cally shifting the weight of the manipulator arm, turns can be taken at a higher speed

and smaller radius compared to keeping the manipulator arm static.
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CHAPTER IV

Teleoperation with Time-Varying Communication

Delay

4.1 Introduction

Communication delay has been studied and shown to have a negative impact on

robot teleoperation performance as evidenced by the numerous studies discussed in

Section 2.2.1. Wireless communication often introduces time-varying delay. That is,

the delay of each information packet exchanged between the operator and robot is

not constant. The delay applied to each packet is often described by a stochastic

distribution. Previous studies have shown that for delay distributions with the same

first statistical moment (mean), a larger second statistical moment (variance) results

in worse tracking performance or longer task completion time [26]. However, they have

not suggested a way of quantitatively relating teleoperation performance for delays

having different statistical moments. This dissertation proposes a method of relating

teleoperation performance among time-varying delays having stochastic distributions

with different statistical moments.

The user study results and analysis presented in this chapter are based on publica-

tion [100]. The remainder of this chapter is organized as follows. Section 4.2 discusses

the user study design for teleoperated driving under time-varying delays. Section 4.3
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summarizes the key results of the user study, including comparison of human subject

data with driver model data. Section 4.4 provides insights and discussion on the

results. Lastly, Section 4.5 gives a synopsis of the findings.

4.2 Methods

4.2.1 Teleoperation System

In this study, we simulate a teleoperated mobile robot system designed to fol-

low a path displayed on the road. Figure 4.1 summarizes the teleoperation system

components.

4.2.1.1 Main Controller

Two types of main controllers are explored in this study. Both main controllers

give outputs of desired robot turn rate. The first type of main controller is an actual

human operator. Human operators gave control inputs to the system via a Logitech

F710 gamepad (a typical type of input device for teleoperated robots like the iRobot

PackBot [50]) based on visualization feedback displayed to them. A uniform distri-

bution of noise between -0.1 and 0.1 times the maximum possible input was added to

the main controller output signal. This noise was added to simulate noise present in

a physical robot system.

The second type of main controller used in this study is the steering model devel-

oped by Vozar [109]. The steering model is a PD controller on the projected lateral

displacement of the robot from its desired path. The projected lateral displacement is

calculated by finding the distance between the robot’s projected state and the closest

point on the desired path. The projected state is calculated assuming the robot keeps

moving in its current heading direction at a constant speed during the lookahead

time Tp. Two other parameters in the steering model are the physical actuation time
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Figure 4.1: Overview of the teleoperation system’s main components.

δh and input control threshold µ. The δh parameter delays the controller’s input to

represent the time it takes for a human driver to physically give the system an input.

The µ parameter conditions the output of the controller to mimic the toggling be-

havior observed in users. If the magnitude of the input u(t) from the steering model

is less than µ, no input is given. If |u(t)| > µ, then µ = signum(u(t)).

4.2.1.2 Feedback

This study only considers one form of feedback to the main controller: a visual-

ization for the human operator and localization data for the steering model. Humans

receive a view from the camera mounted on the manipulator arm of the simulated

robot they are controlling (shown on the left side of Figure 4.1). This visualization

represents a first-person point-of-view.

Localization data fed-back to the steering model consists of robot state measure-

ments. In this study, the steering model is assumed to know the desired path of the

robot, thus, it is not necessary to feedback additional environment data.

54



4.2.1.3 Network Model

We simulated the network by delaying signals passed between the remote operator

station and local robot environment. That is, commands passed from the main con-

troller to low level controllers on the robot were delayed. Constant and time-varying

delays were considered.

Time-varying delays were generated in one of two ways - either from a normal dis-

tribution or from the folded normal distribution with an offset (FNDO). The normal

distribution will be referred to with notation N(µ, σ), where µ is the mean value in

milliseconds (ms) and σ is the standard deviation in ms. The FNDO will be referred

to with notation δ(δmin, σ), where δmin is the delay minimum in ms and σ is the

standard deviation parameter in ms. It is defined as:

δ(δmin, σ) = δmin + |N(0, σ)| (4.1)

The FNDO was used because it resembles the shape of IEEE 802.11-style wireless

network packet intervals measured in [3] and it allows for comparison to prior work

in [109]. Figure 4.2 shows a side-by-side comparison of the two distributions. Using

the definitions of expected value and variance [29], the expected value and variance

of a random variable following the FNDO XF ∼ δ(δmin, σ) are:

E(XF ) = δmin + σ

√
2

π
(4.2)

V (XF ) = σ2(1− 2

π
) (4.3)

The command delays were applied in the following manner. At each timestep of

the simulation, timestamped commands from the main controller were queued. A

time delay of δ ms was generated according to the specified distribution. The newest

main controller command that was at least δ ms old was then passed to the low level
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controllers and older commands were discarded. If none of the queued commands

were older than δ ms, then the previous input was passed until the oldest command

was older than δ ms. This process repeated every timestep - approximately every

25 ms.

4.2.1.4 Teleoperated Robot

The teleoperated robot was a small differential drive robot (approximately 0.75m

wide) with a manipulator arm modeled in the Autonomous Navigation Virtual Envi-

ronment Laboratory (ANVEL) [31]. A screenshot of the robot in ANVEL is shown

on the right side of Figure 4.1. The robot model considers the dynamics of the robot

chassis and its wheels, as well as dynamics of the drive motors. The robot had a

maximum turn rate of 1 rad/s to give it a turning radius of 1.5 m at top speed.

4.2.1.5 Low Level Control

The low level control is simulated to be onboard the teleoperated robot and re-

ceives inputs from the main controller (through the network) of desired forward speed

and turn rate. The low level control uses PID controllers in ANVEL to calculate the

necessary inputs to the drive motors on each side of the differential drive robot. These

low level PID controllers were hand-tuned to achieve good settling times (<500 ms)

and small overshoot (<10%).

4.2.2 Experiment Design

4.2.2.1 Task Description

The task for the main controller was to follow a dashed white line in the center of

the track as closely as possible. Each trial of the path following task was completed

on one of 18 tracks. Each track had a 10 m unscored warm-up zone followed by one

of each of the following turn elements (separated by a 5 m straight section): left turn,
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Figure 4.2: Histograms of 1000 randomly generated delays according to the normal
distribution (left) and FNDO (right). Both distributions have an expected value of
250 ms and standard deviation of 75 ms.

right turn, left U-turn, right U-turn, left-right S-turn, and right-left S-turn. The 18

tracks differed in the order that the turn elements appeared. The radius of curvature

for the center of the track in each turn was 2 m and the track width was 2 m. The

turn radius is the same used in the ASTM E2829-11 test procedure for evaluating

robot maneuverability at sustained speeds [32].

During each trial, the robot moved forward at a constant speed and the main

controller’s only input was desired turning rate. If the robot managed to drive off the

2 m wide track, the robot’s speed was decreased by 50% to make it easier to get back

on the track.

4.2.2.2 Independent Variables

The independent variables manipulated in this study were the (a) network delay

and (b) robot forward speed. Ten network delay distributions were tested:

• 4 constant delays - 0, 380, 660, 750 ms

• 2 FNDO time-varying delays - δ(150, 125), δ(300, 250) with expected values 250,

500 ms, respectively, and standard deviations 75, 150 ms, respectively

• 4 normal distribution time-varying delays -N(175, 118), N(250, 75), N(400, 244),

N(500, 150)
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These delays were selected to be within the range of prior work [109]. Specific justifi-

cation for selecting these delays is discussed in Section 4.2.2.5. Robot forward speeds

of 1 and 1.5 m/s were tested to compare results with prior work in [109] and because

they are within the range of speeds used by ASTM E2829-11 [32].

4.2.2.3 Dependent Variables

Users’ inputs and the robot’s state were recorded at each timestep of the simula-

tion. The dependent variable discussed in this work is path following score. It was

calculated by averaging the normalized scores of the robot at each timestep. Once

the robot crossed the start line, normalized scores at each timestep were calculated

as:

Si = max

(
0,
w/2− |yi|
w/2

)
(4.4)

where w is the track width (in this case 2 m) and yi is the lateral displacement of

the robot from the center of the track at step i. The total score for each trial is

determined by averaging the scores at each timestep. Therefore, a path following

score of 1 indicates the robot followed the center line on the track perfectly and a

score of 0 indicates the robot was off the track for the entire path. This metric was

chosen because of its simplicity to explain to test subjects unfamiliar with root mean

square error and the saturation effects prevent large score variations from a single

mistake.

4.2.2.4 Experiment

User tests were conducted with 36 volunteers using the setup in Figure 4.3. One

user withdrew part way through the study, leaving data for 35 users. There were

26 male and 9 female test subjects with an average age of 23.7 years and standard

deviation (sd) 2.3 years. On a scale of 1 (low) to 7 (high), subjects reported an average

video game experience of 4.7 (sd=1.7) and an average familiarity with robotics of
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Figure 4.3: Photo of a volunteer with the experimental test setup.

3.4 (sd=1.4). Subjects were paid $10 for participating in the study. To incentivize

subjects to do their best, $10 bonuses (with a $30 bonus cap per subject) were offered

to the top performer for 10 of the scenarios that all subjects performed. Each user

test took approximately 50 minutes. These tests were approved by the University of

Michigan Health Sciences and Behavioral Sciences Institutional Review Board (UM

IRB #HUM00044265).

This study used a repeated-measures test design with the two independent vari-

ables of delay type and robot speed. Each user experienced 9 of the 10 different delay

types. Users performed two consecutive trials of the same delay type, but each was

at different robot speeds of 1 or 1.5 m/s (with the order randomized). The break-

down for the number of users that tested at each delay type is shown in Table 4.1.

Results are omitted for two trials that did not log properly (one for 380 ms and one

for δ(150, 125)).

An overview of the test procedure is as follows. First, subjects were consented to

participate in the study and filled out a demographic form. Next, the experimenter

explained the details of the path following task and method of scoring. Users began by

completing two trials, each at different speeds, with their first delay type. Following

that, users filled out a brief survey about the delay type they experienced. After the
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Table 4.1: Number of users participating in each delay type. Delay values are given
in ms.

Constant Delay FNDO Normal Distribution

0 380 660 750
δ(150, δ(300, N(175, N(250, N(400, N(500,
125) 250) 118) 75) 244) 150)

35 34 28 28 34 35 35 28 28 28

survey, users repeated the process.

4.2.2.5 Hypotheses

Prior work in [109] found that user path following performance of δ(150, 125) and

δ(300, 250) lined up with the trendline of path following performance at constant

delays of 380 and 660 ms, respectively, for both robot speeds. Therefore, we expected

user path following scores at these time-varying and constant delay pairs would be

similar. This idea motivated testing constant delay values 380 and 660 ms.

We conjectured that distribution mean and standard deviation would impact path

following performance more than distribution shape. Therefore, time-varying delay

distributions N(250, 75) and N(500, 150) were tested, which have the same mean and

standard deviation as δ(150, 125) and δ(300, 250), respectively, to see if there would

be a difference in path following scores.

Additionally, we predicted that a group of time-varying delay distributions could

all result in similar path following performance. We hypothesized that this group of

time-varying delay distributions could be described by equating a linear combination

of the distribution’s expected value and standard deviation to an equivalent constant

delay, i.e.

α · E[X] + β · SD[X] = δequiv (4.5)

We predicted the constant 380 ms and time-varying N(250, 75) delays would both
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result in path following performance similar to an equivalent delay of 380 ms. Sub-

stituting this relation into Eqn. (4.5) gives α1 = 1, β1 = 1.73. Similarly, we predicted

660 ms and N(500, 150) would have equivalent path following scores. Substituting

these values into Eqn. (4.5) gives α2 = 1, β2 = 1.07. Based on α1, β1 we selected

N(175, 118) anticipating it would result in similar performance to N(250, 75). Simi-

larly, with α2, β2 we selected N(400, 244) to see whether path following performance

would be similar to N(500, 150).

In summary, the following two hypotheses will be tested with an ANOVA test at

each robot speed (1 and 1.5 m/s):

(a) There is no difference in human driver path following performance for delays of

380 ms, δ(150, 125), N(250, 75), and N(175, 118).

(b) There is no difference in human driver path following performance for delays of

660 ms, δ(300, 250), N(500, 150), and N(400, 244).

The following will be discussed qualitatively due to ill-condition of the measurements

for traditional statistical tests:

(c) The trend in path following performance versus delay with the kinematic robot

plant model holds for a dynamic robot plant model.

(d) The steering model developed in [109] can be used to predict user performance

in our study.

4.3 Results

4.3.1 Delay Distributions with Similar Performance

4.3.1.1 Distributions Similar to 380 ms - Hypothesis (a)

Human driver data for the four delay distributions in hypothesis (a) are compared

side-by-side with boxplots in Figure 4.4 for robot speeds 1 m/s (top) and 1.5 m/s (bot-
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Figure 4.4: Comparison of path following performances for delay distributions we
hypothesized would be equivalent to 380 ms.

tom). For all boxplots, the whiskers extend to the most extreme data points within

1.5 IQR (interquartile range) of the 25th and 75th percentiles. Data points outside

of this range are marked with ’o’ markers. Qualitatively, the path following scores for

these four distributions appear to align very well. A single factor ANOVA test was

performed on the path following scores for these four delays. Due to the nature of null

hypothesis tests, we cannot conclude that the performance is the same among these

four distributions. However, we can conclude that no significant difference was found

among these four delay distributions for both the 1 m/s robot speed (p-value=0.47,

F(3,134)=0.85) and the 1.5 m/s robot speed (p-value=0.22, F(3,134)=1.48).

4.3.1.2 Distributions Similar to 660 ms - Hypothesis (b)

Human driver data for the four delay distributions in hypothesis (b) are compared

side-by-side in Figure 4.5 for robot speeds 1 m/s (top) and 1.5 m/s (bottom). A sin-

gle factor ANOVA test was performed on the path following scores for these four

delays. No significant difference was found among these four delay distributions for
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Figure 4.5: Comparison of path following performances for delay distributions hy-
pothesized to be equivalent to 660 ms.

the 1.5 m/s robot speed (p-value=0.73, F(3,108)=0.43). However, a significant dif-

ference was found at the 1 m/s robot speed (p-value=0.015, F(3,108)=3.66). Tukey’s

HSD test [29] was applied to see which were significantly different. The results showed

that path following scores for N(400, 244) were significantly different than those at

660 ms for the 1 m/s speed (significance level α = 0.05). Looking at the path follow-

ing scores in Figure 4.5 (top) it does appear that N(400, 244) at robot speed 1 m/s

is significantly lower than the other distributions. Further discussion is provided in

Section 4.4.

4.3.2 Comparison of Kinematic and Dynamic Robot Models

4.3.2.1 User Data - Hypothesis (c)

Figure 4.6 displays boxplots of path following scores for the user data in this study.

Each boxplot is placed along the horizontal axis at its corresponding constant delay.

The solid trendlines are polynomials fit to the median user at the constant delays

tested. The dashed trendlines represent the polynomial fit to the median user at each
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Figure 4.6: Comparison of path following performance of users from the current study
(boxplots and solid trendline) with performance of the median user in Vozar’s study
(dashed trendline) [109]. The top plot is data for robot speed 1 m/s and the bottom
is for 1.5 m/s.

constant delays tested in Vozar’s study [109].

Looking at Figure 4.6 (top), the median path following scores at constant delays

in this study and Vozar’s study are very similar for the 1 m/s robot speed. Given

the spread of the scores at higher constant delays of 660 and 750 ms, the difference

between the median user in this study and Vozar’s is hardly distinguishable at 1 m/s.

However, in Figure 4.6 (bottom) the median path following scores at constant delays

in this study seem to be slightly higher compared to those in Vozar’s study for the

1.5 m/s robot speed. In general at 1.5 m/s, the median user with Vozar’s simulated

kinematic robot had a score that was close to the 25th percentile of users who drove

the simulated dynamic robot. Insights on this difference are included in Section 4.4.
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Table 4.2: Steering model controller gains for dynamic robot model in this study and
kinematic robot model in Vozar’s study [109].

Constant Delay [ms]
0 250 380 500 660 750

Dynamic Model Kp 1.9 - 1.4 - 0.9 0.8
v=1 m/s Kd 0 - 0.5 - 0.6 0.7

Kinematic Model Kp 1.7 1.6 - 1.3 - 1.0
v=1 m/s Kd 0 0.3 - 0.7 - 1.0

4.3.2.2 Steering Model - Hypothesis (d)

To explore whether the steering model in [109] could be used to simulate path

following performance of users in this study, the steering model was implemented

as described in Section 4.2.1.1 and Figure 4.1. We used the same lookahead time

(Tp = 1250 ms), physical actuation time (δh = 200 ms) and control input threshold

(µ = 0.5) as [109]. The only modification was the selection of control gains Kp and

Kd.

To select the control gains, a grid of Kp and Kd values were simulated with the

controller at each of the constant delays tested by users. For each constant delay, the

gains were selected to minimize two criteria between the steering model and median

human user: the difference in path following score and difference in effort. Effort

was defined to be the average magnitude of the input given by the main controller

over the duration of a trial [109]. The tuned gains for the dynamic robot model are

displayed in the top of Table 4.2 along with gains used in [109] with the kinematic

robot model and tested delays.

The human drivers and steering model are compared across all delays tested for

robot speed 1 m/s in Figure 4.7. Each steering model boxplot in Figure 4.7 is com-

prised of 30 simulations. Note that for each time-varying delay, the steering model

gains were selected to be the same as the hypothesized constant delay with simi-
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Figure 4.7: Side-by-side comparison of path following performance for human drivers
in this study to steering model for robot speed 1 m/s. The steering model gains used
for δ(150, 125), N(175, 118), N(250, 75) were the same as for 380 ms - Kp = 1.4,
Kd = 0.5. The steering model gains used for δ(300, 250), N(400, 244), N(500, 150)
were the same as for 660 ms - Kp = 0.9, Kd = 0.6.

lar path following performance. That is, steering model gains used for δ(150, 125),

N(175, 118), N(250, 75) were the same as for 380 ms - Kp = 1.4, Kd = 0.5. The

steering model gains used for δ(300, 250), N(400, 244), N(500, 150) were the same as

for 660 ms - Kp = 0.9, Kd = 0.6.

Notice that the IQRs of the steering model in Figure 4.7 are much smaller than

those of the human drivers. This observation is not surprising, however it makes

quantitative comparison in the form of null hypothesis tests ill-conditioned. Thus, we

will compare human driver and steering model data qualitatively. Figure 4.7 shows

that the steering model appears to be a good predictor of the median user’s perfor-

mance - nearly all of the IQRs of the steering model fall within the IQR of the human

driver data. Therefore, Figure 4.7 supports our hypothesis that the steering model

developed in [109] can predict user performance with our dynamic robot simulation.
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4.4 Discussion

Our hypothesis that path following performance would be the same among time-

varying delays with the same expected value and standard deviation (distributions

δ(150, 125), N(250, 75) in hypothesis (a) and δ(300, 250), N(500, 150) in hypothesis

(b)) was well supported by user test results. Despite the difference in distribution

shape, there was no statistically significant difference in path following scores. Thus,

path following performance under delay is most affected by the expected value and

standard deviation of the delay distribution, rather than shape.

However, our hypothesis that path following scores would be the same among

time-varying delays related by Eqn. (4.5) had mixed results (distribution N(175, 118)

in hypothesis (a) and N(400, 244) in hypothesis (b)). Three of the four ANOVA tests

showed no significant difference, but results with N(400, 244) at 1 m/s did show a

significant difference. Selecting N(400, 244) was an extrapolation from our two data

points of N(500, 150) and 660 ms. Perhaps interpolating between our two data points

would have resulted in closer performance among the different distributions. Further

exploration of this equivalence among time-varying delays is required. For example,

the relationship between expected value and standard deviation could be nonlinear or

the relationship in Eqn. (4.5) could actually depend on variance instead of standard

deviation. Additionally, it would be more succinct if α and β in Eqn. (4.5) did not

change for different equivalent constant delays. Perhaps a least squares estimate of

α and β could be used across multiple equivalent constant delays.

Our user tests supported the time-varying to constant delay equivalence predicted

by [109] (distributions δ(150, 125), constant 380 ms in hypothesis (a) and δ(300, 250),

constant 660 ms in hypothesis (b)) . This equivalence in performance among constant

and time-varying delay distributions of different shapes could be valuable for designers

of teleoperation systems. For example, it can reduce the number of delay distributions

tested with humans, saving time and money.
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Path following performance of the median user at constant delays in this study

were compared to those in [109]. A qualitatively similar trend to [109] was observed

in this study, however performance was slightly better. We believe this difference

is due to the uniform distribution noise added to the main controller inputs. The

dynamic robot model acts like a low pass filter, attenuating the effects of noise added

to the inputs. Overall, the robot models in both studies were effective at showing

delay’s impact on path following performance. Quantitatively, path following scores

will change with different robots and different tracks, but the overall trend should be

the same.

The steering model needed minor retuning to fit our dynamic robot model. Looka-

head time Tp, physical actuation time δh, and control input threshold µ were all un-

changed. Gains Kp and Kd were adjusted, but differ by less than 30% from the values

in [109]. The gains also follow the same trend as in [110] work - Kp decreases and Kd

increases as delay increases. Driver performance could also likely be predicted using

the steering model for delays not tested explicitly, but within the range of those that

the model was fit to. For example, future work could consider predicting human per-

formance at 700 ms by running the steering model with Kp and Kd gains interpolated

between 660 and 750 ms.

The results in this chapter promise to reduce the testing burden for future robot

designers. (1) Trends in path following performance can be predicted using simple

kinematic simulation models; the development of detailed dynamic models can be

delayed until first-round design design decisions have been made. (2) Even when

time-varying delays are expected in the feedback loop, testing can be done with a set

of constant delays, and the performance under time-varying delays can be inferred

based on equivalent delays. (3) Simple user models consisting of a PD controller with

lookahead can be used to predict the performance of human drivers.
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4.5 Conclusions

This chapter presented results from simulations and a user study exploring the

impact of delay on path following performance for a teleoperated mobile robot. Simu-

lations with the steering model and user test results support the proposed equivalence

in path following performance among different time-varying delay distributions with

the same expected value and standard deviation. A general rule for equating path

following performance among time-varying delay distributions with different expected

values and standard deviations was proposed. The extension of Vozar’s steering model

[108] to a dynamic robot simulation was demonstrated. Additionally, user test re-

sults with both the simulated kinematic and dynamic mobile robots demonstrated

the same effects of delay on path following performance.
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CHAPTER V

Obstacle Avoidance and Its Interaction with

Communication Delay

5.1 Introduction

Many mobile robot operation scenarios will continue to require some human knowl-

edge or expertise. For example, Cosenzo and Barnes claim most military robotic

systems will require active human control or at least supervision with the ability to

take-over if necessary [89, Ch. 2]. This chapter considers a shared control method

used in mobile robot navigation for a basic search task (such as in reconaissance

or search and rescue). A new technique for representing obstacle free regions that

works better in unstructured environments for highly maneuverable mobile robots is

implemented. A set of two user studies are presented that investigate the effects of

communication delay and shared control on performance.

This chapter is based on publications [98, 99]. The remainder of this chapter

is organized as follows. Section 5.2 describes the obstacle representation technique

developed and the shared control method it was integrated into. Section 5.3 describes

the setup for two human subject studies we conducted. Sections 5.4 and 5.5 present

results and discussion about the relationships we developed. Lastly, Section 5.6 gives

a summary of the chapter.
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5.2 Shared Control Method

The automation available on the robot is assumed to have some computational

resources and capabilities to sense obstacles, however it does not have the ability to

complete the search task alone (e.g. it cannot detect certain objects of interest). The

shared control method presented in this chapter uses model predictive control (MPC)

to handle both obstacle avoidance and control arbitration.

5.2.1 Model Predictive Control Formulation

The shared control method is formulated using MPC in the following way,

min
ua

k+p∑
i=k

J (5.1)

subject to xi+1 = Axi +Bua,i (5.2)

Fixi ≤ Gi (5.3)

umin ≤ ua,i ≤ umax (5.4)

where ua is the set of inputs to the system calculated to minimize the cost function

J (described in Section 5.2.4) over p prediction steps. The set of inputs ua consists

of forward speed and turn rate.

Variable x represents the robot states. The first constraint in Eqn. (5.2) describes

the evolution of the robot states using a set of discretized linear state space equations

(see Section 5.2.3). The second constraint in Eqn. (5.3) describes the restrictions on

the robot states. This constraint is used to restrict the position of the robot such that

it will not collide with obstacles in the environment. The third constraint in Eqn. (5.4)

limits the range of inputs that the MPC can select to those that are feasible for the

robot.

Note that in the formulation of Eqn. (5.1)-(5.4), all constraints are linear. Ad-
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ditionally, we select the cost function J to be quadratic. Thus, our shared control

method is represented as a convex quadratic programming problem and can be effi-

ciently solved. We use the CVXGEN tool to generate a solver that can easily find a

solution to our problem in real-time [73].

5.2.2 Obstacle Constraint Representation

When obstacles are placed in a robot’s environment, they create a “hole” in

the obstacle-free space. The representation of this obstacle-free space becomes non-

convex. Solving optimization problems with non-convex constraints is challenging to

do rapidly and many researchers have proposed convex approximations for obstacle-

free regions as described in Section 2.1.2. This section will describe the convex ap-

proximation method we developed for the MPC problem and why we believe it is well

suited for highly maneuverable robots in unstructured environments.

5.2.2.1 Convex Approximations

To describe a convex region free of obstacles, one could cleverly place a set of hy-

perplane inequalities to exclude all obstacles. In most cases the resulting region would

miss much of the obstacle free region. To overcome this shortcoming, prior work has

suggested defining many convex regions to approximate a non-convex space. Recall

that the MPC problem consists of solving Eqns. (5.1)-(5.4) over the prediction hori-

zon. A challenge that arises when considering multiple convex regions is determining

which convex region to consider at each step of the prediction horizon. Two ap-

proaches have been used to address this challenge. The first is to make the selection

of the convex region part of the solution by formulating a multi-stage optimal control

problem [64] or a mixed-integer programming problem [28]. The second is to estimate

which convex region should be used at each step of the prediction horizon and specify

that estimate to the MPC problem [5, 35].
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The first approach creates an optimal control problem that is much easier to solve

than the original problem with non-convex constraints. The optimal control problems

can be solved on the order of seconds and works well for robots with full autonomy

or supervisory control that can pre-plan large portions of movement without human

operator input [28]. However, for shared control with the human operator providing

regular inputs, the MPC problem must be solved more rapidly - several times per sec-

ond. By estimating which convex region should be used at each step of the prediction

horizon, the resulting MPC problem can be solved multiple times per second.

The methods developed by [6] and [35] consider Ackermann steer vehicles moving

at higher speeds. They construct corridors (referred to as an environmental envelope

in [35] and a homotopy in [6]) consisting of multiple convex regions to describe the area

that the vehicle will travel through to reach its end goal. Based on the corridors and

an assumed forward velocity for the vehicle over the prediction horizon, they apply

constraints on the lateral position of the vehicle to avoid colliding with obstacles.

This method has been shown to work well with full size Ackermann steer vehicles.

However, the corridor method is not well suited for skid-steer robots operating at

lower speeds in environments without paths or roads. Under these operating condi-

tions, the robot may not drive down a corridor straight ahead in between obstacles.

Instead it may turn sharply to the right or completely around to head in the opposite

direction and the lateral constraints from the corridor method could be meaningless

for the obstacles in the new direction the robot is heading.

For these conditions with a highly maneuverable robot in an unstructured envi-

ronment, we propose a new method for representing convex, obstacle free regions.

Using a set of hyperplane inequalities, we define a convex, obstacle free region that

contains the robot’s initial position. Over the course of the MPC prediction horizon,

this convex, obstacle free region changes in shape to include more area in the direction

that the robot is predicted to move, while still making sure the robot’s initial position
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Figure 5.1: Diagram describing obstacle representation as linear constraints in MPC
problem formulation.

is contained in the final region.

For simplicity, we will describe the method used to construct the convex, obstacle

free regions for the 2D case, but the method could be extended to the 3D case (e.g.

for quadcopters or underwater robots). In the 2D case, the hyperplane inequalities

are simply straight line, linear inequalities. We consider one linear inequality for each

of the n closest obstacles. In our implementation, we considered n = 5, but one could

consider a higher n if the obstacles were more densely distributed or it was desirable

to consider a larger area around the robot. Drawing inspiration from the spacecraft

motion planning field, we will rotate the linear constraint around the obstacle [85] to

represent the convex, obstacle free region.

5.2.2.2 Algorithm Description

Our method is described in Algorithm 1 with descriptions for each of the sub-

routines in the text that follows. Refer to Figure 5.1 for additional description. In

general, Algorithm 1 can be applied to environments with obstacles that are convex
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Data: Robot State, Obstacle Positions, Human Inputs
Result: Convex Obstacle Free Regions for Each Step of Prediction Horizon
GeneratePredictedRobotPath
for closest obstacle to farthest obstacle do

CalculateStartingLineEquation
DetermineRotationDirection
CalculateRotationRate
CheckFeasibleRegion
if FeasibleRegion=∅ then

RotationRate ← 0
end

end
for entire prediction horizon do

for all obstacles within range do
CalculateLineEquation

end

end
Algorithm 1: Pseudocode to Generate Convex Obstacle Free Regions

or can be bounded by ellipsoids.

GeneratePredictedRobotPath: First, a predicted path for the robot over the

prediction horizon is generated. The predicted path is calculated based on a predicted

set of inputs applied to a model of the robot. For prediction horizons on the order of

one second, prior work has shown that a zero-order hold of the human’s current input

can be a reasonable estimate [21]. That is, the human’s current input is assumed to

remain constant over the prediction horizon. For longer prediction horizons, one could

consider using learning based prediction methods, e.g. [30]. In our implementation,

we will use a simple zero-order hold model to predict human operator inputs. We

apply the predicted human inputs to the robot model used in the MPC formulation

(Eqn. (5.2)) and obtain the robot’s predicted path.

CalculateLineStartingEquation: Next, for each obstacle, the starting position of

the constraint (at the first time step of the prediction horizon) is calculated to be

tangent to an ellipse bounding the obstacle at the point on the ellipse closest to the

center of the robot. If the ellipse is a circle (the case considered in our user study),
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then the distance ds to the point (xs, ys) closest to the robot on the circle is,

ds =

(√
(xo − xr)2 + (yo − yr)2 − ro

)
√

(xo − xr)2 + (yo − yr)2
(5.5)

xs = ds (xo − xr) + xr (5.6)

ys = ds (yo − yr) + yr (5.7)

where (xr, yr) is the robot position, (xo, yo) is the position of the center of the obstacle,

and ro is the obstacle radius. The equation of the line tangent to the circle and passing

through the point (xs, ys) is,

(xo − xr)x+ (yo − yr) y = (yo − yr) ys + (xo − xr)xs (5.8)

The inequality sign is then selected such that any point inside the obstacle does not

satisfy the inequality.

DetermineRotationDirection: The linear inequality will then rotate in one direc-

tion around the surface of the ellipse. The rotation direction is determined based on

the robot’s predicted path. Consider a line connecting the center of the robot to the

center of the ellipse bounding the obstacle. Consider a second line connecting the end

point of the robot’s predicted path to the center of the ellipse bounding the obstacle.

The direction that forms an angle less than 180o between these two lines will be the

rotation direction of the constraint.

The rotation rate for each obstacle linear inequality will depend on the end position

of the constraint and the length of the prediction horizon. The end position of the

constraint is defined to be tangent to the ellipse bounding the obstacle and pass

through the center of the robot. Note that two lines will satisfy these criteria. The

rotation direction determines which line to use, i.e. the line that is encountered first
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when rotating the starting constraint in the rotation direction and keeping it tangent

to the ellipse.

CalculateRotationRate: The rotation rate will be calculated as a percentage of

the angle between the constraint starting position and ending position divided by

the prediction horizon. Using a percentage of the rotation between the constraint

start and end positions produces an obstacle free region that offers a wider feasible

region near the robot’s initial position. A higher percentage will give a wider feasible

region further away from the robot. In our experiments, we used 90% of the rotation

between the constraint start and end position.

CheckFeasibleRegion: If the calculated rotation directions cause the linear in-

equalities to create an empty obstacle free region, then the constraint for the obstacle

farthest away (by Euclidean distance) is not rotated. Having to set the rotation rate

of the linear constraints to zero does not occur often. In fact, in our user study ex-

periments (described in Section 5.3) we did not have to remove the rotation on any

of the linear inequalities due to generating an infeasible region.

CalculateLineEquation: Lastly, for each step in the prediction horizon, the obstacle-

free convex regions are defined by constructing a set of linear inequalities. The linear

inequalities are calculated by rotating each obstacle constraint from its starting po-

sition by its rotation rate around the edge of the ellipse. The output of the convex

obstacle free region algorithm is a set of linear inequalities fed into Eqn. (5.3). The

general form of Fi ∈ Rn×5 and Gi ∈ Rn is,

Fi =

[
aj,i bj,i 0 0 0

]
, Gi =

[
cj,i

]
(5.9)

where aj,i, bj,i, and cj,i are the coefficients for the linear inequalities. Subscript i =

k, . . . , k + p refers to the step of the prediction horizon and j = 1, . . . , n refers to

obstacle index.
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Figure 5.2: Obstacle constraints with multiple obstacles for two different predicted
robot paths. The initial feasible region is represented by the light blue shaded area.
The dashed blue lines rotate about the center of the obstacles they are tangent to
over the prediction horizon until they reach the positions of the dashed green lines.
The light green shaded area represents the feasible region at the end of the horizon.

5.2.2.3 Algorithm Discussion

A visual representation of generating the obstacle free convex regions is shown

in Figure 5.2. The red circles represent obstacles. The left sub-figure considers a

projected robot path (solid blue line) for a left turn and the right sub-figure considers

a right turn. In each sub-figure, the obstacle free region at the start of the prediction

horizon is represented by the lightly shaded blue region enclosed by the dashed blue

lines. As the prediction horizon goes on, the linear inequalities tangent to the obstacle

will rotate around until it reaches the dashed green line at the final step of the

prediction horizon. The obstacle free region at the end of the prediction horizon is

represented by the lightly shaded green region enclosed by the dashed green lines.

One can see that as the robot’s predicted position moves towards the obstacles, the

constraints will adjust to allow for a wider range of motion while still keeping the

robot’s initial position in the feasible region.

One note on implementation issues: the robot may end up near the edge of the

feasible region and small errors may push the robot into the infeasible region. To

accommodate this issue, the ellipse enclosing the obstacle can include an added buffer

78



zone, so that it is slightly larger than the obstacle it is enclosing (see Figure 5.1). In

our implementation, we used a buffer of 0.15 m. When the robot is near the edge of

the feasible region, the overall radius of the obstacle is reduced by 0.05 m to move

the robot out of the infeasible region.

Similar to most other convex approximation methods, our algorithm is a conser-

vative estimate of the true non-convex space. The algorithm assumes the robot is

not initially inside an obstacle and can be applied when obstacles can be bounded

with a strictly convex curve, such as a circle or ellipse, that does not intersect with

other curves bounding obstacles. The method could be extended to consider curves

that are not strictly convex (i.e. curves that contain straight line segments) and

curves that intersect. To consider curves containing line segments, one would need to

develop a rule for determining the slope of the linear inequality at points where two

line segments meet (i.e. where the slope may be undefined). If two or more convex

curves bounding obstacles intersect, then one would likely want to impose a rule that

the linear inequalities should not rotate along the curve past the intersection point.

Based on the algorithm we defined and conditions described above, we can guaran-

tee the constraints generated will be linear and convex. This guarantee holds because

the linear inequality calculated for each obstacle can be more generally described as a

half-space, which is a convex set. The intersection of an arbitrary collection of convex

sets is convex [87, Ch. 2].

Our algorithm can generate constraints very rapidly, making it well suited for

optimization problems that need to be solved on the order of milliseconds. It is best

suited for shorter prediction horizons. As the prediction horizon increases, the algo-

rithm may feel more limiting because the robot’s initial position is kept in the feasible

region. The algorithm can apply constraints to robot positions in 2D and 3D space,

rather than the 1D constraints on lateral position with the environmental envelope

method [35] that are often used with Ackermann steer vehicles moving forward at
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Figure 5.3: Exocentric view of the simulated robot that was teleoperated in the human
subject studies. Same as Figure 6.2.

constant speeds. Thus, our obstacle constraint representation is better suited for

skid-steer and omni-directional robots.

5.2.3 Robot Model

This analysis considers the simple skid-steer robot shown in Figure 5.3. A lin-

earized model based on a dynamic unicycle robot model [15] is used in the MPC

formulation. This type of model is commonly used to describe the behavior of skid-

steer and differential drive robots.



ẋ = v cos (θ)

ẏ = v sin (θ)

θ̇ = ω

v̇ = K1

m
(vdes − v)

ω̇ = K2

J
(ωdes − ω)

(5.10)

In the equations above x, y represent the robot’s planar position, θ is heading

angle, v is forward velocity, and ω is angular turn rate. Physical robot parameters

are represented by m for mass and J for rotational inertia. Inputs are desired forward
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velocity vdes and desired angular turn rate ωdes. Constants K1 and K2 determine how

well the system tracks the desired inputs.

In order to make Eqn. (5.10) more efficient for use in the MPC formulation, the

equations are first linearized by applying small angle approximations. This approxi-

mation changes the first two equations of Eqn. (5.10) to ẋ = v and ẏ = v0θ, where v0

is the initial robot forward velocity. The linearized set of equations can easily be put

into state space form with states x = [x y θ v ω]T and inputs u = [vdes ωdes]
T . The

state equations are expressed as ẋ = Acx +Bcu, where

Ac =



0 0 0 1 0

0 0 v0 0 0

0 0 0 0 1

0 0 0 −K1

m
0

0 0 0 0 −K2

J


(5.11)

Bc =



0 0

0 0

0 0

K1

m
0

0 K2

J


(5.12)

Values for K1 and K2 can be selected by solving the linear quadratic regulator

(LQR) problem to approximate the behavior of the speed controller onboard the

actual robot. Lastly, Eqns. (5.11) - (5.12) must be evaluated at an initial forward

velocity and discretized to be used in the MPC formulation of Eqn. (5.2). The

discretization was performed using a zero-order hold on input u for timestep Ts.
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5.2.4 Cost Function

Many different cost functions could be selected for this shared control method.

To enable solving in real-time, we selected a quadratic cost function,

J (ua,i,uh,i, xi) = (ua,i − uh,i)
T Ri (ua,i − uh,i) (5.13)

Notice that the cost function selected only depends on the shared control input

ua and estimated human input uh. The current form does not depend on the robot

state x, but easily could if desired. Since, ua,i ∈ R2 and uh,i ∈ R2, Ri ∈ R2×2. We

will select Ri to be diagonal and positive semidefinite. Thus, the first element of Ri

will correspond to the weight on robot forward speed and the second element will

weight the robot turn rate.

Hauser suggests decreasing the weightings on the cost at later times in the pre-

diction horizon [41]. In our implementation of the shared control method we will

have the weightings in Ri decrease linearly to 10% of their initial values as timestep

i increases to p. Doing so effectively puts less weight (or cost) on matching the esti-

mated human inputs at timesteps further into the future, which naturally accounts

for increased uncertainty in the estimates of the human inputs at later prediction

times.

The cost function we selected is similar to that proposed by [21]. The main

differences are the ability to weight the cost on forward speed and turn rate in different

proportions and the decreasing weights over the prediction horizon.

With the cost function selected in Eqn. (5.13), the solution to Eqn. (5.1)-(5.4) will

match the estimated human input as closely as possible without violating constraints

on the robot dynamics or colliding with obstacles. If the estimated human input is

not predicted to cause any collisions, then the solution ua will match uh exactly.

Alternatively, the cost function can be easily modified to instead follow a desired
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path defined by a set of robot states,

J (xa,i,xh,i) = (xa,i − xh,i)
T Qi (xa,i − xh,i) (5.14)

This variation of the cost function depends on the shared control method state

xa and human’s desired state xh. As a result, the shared control will attempt to

match its own robot state with the human’s desired robot state as closely as possible.

Although this cost function allows the user to provide a set of robot states over

the prediction horizon, we will only be estimating the user’s desired position. Thus,

Qi ∈ R5×5 will be a positive semi-definite and diagonal matrix as before but with zero

weights associated with the heading angle, forward velocity and angular turn rate.

The modified cost function in Eqn. (5.14) can be used for shared control modes

that are able to estimate a desired path to follow or a desired waypoint.

5.2.5 Human Model

The shared control method presented in this chapter does not assume knowledge

of an end goal position for the robot. Instead, the MPC method tries to match an

estimated human input or goal position. Recent work has proposed a method of

predicting user intention for manipulator arm control via learning from training data

[30]. Similarly, Shia et al. have a method of creating a probabilistic driver model that

can be fit to training data [93]. Bohren et al. do not require training data to predict

manipulator arm movement in teleoperation [11]. Instead they propose a method of

predicting movement intent from a graph of possible actions.

While these methods have been shown to offer improvements in performance, prior

work has also shown that even simple prediction methods (such as a zero-order hold)

of the human’s input can be effective for short horizons. For example, Chipalkatty,

Droge and Egerstedt have shown that using a zero-order hold to estimate the human
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operator inputs performs as well as a least squares system identification method [21].

Since the MPC problem formulation in our human subject study is solved at a rapid

rate and the prediction horizon is relatively short (0.5-1.5 s), we will consider a zero-

order hold of the human operator’s current input. That is, each time the MPC

problem is solved, the values of uh,i are set to whatever the human operator’s current

forward speed and turn rate inputs are. The zero-order hold input predictor does not

require any training data or description of possible robot actions.

5.3 User Study Description

The shared control method developed was used in two sets of human subject

studies investigating the effectiveness of the method and the impact of several critical

teleoperation factors discussed in Section 2.2.

Subjects drove a mobile robot around an environment filled with obstacles to

search for objects of interest (OOIs) scattered throughout the space, similar to search

and exploration mission. Subjects were told the robot could sense obstacles and help

avoid them in shared control mode, but the robot was not capable of sensing the

OOIs. Due to time limits we imposed, it was not possible for the robot to explore

the entire area. Subjects had to prioritize which areas they searched.

As a motivating example, a robot could be enlisted to search for survivors in

a disaster area, but not have the proper sensor that can distinguish humans from

animals or other objects. There may not be time to add the sensors that could make

such a distinction in recognizing survivors. Additionally, if time is critical, it may not

be ideal for the robot to exhaustively search the whole area. A person experienced in

disaster response may have expertise in prioritizing search areas that are more likely

to have survivors. That person would want to have more control over where the robot

navigates and their decision on where to explore next could be triggered by subtle

observations.
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Figure 5.4: Visual display shown to participants for Interfaces A, B, and C in the
human subject studies.

5.3.1 Robot Environment

In both human subject studies, participants performed a timed search task. Sub-

jects operated a virtual skid-steer robot in an environment simulated with ANVEL

[31]. ANVEL is free robot and vehicle simulation tool developed by Quantum Signal,

LLC. It is built on popular open source libraries including the open dynamics engine

(ODE) for simulating nonlinear dynamics/physics and the object-oriented graphics

rendering engine (OGRE) for generating high fidelity, realistic graphics.

Each environment consisted of a rectangle enclosed by concrete barriers or chain-

link fence. The dimensions of the environment, number of obstacles, and number of

OOIs was the same across trials in each user study. However, the placement of the

obstacles and OOIs were randomized in each trial. The OOIs were represented in the

environment using small colored boxes with a letter printed on each side of the box

face. A sample OOI can be seen next to the barrel in Figure 5.4.

The robot was assumed to have sensors (e.g. LIDAR, stereo camera, sonar) that
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could sense obstacles locally. Only obstacles within the robot’s sensing field of view

(±90o) and distance (4 m) were considered when solving the MPC problem.

5.3.2 User Interface

A total of five different user interfaces were used. Details on which user inter-

faces were used in each study will be made clear in the test condition description

(Section 5.3.4). The interfaces were:

• Interface A - human operator manually controls robot velocity commands.

• Interface B - shared control with autonomy trying to match human operator

velocity commands. Autonomy is located on-board the robot.

• Interface C - shared control with autonomy trying to match human operator

velocity commands. Autonomy is located at the operator control unit.

• Interface D - shared control with autonomy following Voronoi map paths based

on human operator commands. Autonomy is located on-board the robot.

• Interface E - shared control with autonomy tracking towards a waypoint. Hu-

man operator actively controls the waypoint location. Autonomy is located

on-board the robot.

As many features as possible were attempted to be kept the same across interfaces.

The basic visual display shown to users in the human subject study is shown in

Figure 5.4. The largest display shown in Figure 5.4 is a simulated video feed from a

camera attached to the robot’s manipulator arm. The video was displayed at 25 fps

with a resolution of 640x480 pixels. The video has a few annotations to better help

users complete each trial. In the top right corner of the video display is a clock that

counts down time remaining in the current trial. The translucent white arc extending

from the left to right side of the video screen indicates the robot’s maximum sensing

86



distance of 4 m. Obstacles within this arc can be detected/avoided and OOIs can be

identified.

The last annotation feature on the video display are the blue lines, which represent

the projected path of the left and right side wheels of the robot over the prediction

horizon. For Interface A, the blue lines show the robot’s predicted path using the

zero-order-hold human model and ignoring potential collisions with obstacles. For In-

terfaces B-E, the blue lines show the robot’s predicted path from the model predictive

control (MPC) problem solution.

Since much of the environment looks similar, an overhead miniature map is pro-

vided on the top right side of the video display. As subjects drive the robot around,

teal dots are displayed on the map every two seconds to indicate areas the robot has

been. This feature was included to help subjects travel to areas they had not explored,

but did not provide enough information to navigate without the video display.

Test subjects controlled the simulated robot using a wireless XBox controller. For

Interfaces A-D, driving controls were similar to those of racing games, where the right

trigger was used to control forward speed and the left joystick controlled turn rate.

For Interface E, the right trigger also controlled robot forward speed, however the

left joystick adjusted the position of the steerable waypoint on the screen. Subjects

could turn in place using the right joystick in all Interfaces.

In addition to using the XBox controller for driving, subjects used the X-Y-A-B

buttons to identify OOIs. The color-letter combinations of the OOIs were the same

as the those on the XBox controller. In order for an OOI to be identified, it had to

be within sensing range and the subject had to double tap the corresponding button.

Once identified, a ding sounded and the OOI turned translucent.

The following is a more detailed description of the differences among interfaces.

87



5.3.2.1 Interface A

Human operators had no assistance from the autonomy. Robot velocity commands

from the gamepad were passed to the robot, regardless of whether they would cause

a collision.

5.3.2.2 Interface B

The MPC problem is solved on-board the robot. As a result, the commands the

MPC problem receives from the human operator will be delayed and the projected

path from the MPC problem displayed on the human operator’s camera view will be

delayed. However, the information about robot state and obstacle location used in

the MPC problem will be undelayed. Interface B uses the cost function in Eqn. (5.13).

5.3.2.3 Interface C

The MPC problem is solved at the operator control unit. As a result, the com-

mands from the human operator and information displayed on the camera view will

be undelayed. However, information about robot state and obstacle location used in

the MPC problem will be delayed. Model-based predictors are used to obtain esti-

mates of the robot and its environment’s undelayed state information. Interface C

uses the cost function in Eqn. (5.13).

Since the control commands will experience delay before reaching the robot, the

commands calculated for the entire prediction horizon are sent from the operator side

to the robot with a timestamp. Then, based on the difference between the current

time and the timestamp of the delayed command, the robot selects the command

intended for the current time. For example, if a packet of control commands is

300 ms old, then the robot will begin applying control commands starting 300 ms

into the prediction horizon.

Given the success of predictive based control methods (e.g. MPC) and model
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Figure 5.5: Visual display shown to participants for Interface D in the human subject
study.

based predictors, we hypothesized that these predictive methods could better com-

pensate for the delay than the human operator could. The robot’s projected path

will be more responsive to user inputs, but errors in the estimates of robot and envi-

ronment state will likely result in more collisions.

5.3.2.4 Interface D

The MPC problem is solved on-board the robot. From the human operator model,

a projected robot path is generated. The MPC problem will then be solved to have

the robot move towards the point on the Voronoi map closest to the end-point of the

robot’s projected path. The Voronoi map is displayed using black-lines on the ground

in the human operator’s camera view (see Figure 5.5). The point on the Voronoi map

that the MPC problem is currently trying to have the robot move towards is shown

to the human using a red circle. Interface D uses the cost function in Eqn. (5.14).

The Voronoi map was generated beforehand for each environment. However, it

would be feasible to generate the Voronoi map locally in real-time based on local
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Figure 5.6: Visual display shown to participants for Interface E in the human subject
study.

environment information.

5.3.2.5 Interface E

The MPC problem is solved on-board the robot. The human operator controls

the (x, y) ground position of the steerable waypoint (teal circle) using the left joystick

on the XBox gamepad (see Figure 5.6). The steerable waypoint is controlled in the

robot’s local camera frame. That is, as the robot drives towards the waypoint, the

waypoint will remain in the same location in the camera view. The MPC problem will

then be solved to have the robot move towards the location of the steerable waypoint.

The robot’s projected path (from the MPC problem solution) is displayed to the user

via the blue lines. Interface E uses the cost function in Eqn. (5.14).

5.3.3 Test Procedure

Each study began with subjects filling out an informed consent form and answering

basic background questions. Next, subjects underwent a training session to make sure
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they had achieved a level of robot operation competency that would allow them to

perform the search task. The training portion took approximately 10-15 minutes and

consisted of the following parts.

1. Subjects were verbally instructed how to drive forwards, backwards and turn in

an empty environment.

2. The robot’s projected path represented by the blue lines was explained to sub-

jects as they continued to practice driving in the empty environment.

3. Subjects practiced identifying a series of OOIs that were placed in a straight

line ahead of them.

4. For each interface tested, subjects were placed in an environment with four

obstacles and told to practice driving around them.

5. Subjects had the opportunity to complete a practice trial with each interface

that was setup identically to the scored trials. In the practice trials, subjects

experienced communication delay both in their commands sent to the robot

and in the video sent back to them.

After the training and practice trials were completed, subjects moved on to the

scored trials. Each scored trial was two minutes long. Participants were instructed

to explore as much area as they could, identify as many OOIs as possible, and avoid

collisions with obstacles. To incentivize participants to try their best in each of these

three tasks, a bonus compensation was offered to participants with the highest scores.

A combined score metric was explained to subjects and they were told the top score

for each trial would be paid bonus compensation of $10 in addition to the $10 they

received just for participating. The combined score metric was calculated as follows,

score =
# OOI found

total # OOI
+

% area covered

100%
− # collisions

total # obstacles
(5.15)
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Table 5.1: Test conditions for each human subject study.

Factor Levels

Study 1
Interface {A, B}
Comm. Delay [ms] {400, 800}
Pred. Horizon [s] {0.5, 1.0, 1.5}

Study 2
Interface {B, C, D, E}
Comm. Delay [ms] {400, 800}
Pred. Horizon [s] {1.5}

Following each scored trial, subjects filled out a subjective survey to gauge their

sense of presence and delay in the robot environment. After the scored trials and

surveys, subjects were thanked for their participation and dismissed. Each user test

took approximately one hour.

5.3.4 Test Conditions

Twenty different subjects were recruited for each of the studies. There were a total

of twelve scored trials in the first study and eight scored trials in the second study.

The first human subject study used a three-way repeated measures study design to

evaluate human subject performance under communication delay, shared control, and

different prediction horizons. The second study used a two-way repeated measures

design to evaluate factors of communication delay and interface (see Table 5.1). The

order of the trials was randomized among subjects.

The communication delay was introduced in two places - from human to robot

(H2R) and from robot to human (R2H), as shown in Figure 5.7. The delay from R2H

was selected to be larger than from H2R because we assumed additional delay would

be introduced as a result of video processing and higher bandwidth requirements to

send information from robot to human. Although wireless network communication

delays are often time-varying, constant (time-invariant) communication delays were

tested in the human subject studies. Constant delays were selected: 1) to reduce the

number of factors in our user study design, and 2) because our prior work suggests that
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Figure 5.7: Functional diagram of information exchanged among components of the
teleoperation system. Diagram (a) describes the arrangement for Interfaces A, B, D,
E and (b) describes the arrangement for Interface C.

teleoperation performance with time-varying delays can be related to performance at

constant delays [100]. The two communication delays tested were 400 ms (100 ms

H2R, 300 ms R2H) and 800 ms (300 ms H2R, 500 ms R2H). These values are in line

with those reported in studies on communication delay in video chat [114].

In user study 1, each arena had dimensions of 24×36 m and a total of 15 OOIs.

We noticed that a couple of the top performers in user study 1 identified all 15 OOIs.

Thus, for user study 2, the arenas were increased to have dimensions of 30×42 m and

a total of 20 OOIs to prevent subjects from saturating the number of OOIs identified.

A summary of the robot parameters used for the MPC are given in Table 5.2.

5.3.5 Performance Measures

As shown in Eqn. (5.15), three objective performance metrics were explained to

human subjects to create the composite overall score. A brief description of how each

measure was calculated and some comments on the maximum possible values of the
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Table 5.2: UGV parameters used in human subject study.

Parameter Description Value

vmax max robot forward speed 2 m/s
ωmax max robot turn rate 1.15 rad/s
m robot mass 10 kg
J robot rotational inertia 0.1 kg ·m2

K1 forward speed control gain 100.005 kg/s
K2 turn rate control gain 1.005 kg ·m2/s
Ts discrete timestep 0.1 s

score are discussed.

5.3.5.1 Number of OOI Found

An OOI was considered to be found if it was in sensing range (within 4 m of the

robot), in camera view, and the appropriate button was double-tapped by the human

subject. A couple subjects identified all OOIs in user study 1, however even the best

performance in user study 2 still missed 1 OOI. If an autonomous controller knew the

location of each OOI before hand, using the traveling salesman problem we calculated

that it was possible (given limits on the robot’s velocities) to identify all OOIs.

5.3.5.2 Portion of Area Covered

The portion of area covered was calculated by adding up the total area that was

seen by the robot’s camera and was within the sensing range of the robot, then

dividing it by the total area of the arena. Note that areas seen multiple times were

only counted once and areas occluded by obstacles were not counted. In order to get

an upper limit estimate of the maximum possible area coverage, we assumed a best

possible scenario where the robot was trying to explore an arena with no obstacles in

it. If the robot follows a path that spirals inward towards the center, does not have

any overlapping area coverage, and moves at maximum velocity, then it would take

123.7 s to cover the entire area in user study 1 and 184.7 s user study 2. Following this

same spiraling path inwards at maximum velocity, after 2 minutes the robot would
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have covered 0.94 of the area in user study 1 and 0.67 of the area in user study 2.

5.3.5.3 Number of Collisions

A collision was counted as any time part of the robot made contact with an obsta-

cle (i.e. construction barrel or wall). Collisions had to be at least one second apart

to be counted as multiple collisions. The theoretical minimum number of collisions

in each 2-minute trial is zero.

5.4 Results

User study 1 consisted of 14 male and 6 female test subjects with an average age

of 21.9 years and standard deviation (sd) 4.1 years. On a scale of 1 (low) to 7 (high),

subjects reported an average video game experience of 4.7 (sd=1.9) and an average

familiarity with robotics of 3.6 (sd=1.3).

User study 2 consisted of 14 male and 5 female test subjects (one subject did not

indicate their gender) with an average age of 22.0 years and standard deviation (sd)

3.4 years. On a scale of 1 (low) to 7 (high), subjects reported an average video game

experience of 4.6 (sd=1.5) and an average familiarity with robotics of 4.1 (sd=1.7).

These tests were approved by the University of Michigan Health Sciences and

Behavioral Sciences Institutional Review Board (UM IRB #HUM00044265).

Study participants were evaluated using the following metrics: portion of area

covered, number of collisions, and number of OOIs identified. The error bars shown

in all subsequent barplots represent standard error. In order to evaluate the effect of

each of the manipulated variables on performance, mixed-effects models were fit to

the data. The mixed-effects models were constructed with the lme4 package in R [8].

Confidence intervals for estimated parameters were constructed from profile deviance

objects [9, Sec. 1.5] and the lmerTest package in R [59] was used to determine which

effects were significant.

95



Results with the overall metric, number of OOIs identified, and portion of area

covered exhibited similar trends. For conciseness, results and discussion will focus on

area coverage.

5.4.1 Study 1 - Impact of Shared Control, Prediction Horizon, and Delay

From user study 1, two relationships will be highlighted. The first describes the

impact of communication delay, shared control, and their interaction. The second

explores the impact of prediction horizon in shared control.

To describe these relationships in a quantitative sense, a mixed-effects model was

constructed for the portion of area covered metric. Main fixed effects for delay, in-

terface, and prediction horizon were used. An interaction term was included between

delay and interface. Other interaction terms were explored, but all had large p-values

and thus were not ultimately included in the model presented in Table 5.3. Finally,

each user was treated as a random effect on the intercept to help account for differ-

ences in participant skill. The general form of the model was,

area ∼ c0 + c1 ∗ Interf. + c2 ∗Delay + c3 ∗ Horiz. + c4 ∗ Interf.×Delay (5.16)

where area is the portion of area covered. Interf. has values 0 representing Interface

A and 1 representing Interface B. Delay has values 0 representing 400 ms and 1

representing 800 ms. Horiz. has values 0 representing 0.5 s, 1 representing 1.0 s, and

2 representing 1.5 s.

The average area covered and number of collisions for each interface × delay com-

bination is shown in Figure 5.8. The mixed effects model coefficients, their confidence

intervals, and statistical significance are displayed in Table 5.3. Based on Figure 5.8

and Table 5.3, it is evident that delay had the largest impact overall on the portion

of area explored. The magnitude of the effect coefficient for delay was four times that

96



0

0.2

0.4

0.6

Figure 5.8: Shared control improved both performance metrics for each interface ×
delay combination tested in Study 1 but has a more dramatic improvement at the
higher delay. The data shown is for a 1.0 s prediction horizon.

Table 5.3: Mixed-Effects Model: Portion of Area Covered (A|B). Delay has the largest
impact on portion of area covered. The small mixed effects model coefficient for pre-
diction horizon suggests that there is not a very strong relationship between prediction
horizon and portion of area covered.

Effect Coeff 95% CI t-value p-value

(Intercept) 0.541 (0.505, 0.576) 30.38 <0.001
Delay -0.125 (-0.142, -0.107) -13.63 <0.001
Interf. A|B× 0.076 (0.050, 0.101) 5.86 <0.001
Delay

Interf. A|B 0.031 (0.013, 0.049) 3.39 <0.001
Prediction 0.012 (0.005, 0.020) 3.13 0.002
Horizon

of interface. At the low delay, the shared control mode (Interface B) had a small

positive effect on area explored, however the effect is much more pronounced at the

higher delay of 800 ms.

From Figure 5.8 it is evident that delay and shared control (interface) both had

large impacts on the number of collisions. Shared control decreased the number of

collisions while higher delay resulted in more collisions. The difference in the number

of collisions for each interface at the high delay is larger than the difference at low

delay.

One may note that some collisions did still occur even with the shared control
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Figure 5.9: Varying lengths of prediction horizon did not have a large impact on the
area covered or the number of collisions at each prediction horizon × delay combina-
tion tested in Study 1. However, increasing the prediction horizon from 0.5 s to 1.0
s resulted in fewer collisions. The data shown is for Interface B.

(Interface B). These collisions are the result of differences in the model used to solve

the model predictive control (MPC) problem and the actual dynamics of the robot.

The model used in the MPC problem is a linearized version of the unicycle model

with dynamics. The robot operated by users in ANVEL has nonlinear dynamics that

include tire friction models, drive motor models, etc. With a better model of the

actual robot there would likely have been fewer collisions. However, the linearized

robot model used in the MPC is computationally much more efficient. The differences

between the two models give a more accurate representation of inaccuracies that would

occur when using a physical robot.

Overall, results from study 1 show that shared control improves safety (fewer

collisions) at both low and high communication delays. Performance (in terms of

area covered) has a large improvement at high communication delay with shared

control, but there is little improvement at low delay when adding shared control.

The average area covered and number of collisions for each prediction horizon ×

delay combination with Interface B is shown in Figure 5.9. The mixed-effects model in

Table 5.3 shows that while the effect of prediction horizon on area covered is positive,

it is small. In particular the difference between the 0.5 s and 1.5 s prediction horizons

98



was only found to result in a change of about 2.4% more area explored. This trend

was similar for the number of OOIs identified.

However, the number of collisions does depend on the length of prediction horizon.

The number of collisions is higher with the shortest prediction horizon of 0.5 s in

comparison to the 1 and 1.5 s horizons. However, the difference in the number of

collisions between the 1 and 1.5 s prediction horizons is very small. The length of

the prediction horizon beyond which safety is not impacted likely depends on the

dynamics of the robot. That is, a vehicle moving at higher speeds and with lower

maximum deceleration capabilities would require a longer prediction horizon.

5.4.2 Study 2 - Impact of Interface and Delay

Based on the findings of study 1, we designed and conducted study 2 to investi-

gate Interfaces C-E. From user study 2, three relationships will be highlighted. The

first compares interfaces where the user inputs robot velocities versus controlling the

position of a steerable waypoint. The second evaluates a navigation interface that

has the robot move along Voronoi map paths. The third explores how the location of

the shared control method (located on-board the robot versus operator control unit)

impacts performance in the presence of communication delay.

Similar to user study 1, mixed-effects models were constructed for user study 2

as,

area ∼ c0 + c1 ∗ Interf. + c2 ∗Delay + c3 ∗ Interf.×Delay (5.17)

where area is the portion of area covered. Interf. has values 0 representing Interface B

and 1 representing the relevant Interface C, D, or E. Delay has values 0 representing

400 ms and 1 representing 800 ms.

A steerable waypoint interface similar to that used in the military [76] and with

telepresence robots [105] was tested in study 2. Performance metrics of area and col-

lisions are summarized in Figure 5.10 and Table 5.4. Performance, both in terms of
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Figure 5.10: Users performed worse, in terms of area coverage and collisions, at each
delay when using the steerable waypoint (Interface E) compared to robot velocity
input (Interface B) in Study 2.

Table 5.4: Mixed-Effects Model: Portion of Area Covered (B|E). Higher delay and
using the steerable waypoint (Interface E) both resulted in 6.5% less area covered.

Effect Coeff 95% CI t-value p-value

(Intercept) 0.465 (0.437, 0.492) 33.46 <0.001
Delay -0.065 (-0.089, -0.040) -5.06 <0.001
Interf. B|E -0.065 (-0.090, -0.041) -5.12 <0.001
Interf. B|E × -0.018 (-0.0536, 0.017) -1.02 0.312
Delay

area and collisions, was worse with the steerable waypoint (Interface E) in compari-

son to subjects controlling the robot’s velocities (Interface B). From the mixed-effects

model, one can see that the size of the effects for interface and delay are approximately

the same size - 6.5% less area is covered due to the higher delay or due to using the

steerable waypoint. The interface × delay coefficient has a high p-value indicating

that there was not a significant interaction between communication delay and inter-

face. Decrease in area covered is consistent with the increased task completion times

observed in [76] with the steerable waypoint.

In study 1, it was observed that subjects often tried to maximize their distance

from the closest obstacles. When they passed in between obstacles, they often moved

along a path that was approximately halfway between the two obstacles. At high
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Figure 5.11: Users performed worse, in terms of area coverage and collisions, at each
delay when using the Voronoi map based shared control (Interface D) compared to
robot velocity input (Interface B) in Study 2.

Table 5.5: Mixed-Effects Model: Portion of Area Covered (B|D). The size of the effect
for interface was not as large as that for delay (6.5% vs. 4.3%).

Effect Coeff 95% CI t-value p-value

(Intercept) 0.465 (0.440, 0.489) 36.56 <0.001
Delay -0.065 (-0.093, -0.036) -4.43 <0.001
Interf. B|D -0.043 -0.072, -0.015) -2.97 0.004
Interf. B|D × -0.019 (-0.021, 0.059) 0.931 0.356
Delay

communication delays, increasing the distance from obstacles would allow subjects a

larger margin for error in navigating without having collisions. Thus, we anticipated

subjects would prefer and perform better moving along a Voronoi map. In Interface

D, the robot tried to navigate along a Voronoi map around obstacles. Results from

study 2 comparing Interfaces B and D are included in Figure 5.11 and Table 5.5.

Performance, both in terms of area and collisions, was worse with the Voronoi

map based shared control (Interface D) in comparison to subjects controlling the

robot’s velocities (Interface B). From the mixed-effects model, one can see that the

size of the effect for interface was not as large as that for delay (6.5% vs. 4.3%). The

interface × delay coefficient has a high p-value indicating that there was not a sig-

nificant interaction between between communication delay and interface. Additional
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Figure 5.12: Users performed worse, in terms of area coverage and collisions, at each
delay when using Interface C compared to Interface B in Study 2.

Table 5.6: Mixed-Effects Model: Portion of Area Covered (B|C). The size of the effect
for interface was not as large as that for delay (6.5% vs. 2.8%). The size of the effect
for Interface C (2.8%) was smaller than the effect size for Interface D (4.3%).

Effect Coeff 95% CI t-value p-value

(Intercept) 0.465 (0.441, 0.488) 39.02 <0.001
Delay -0.065 (-0.088, -0.041) -5.27 <0.001
Interf. B|C × -0.041 (-0.075, -0.007) -2.37 0.021
Delay

Interf. B|C -0.028 (-0.052, -0.005) -2.32 0.024

discussion about the Voronoi map navigation method and possible improvements are

in Section 5.5.

In Interface C, the shared control method calculated robot inputs at the operator

control station and thus could receive inputs from the human operator without com-

munication delay. However, as described in Section 5.3.2, the robot state information

and control commands sent to the robot were delayed. The resulting interface was

more responsive to inputs from subjects (i.e. the robot’s projected path on the screen

would update instantly), however actual movement of the robot still felt delayed. Re-

sults comparing Interfaces B and C are in Figure 5.12 and Table 5.6.

Performance, both in terms of area and collisions, was worse with Interface C

than Interface B. From the mixed-effects model, one can see that the size of the
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Figure 5.13: Users felt they were better able to control events in the robot environment
best with autonomy located on the operator side (Interface C) at low time delay.
However, at higher delay, they felt they could better control events with autonomy
located on-board the robot and Voronoi map based control (Interfaces B and D,
respectively) over autonomy on the operator side (Interface C).

effect for interface was not as large as that for delay and was also smaller than

the effect size comparing Interface B to D. The interface × delay coefficient has a

high p-value indicating that there was not a significant interaction between between

communication delay and interface. Additional discussion is in Section 5.5.

Subjective survey results were collected after each test condition. The subjective

measures conveyed the same messages, so results for only one of the questions are

included in Figure 5.13. Subjects responded to the question (shown in the figure title)

on a 7-point Likert scale with the ratings described in the legend. Some interesting

results can be observed from Figure 5.13. First, at low delay the subjective ratings

were spread evenly around neutral for Interface E. At the high delay, not a single

participant gave a rating of 6 or 7 for Interface E. This disapproval agrees with the

objective results that show low area coverage and a higher number of collisions.

Second, the subjective ratings comparing Interfaces B and D line up well with

the objective measures discussed of area coverage and collisions. One can see that

number of individuals giving ratings 2-6 on the 7-point scale are nearly identical
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at the 800 ms delay. The difference in the subjective ratings appears to be at the

extremes - more people felt strongly that they could control events with Interface B,

while a similar number of people felt strongly that they could not easily control events

with Interface D. Third, despite better area coverage with Interface B than C at the

400 ms delay, study participants did not rate Interface B as allowing them to more

easily control events in the robot environment. More participants rated “Strongly

Agree” for Interface C than B.

5.5 Discussion

Results from the two human subject studies demonstrated the effectiveness of

the shared control method we developed and identified several key teleoperation re-

lationships. In the discussion that follows, we provide some additional comments/

recommendations to consider when developing teleoperation systems.

Interaction of Shared Control and Delay

As discussed in Section 2.2, Luck et al. conducted a study investigating the role

of different automation levels and communication delay on performance [67]. In our

study, Interface A is most comparable to the teleoperation mode and Interface B is

most comparable to the guarded teleoperation mode in [67]. Results from their study

show that as delay increases, so do the number of drive errors, and drive errors are

lower with guarded teleoperation than regular teleoperation. These results agree with

our measurements for number of collisions.

With regards to time required to complete the course, results from [67] show that

as delay increases, so does course completion time and guarded teleoperation is about

the same as regular teleoperation. However, we found that the portion of area covered

(which compares best to completion time) improves when adding shared control. In

fact, we found that at higher delay, the improvement in area coverage is even more

pronounced with shared control than at lower delay.
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Overall, at low and high time delays our study agrees that adding shared control

will decrease drive errors/collisions. Unlike [67], we also demonstrated that adding

shared control provides a larger increase in performance at high delays compared to

low delays. We believe the improvement in performance with shared control found in

our study is due to the improved formulation of the shared control method.

Impact of Prediction Horizon

The prediction horizon used in the shared control method consists of two parts -

the timestep size Ts and number of timesteps p. A smaller timestep size can result

in more accurate estimates of robot state over the prediction horizon. However,

decreasing the timestep results in a shorter overall prediction time, if the number

of timesteps is kept constant. In our analysis, the size of the timestep was fixed to

Ts = 0.1 s. This value resulted in small errors between the continuous time and

discretized models when simulations were run for prediction horizons ranging from

0.5 to 1.5 s. The number of timesteps was varied among trials in user study 1.

The results in Figure 5.9 and Table 5.3 suggest that prediction horizon had a small,

positive effect on the portion of area covered. With regards to collisions, increasing the

prediction horizon from 0.5 to 1 s resulted in fewer collisions. However, increasing the

prediction horizon from 1 to 1.5 s had little impact on the number of collisions. Once

the prediction horizon is long enough (in our case 1 s), then increasing the prediction

horizon has little impact on safety. When selecting length of the prediction horizon for

a robotic platform, one should consider the dynamics of the platform. For example,

a robot that drives at higher speeds and decelerates slower would require a longer

prediction horizon. Additional work is needed to explore how to find the prediction

horizon that best balances robot safety and computational requirements.

Control Using Steerable Waypoint

Results in Figure 5.10 and Table 5.4 indicate that the steerable waypoint method

performed worse in terms of performance and safety compared to the velocity-input
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based shared control method in Interface B. Subjective results in Figure 5.13 also

convey participants’ opinions that control was difficult with Interface E. Many users

commented that controlling the steerable waypoint with the gamepad joystick was

difficult with the communication delay. The location of the steerable waypoint on

the human operator’s screen was responsive; however, the robot’s projected path and

movement was still delayed. Perhaps it would have been more intuititive to control

the steerable waypoint by using a mouse cursor or using a touch interface (like a

tablet computer). We wanted to minimize the number of factors that changed in each

comparison (i.e. if performance was better with the steerable waypoint on a tablet

in comparison to Interface B, it would have been difficult to determine whether that

difference was due to using the steerable waypoint or using the tablet itself). Overall,

we do not recommend using a steerable waypoint controlled by a gamepad, joystick

or computer keyboard.

Control Moving Along Voronoi Map Paths

Voronoi diagrams are very popular in a variety of domains and many efficient

methods for constructing them have been developed [7]. Voronoi maps have been

used in motion planning for mobile robots to construct paths that reach an end goal

while avoiding collisions with obstacles [104]. However, they often have many sharp

turns that could create a jagged, unnatural feeling motion for a human operator

observing a robot moving along the map. To address this concern, one could move

along smoother Bezier curves generated from a Voronoi map [44]. To the best of our

knowledge, no prior work has investigated shared control with Voronoi map based

navigation.

The results with Voronoi map based shared control (Interface D) in user study 2

show promise, but performance with the robot velocity based input method (Interface

B) is better. Subjects did make anecdotal comments that they liked the Voronoi map

lines. They said that it was nice to see the possible paths that the robot could follow.
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However, sometimes the exact direction a subject wanted the robot to move in was

not contained on the Voronoi map, or the path to go in that direction was extra long.

Subjects also commented that in areas that seemed to be a little bit more densely

populated with obstacles, they preferred following the Voronoi map paths.

A number of adjustments could help improve the method. First, using an alterna-

tive input device could improve performance. For example, using a mouse or tablet

interface to select Voronoi map lines to move along may be a better user interface

design and could potentially allow subjects to control multiple robots at once. Sec-

ond, movement along Voronoi map lines is likely more helpful in densely populated

obstacle areas and/or when communication delay is high. Thus, in areas that have

few obstacles and low delay, it may be better to have the robot move along a different

path, e.g. a minimum time path to another node.

Third, the sharp corners of the Voronoi map around nodes may make the robot

movement feel unnatural to human operators. Smoothing the path (especially around

nodes) could make the movement feel more natural. Lastly, a better explanation of

the path map that the robot is trying to follow could help, given that many operators

may not understand Voronoi maps.

Shared Control on Operator Station

We had anticipated that placing the shared control calculations at the operator

station would result in an interface with a more responsive feel. However, errors

accumulated in the state predictors and control commands were large enough to

offset this more responsive feel and cause decreased performance. Study participants’

dissatisfaction with the decreased performance (area coverage) and safety (number of

collisions) was also evident in their low subjective ratings of the system in Figure 5.13.

These results did not agree with our hypothesis that the MPC and model based state

predictors could better compensate for the delay than the human operator. In general,

we recommend placing autonomous controllers on-board the robot itself, as the user
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study 2 results suggest that human operators can better compensate for the delay in

their inputs, than the robot can for delay in its inputs. Further exploration could be

done to look at different predictors.

5.6 Conclusions

In this chapter, a shared control method to aid human operators in robot naviga-

tion tasks and avoiding collisions with obstacles was presented. The shared control

method builds off previous model predictive control (MPC) formulations and a new

method of representing obstacle free regions in the MPC problem is presented. The

obstacle free region representation makes the method well suited for maneuvering in

less structured environments (i.e. environments without roads or paths to follow)

and allows the MPC problem to be solved very rapidly due to its convex form.

The shared control method was implemented in a realistic robot simulation engine

and evaluated with two human subject studies. Results from the user studies showed

that performance and safety had small improvements at low communication delay and

much larger improvements at high delay with the shared control method. In addition,

the user studies explored the impact of control interface and its interaction with

communication delay. Delay had a larger impact on performance than interface and

prediction horizon. Overall, if robot designers know a teleoperation system requires a

human in the control loop and is going to experience delays on the order of hundreds

of ms to 1 s, then it is recommended that they implement obstacle avoidance on-

board the robot to keep system performance and safety near the performance with

no delay.
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CHAPTER VI

Environment Difficulty and Its Interaction with

Communication Delay

6.1 Introduction

Different environment setups combined with different operating conditions will

impact mobile robot teleoperation performance. Some prior work, discussed in Sec-

tion 2.2, has investigated factors of environment difficulty, communication delay, and

automation. However, these effects have often been considered independently, ne-

glecting important interactions between them. In this chapter, a user study and

analysis is presented that investigates how teleoperated driving performance depends

on environment difficulty, level of robot automation, and communication delay in the

system.

The work in this chapter is based on publications [97, 102]. The remainder of

the chapter is organized as follows. Section 6.2 describes the user study design used

to test factors impacting teleoperation driving performance. Section 6.3 presents the

results and analysis of data collected in the user study. Section 6.4 discusses lessons

learned that can be applied to the design and selection of future robot teleoperation

systems.
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Figure 6.1: Functional diagram of information exchanged among components of the
simulated teleoperation system and human subjects.

6.2 Methods

To explore how teleoperated robot driving can be described in different environ-

ment arrangements and operating conditions (e.g. with semi-autonomous control or

communication delay), a user study was designed and carried out. In the study, sub-

jects were first trained on how to operate a virtual robot, then they performed a series

of driving tasks towards a goal location under different conditions.

6.2.1 Teleoperation Setup

In the user study, subjects teleoperated a virtual robot with the general configu-

ration in Figure 6.1. This setup is representative of controlling a robot that is in a

location different from the human operator. The subsections that follow will describe

each component of the configuration.

6.2.1.1 Robot Environment

The robot and its environment were simulated using the Autonomous Naviga-

tion Virtual Environment Laboratory (ANVEL) [31]. ANVEL provides high fidelity

nonlinear robot dynamics, sensor models, and realistic graphics all running in real

time on a desktop computer. The robot that subjects controlled was modeled after a

physical robot in our lab - one that is easily transportable and can be used indoors

or outdoors for inspection, retrieving objects, etc.
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Figure 6.2: Exocentric view of the simulated robot that was teleoperated in the human
subject studies. Same as Figure 5.3.

To give a sense of the robot’s size and speed, it is approximately 10 kg and has

dimensions of 0.5 m long by 0.58 m wide. The maximum linear speed is 2 m/s and

maximum turning speed is 1.15 rad/s. All of these values were selected to match that

of the physical robot in our lab and are in ]line with those of typical unmanned ground

vehicles [1]. Figure 6.2 shows an overhead view of the robot in its environment.

6.2.1.2 Human Operator

The human operator controlled the robot using an XBox gamepad controller - a

device commonly used for robot driving. The right trigger position mapped linearly to

a desired forward speed, while the left joystick position mapped linearly to a desired

angular velocity. More detail about subjects operating the system will be discussed

in Section 6.3.

6.2.1.3 Semi-Autonomy

The semi-autonomous control method was located on-board the robot and as-

sisted subjects to avoid obstacles. The control method is described in detail in Chap-
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ter V, so only a brief description of the method is provided in this chapter. The

semi-autonomous method uses model predictive control (MPC) to try and match the

human driver’s inputs as closely as possible while avoiding obstacles and obeying

dynamic constraints of the robot.

To make the MPC problem easy to solve in real-time (approximately 10 times per

second), some approximations were made to formulate a quadratic cost and convex

linear constraints. Robot state estimates used in the MPC problem do not experience

added delay since the semi-autonomy is located on the robot, however the input

commands from the human driver do experience communication delay. The robot

commands generated from the MPC problem give an optimal projected path for the

robot based on safety and trying to follow the human inputs.

6.2.1.4 Communication Delay

As discussed earlier, communication delay is often introduced when the human

operator and robot are located in different environments. With the study described in

this chapter, simulated communication delay was introduced both in the commands

sent from the human operator to the robot (forward speed and angular velocity com-

mands) and from the robot to the human operator (camera images and projected

path data). This work considers constant communication delays in each direction.

The specific values tested are discussed in Section 6.2.2 and Table 6.1.

6.2.1.5 Visual Display

Subjects received information from the robot primarily through a first-person view

from a camera mounted on the robot’s manipulator arm as shown in Figure 6.3. The

video was displayed at 25 fps with a resolution of 640×480 pixels. Above the camera

view was a Trial number indicator, so subjects could track how many trials they had

completed.
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Figure 6.3: Visual display of the robot shown to test subjects.

Notice in Figure 6.3 that there are blue lines projecting in front of the robot.

These lines indicate to the user the projected path of the outside of the robot’s left

and right side wheels for a period of 1 second into the future. This predicted path

was calculated in one of two ways depending on the operating mode. 1) In manual

control mode, the path is generated by assuming the subject’s current inputs are kept

constant for a period of 1 second and applying them to the dynamic unicycle model

of the robot shown in Eqn. (6.1) [15]. 2) In semi-autonomous control mode, the path

is generated by the semi-autonomous controller (described in Section 6.2.1.3).
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ẋ = v cos (θ)

ẏ = v sin (θ)

θ̇ = ω

v̇ = K1

m
(vdes − v)

ω̇ = K2

J
(ωdes − ω)

(6.1)

In Eqn. (6.1), states x and y are the robot’s longitudinal and lateral positions, θ is

the robot’s heading angle, v is forward speed, and ω is angular turn rate. Inputs vdes

and ωdes are the desired desired forward speed and angular turn rate, respectively,

from the joystick. Variables m, J , K1, and K2 are constants set to reflect the dynamic

behavior of the robot as described in Section 5.2.3.

6.2.2 Experiment Design

In order to test how human teleoperators drive through different environments,

two arrangements of obstacles were designed. The first environment had users drive

in between a single obstacle gap to reach the goal position (Figure 6.4). The second

required users to pass through two obstacle gaps to reach the goal position (Fig-

ure 6.5). The obstacle positions in the single obstacle gap environment were adjusted

to test different gap lateral offsets relative to the robot’s initial position and different

gap widths. In the two obstacle gap environment, the obstacle positions were only

adjusted to change the gap widths.

Each environment was tested in manual and semi-autonomous control modes. In

addition, each environment × control mode combination was tested with no commu-

nication delay added and 400 ms round trip communication delay. The 400 ms of

delay included 100 ms in the direction from human to robot and 300 ms from robot

to human (longer delays are associated with video transmission). These values are

typical delays of what we could achieve over a WiFi network in our lab and are in
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Figure 6.4: Overhead view of the single obstacle gap environment.

line with those reported in prior work investigating delay associated with video chat

[114]. Thus, there were a total of 8 test blocks: 2 environments × 2 control modes ×

2 communication delays.

Subjects always performed the four single gap test blocks first, followed by the

four double gap test blocks. In each environment, the first two blocks either both

had communication delay or did not have added delay. The order of manual and

semi-autonomous control modes within each block was alternated among users to

help reduce ordering effects.

Within each test block for each user, a balanced Latin Square [95] was used to

order the test conditions. For the single gap test blocks there were 6 test conditions.

The double gap test blocks each had 4 test conditions. Thus, each user performed 36

scored trials for each of the single gap test blocks and 16 scored trials for each of the

double gap test blocks. In total, each user completed 208 score trials (36 trials × 4

single gap blocks + 16 trials × 4 double gap blocks). Values for each environment

configuration are listed in Table 6.1.

The single gap environment was laid out as shown in Figure 6.4. All obstacles and

the goal position had a radius of 0.5 m and all coordinates refer to the location of the

center of each object unless otherwise noted. In all environments the robot started at
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an initial position of (0,0) m. A few more details about the single gap environment

setup:

• Obstacles 1a and 1b had an x-coordinate of 5 robot widths = 2.9 m.

• Obstacle 1a’s y-coordinate was determined by placing its edge plus half the

robot’s width at the Gap Offset distance. The Gap Width is the smallest

distance between the edges of Obstacles 1a and 1b.

– For example, the y-coordinate of Obstacle 1a for a Gap Offset of 3 was

-0.95 m and the y-coordinate of Obstacle 1b with a Gap Offset of 3 and

Gap Width of 1.75 was -2.97 m.

• The y-coordinate of the goal position was the same as the Gap Offset. The

x-coordinate was selected such that the minimum time path for the robot was

fixed at 2.82 s. This setup corresponds to x-coordinates of 5.31, 5.49, 5.77, and

5.8 m for Gap Offsets of 3, 2.57, 1.64, and 1.5 robot widths, respectively.

• Line 1 is drawn from the robot’s start position to Point 1, which is between

Obstacles 1a and 1b and is one-half robot width from Obstacle 1a.

The Gap Offsets of 1.5 and 3 robot widths form angles of approximately 15 and 30

degrees between the robot’s initial heading and Line 1. The rationale for testing Gap

Offsets of 1.64 and 2.57 robot widths will be better explained when discussing the

definition of environment difficulty index in Section 6.3.1. The Gap Widths selected,

as a multiple of robot width, are in the range of those used by previous studies [42, 54].

The double gap environment was laid out as shown in Figure 6.5. A few more

details about the double gap environment setup:

• Line 1 is drawn from the robot’s start position to Point 1, which is between

Obstacles 2b and 2c and is one-half robot width from Obstacle 2b. Line 2 is

perpendicular to Line 1 and passes through Obstacle 2f’s center.
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Figure 6.5: Overhead view of the double obstacle gap environment.

• Obstacle 2b was fixed at a position of (2.9, -0.37) m, which was the same as

Obstacle 1a in the single gap environment with a Gap Offset of 2 robot widths.

• Obstacles 2a and 2c were placed to have an x-coordinate of 2.9 m and the

y-coordinate was determined from Gap Width 1.

• Obstacle 2f was fixed at a position of (5.73, -1.89) m. This position corresponds

to the setup in the single gap environment with Gap Offset 2 robot widths if

the robot were oriented in the direction of Line 1 and located at the end point

closest to Obstacle 2b.

• Obstacles 2d, 2e, and 2g were placed to lie along Line 2 and create the specified

Gap Width 2.

• The goal position was fixed at (8.72, -2.24) m.

The double gap environment offers several options of which gaps to pass between

to reach the end goal. It was designed to see if results developed with the single gap

environment could be extended to more complex environments.
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Table 6.1: Test conditions for each test subject.

Single Obstacle Factors Levels
Control Mode manual, semi-auto
Comm. Delay [ms] 0, 400
{Gap Offset, Gap Width} {1.5, 1.75}, {1.5, 1.375},
[robot widths] {1.64, 1.5}, {2.57, 1.5},

{3, 1.75}, {3, 1.375}
Double Obstacle Factors Levels
Control Mode manual, semi-auto
Comm. Delay [ms] 0, 400
Gap {1, 2} Widths {1.375, 1.375}, {1.75, 1.375},
[robot widths] {1.75, 1.75}, {1.375, 1.75}

6.2.3 Test Procedure

Test subjects were recruited through email lists and announcements at the Uni-

versity of Michigan. They were paid $10 for participating in the study and were

incentivized to try their best through a bonus compensation. The top performer

(subject with the minimum score) in each test block was paid a $10 bonus. Scores

were explained to subjects and calculated as follows,

score =
∑

test block

trial time · (1 + collisions) (6.2)

where ‘trial time’ is the time to move from the start to end position and ‘collisions’

is the number of collisions with obstacles.

At the start of each user test subjects filled out an informed consent form and

answered some basic background questions. Before beginning the scored trials, there

was a guided training session. The training was used to make sure subjects understood

the visual interface, were capable of driving around obstacles, and could successfully

reach the goal position. Training took 10-15 minutes and consisted of the following:

1. Subjects were verbally instructed how to drive forwards, backwards and turn in

an empty environment.

118



2. The robot’s projected path represented by the blue lines was explained to sub-

jects as they continued to practice driving in the empty environment.

3. Subjects practiced driving to an end goal circle.

4. Subjects were placed in an environment with three obstacles placed in a line such

that two gaps of 1.375 and 1.75 times the robot width were formed. Subjects

practiced driving around the obstacles and through the gaps. This practice was

done first with manual control mode, then with semi-autonomous control.

5. Step 4 was repeated with the added communication delay (400 ms roundtrip).

6. Immediately before each block of scored trials, subjects were given the oppor-

tunity to practice each environment configuration once.

In the scored trial blocks, subjects drove the robot towards the specified goal position.

Once the robot reached the goal position, the robot was automatically stopped. To

start the next scored trial, the user pressed the start button on the gamepad to reset

the robot and environment.

After all trials were completed subjects were thanked for their participation and

dismissed. Each user test took approximately one hour.

6.3 Results

In this section the results from the user study are presented. The study consisted

of 15 male and 5 female test subjects with an average age of 22.9 years and stan-

dard deviation (sd) 2.4 years. On a scale of 1 (low) to 7 (high), subjects self-rated

their average experience playing video games as 4.2 (sd=1.4) and their familiarity

with robotics as 3.8 (sd=1.5). These tests were approved by the University of Michi-

gan Health Sciences and Behavioral Sciences Institutional Review Board (UM IRB

#HUM00044265).

119



6.3.1 Driving Time

The first performance metric that will be discussed is the time that it took for

subjects to drive from the vehicle’s start location, past the obstacles, and to the end

target. This time is referred to as the movement time T in the figures and equations

throughout this section. The movement time starts running once a subject begins

driving forward, backwards, or turning and ends as soon as the center of the vehicle

is over any part of the end circle.

Recall in Section 6.2.2 the test conditions for the single obstacle gap environment

were selected such that the mininimum time path from the start to end location

was the same for each {gap offset, gap width} combination tested. Thus, a perfect

autonomous controller could drive from start to end in 2.82 s in each of the 6 {gap

offset, gap width} combinations tested. Figure 6.6 displays boxplots of the movement

times under the manual control condition with no delay added. A note on outliers: any

point more than 1.5 IQR (interquartile range) above the 75th percentile is indicated

as a dot above the top whisker. One can see from Figure 6.6 that at each test

condition, the lower whisker of each boxplot is very close (within a couple hundredths

of a second) to the minimum time of 2.82 s. This observation indicates that in manual

control mode, some subjects were able to complete the task in close to the minimum

time.

However, one can see that at the different test conditions in Figure 6.6, the spread

of the movement times varies between different test conditions. That is, the IQRs

and whiskers are not the same across test conditions. As the width of the gap that

the robot must pass through decreases, the spread of the movement times increases.

Likewise, as the offset of the gap from the robot’s initial location increases, so does

the spread of movement times. This observation indicates that although subjects can

still get very close to the minimum time in some trials, their consistency gets worse

under different environment configurations.
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Figure 6.6: Movement times for users operating the robot with manual control mode
and no added communication delay in the single obstacle gap environment.

Similarly, in the double obstacle gap environment, subjects tested 4 different com-

binations of gap width pairings. For all 4 combinations, the fastest time that an

autonomous controller could drive from start to end was 4.46 s. Figure 6.7 shows

boxplots of the movement times under the manual control condition with no delay

added. One can see that the lower whiskers of the movement times for each condition

are very close to the minimum time of 4.46 s. Again, in the best trials, subjects were

able to come within hundredths of a second of the best possible time. However, at

the smaller gap width test conditions, the size of the IQR and whiskers grows. While

subjects can drive nearly as well as a perfect autonomous controller in all of the test

conditions explored, the consistency of their performance is worse than autonomy.

Furthermore, inconsistency in performance is made worse in environment arrange-

ments with smaller widths between obstacles and larger offsets in the gap location

relative to the robot’s position.
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6.3.2 Index of Difficulty

Drawing inspiration from the human movement and robot movement literature

discussed in Section 2.2.3, an index of difficulty for robot driving around obstacles

will be developed. Figure 6.6 illustrates that movement time does not depend on gap

width or gap offset alone. There is some interaction between the two. At smaller gap

offsets, movement time appears to be less sensitive to the width of the gap. To predict

what the movement time for a given obstacle configuration would be, the index of

difficulty definition should capture this interaction between of gap offset and width.

Vaughan et al. found that human movement around an obstacle could be modeled

using ID = log2(2[D+ 2O]/W ), where D is the Euclidean distance between start and

end positions, O is the size of the obstacle’s intrusion into the straight line path from

start to end positions, and W is the end target diameter [107]. For robot driving,

Helton et al. found that the difficulty of a 90 degree robot turn could be modeled

using ID = log2
R

(W−R)+1
, where R is the robot width, and W is the width of the

passageway around the turn [42].

The ID initially proposed for the robot driving task described in this chapter
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Figure 6.8: Average movement times for subjects under the no communication delay
condition with manual (solid blue line) and semi-autonomous control modes (dashed
green line). The index of difficulty is defined according to Eqn. (6.3). Errorbars
represent ±one standard error.

draws inspiration from [107] and [42].

IDa =
Dmin

vmax
· RW

GW
· GO

GD
(6.3)

where Dmin is minimum time path length, vmax is robot max speed, RW is robot

width, GW is gap width, GO is gap offset, and GD is longitudinal distance to the

gap. Refer to Figure 6.4 for graphical descriptions.

Linear regressions T = a + b · IDa were fit to the manual control and semi-

autonomous data without communication delay using IDa and the result is shown

in Figure 6.8. The R2 values for each trendline are close to unity, indicating that the

IDa definition is a good fit for the data.

We originally defined IDa in publication [97]. However, after looking at the IDa

definition more, we decided to simplify it in three ways:

1. We removed the RW and vmax terms because these terms may be misleading

to individuals using the definition. That is, normalizing the ID by RW and

vmax may lead one to think that IDs for robot platforms with different sizes and
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speeds can be directly compared after dividing by their width and multiplying

by their maximum speed. The ID describes the difficulty of an obstacle arrange-

ment and should be interpreted separately for different vehicle platforms.

2. The term GO
GD

is replaced with the total change in robot heading angle required.

This ratio of GO to GD gives a value that is approximately equal to the angle

between the robot’s initial heading and the gap, in radians. What this ratio

fails to capture is how the gap between the obstacles is oriented relative to the

robot, which will be captured in the modified ID definition.

3. The length Dmin for the minimum time path length is replaced with D - the

linear distance from the robot’s start position to end position. Replacing Dmin

with D makes it easier to calculate the index of difficulty.

If one looks at the rearranged form of the IDa definition,

IDa =
GO

GD
· Dmin

GW
· RW

vmax
(6.4)

then making the three simplifications results in the following ID definition:

ID = (α1 + α2) · D

GW
(6.5)

where D is linear distance from the robot’s start to end position, GW is the width

of the gap or target, and α1 & α2 are angles defined in Figure 6.9. The angle α1 is

between the robot’s initial heading and Line 1 connecting the robot’s initial location

to the closest point (Point 1) between the gap that the robot is driving towards. The

angle α2 is between Line 1 and Line 3. Note that Line 2 passes through the center of

the two obstacles. Line 3 is perpendicular to Line 2 and passes through Point 1.

With this definition of the environment index of difficulty, the movement time

is predicted as T = a + b · ID, where a and b are empirically estimated intercept
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and slope coefficients. Figure 6.10 displays the linear fits for the movement times

under the no delay condition with manual control mode (solid blue lines) and semi-

autonomous control mode (dashed green lines). The R2 values with the ID definition

in Eqn. (6.5) are very close to the R2 values with the IDa definition in Eqn. (6.3).

The simplifications made to the ID definition did not negatively impact how well the

ID predicts movement time. Thus, the ID definition in Eqn. (6.5) will be considered

for the remainder of this dissertation and is recommended for use in future work.

Figure 6.11 shows the linear fits for movement times under the delay condition with

manual control (solid blue lines) and semi-autonomous control (dashed green lines).

Given the high R2 values, there is also a strong linear relationship between average

movement times and the ID definition with communication delay in the system.

Note that for Figure 6.10 and 6.11 the {gap offset, gap width} combinations of

{1.5, 1.375} and {1.64, 1.5} were selected to both have ID=1.28. Similarly, {gap

offset, gap width} combinations of {3, 1.75} and {2.57, 1.5} were selected to both

have ID=2.07. One can see that the different gap offset × gap width combinations

lined up well under the different delay and semi-autonomous mode conditions at their

respective difficulty indexes of ID=1.28 and ID=2.07.

In order to get a better estimate of the size of the effects of delay, ID, and semi-

autonomous mode, a mixed-effects model was fit to the movement times for the single
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Figure 6.10: Average movement times for subjects under the no communication delay
condition with manual (solid blue line) and semi-autonomous control modes (dashed
green line). The index of difficulty is defined according to Eqn. (6.5). Errorbars
represent ±one standard error.
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Figure 6.11: Average movement times for subjects under the 400 ms communication
delay condition with manual (solid blue line) and semi-autonomous control modes
(dashed green line). The index of difficulty is defined according to Eqn. (6.5). Error-
bars represent ±one standard error.

obstacle gap environment. The mixed-effects model was constructed with the lme4

package in R [8]. Confidence intervals for estimated parameters were constructed

from profile deviance objects [9, Sec. 1.5] and the lmerTest package in R [59] was

used to determine which effects were significant. The estimates of the mixed-effects
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Table 6.2: Mixed-effects model for movement time in the single obstacle gap environ-
ment.

Effect Coeff Coeff Value 95% CI t-value p-value

(Intercept) c0 3.44 (2.89, 3.99) 12.34 <0.001
Delay c2 2.00 (1.59, 2.41) 9.51 <0.001
Semi-Auto× c4 -1.12 (-1.70, -0.54) -3.77 <0.001
Delay

ID×Delay c5 0.71 (0.48, 0.93) 6.14 <0.001
ID×Delay× c7 -0.71 (-1.03, -0.40) -4.40 <0.001
Semi-Auto

ID c1 0.42 (0.26, 0.58) 5.20 <0.001
ID×Semi-Auto c6 -0.02 (-0.25, 0.20) -0.21 0.83
Semi-Auto c3 0.02 (-0.40, 0.43) 0.10 0.92

model coefficients are listed in Table 6.2 with the general form,

T = c0 + c1 ∗ ID + c2 ∗Delay + c3 ∗ Semi-Auto + c4 ∗Delay× Semi-Auto

+ c5 ∗ ID×Delay + c6 ∗ ID× Semi-Auto + c7 ∗ ID×Delay× Semi-Auto

(6.6)

where ID is the value defined in Eqn. (6.5), Delay has values 0 representing 0 ms and

1 representing 400 ms. Semi-Auto has values 0 representing manual control and 1

representing semi-autonomous control.

From the model coefficients in Table 6.2, one can see that communication de-

lay (0 ms vs. 400 ms) had the largest overall effect. The next largest effects were

communication delay’s interaction with semi-autonomous mode and ID. The semi-

autonomous mode did not have a significant main effect or interaction with ID.

Using the mixed-effects model coefficients, one can construct equations for a num-

ber of relationships between driving time and the conditions tested. For example,

to construct the equation for the line T = a + b · ID fit to the manual control data

in Figure 6.11, the intercept a = c0 + c2 = 5.44 and the slope b = c1 + c5 = 1.13.

With the mixed-effects model, one can look at the impact of different conditions on

driving time sensitivity. One particularly interesting trend is that the slope of the

linear trendline with manual control mode changed from 0.42 s/ID to 1.13 s/ID when
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comparing the no delay to delay conditions. With semi-autonomous control the slope

remained at 0.40 s/ID with the no delay and delay conditions. There was almost a

170% increase in sensitivity to ID in manual control mode when delay was present

in the system compared to the sensitivity remaining unchanged in semi-autonomous

mode.

Despite all of these paths having the same minimum drive time, movement times

with subjects were significantly different across the different gap offset and gap width

arrangements. The formulation of the difficulty index in Eqn. (6.5) was found to be

a good parameterization of the environment setup that can be used to predict the

average movement time of the robot for paths with the same minimum drive time,

but different arrangements or difficulties.

6.3.3 Driving Safety - Collisions

In addition to being told that their objective was to minimize drive time to the

end goal, subjects were told to try to avoid collisions as well. A collision was counted

as any time part of the robot made contact with an obstacle. Figure 6.12 and 6.13

show the average number of collisions per trial with manual control in the single

obstacle gap and double obstacle gap environments, respectively. Some collisions

did still occur with the semi-autonomous mode. These collisions primarily resulted

from small errors between the linearized/discretized model used in the MPC problem

and the nonlinear behavior of the robot plant model. In general, the number of

collisions with semi-autonomous control mode was an order of magnitude lower than

with manual control mode (0.035 collisions/trial with semi-autonomous control vs.

0.38 collisions/trial with manual control mode). Since the number of collisions with

semi-autonomous control was so low, only collision results from manual control mode

are presented.

One can see from Figure 6.12 and 6.13 that delay increased the average number
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Figure 6.12: Average number of collisions for users operating the robot with manual
control mode in the single obstacle gap environment.
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Figure 6.13: Average number of collisions for users operating the robot with manual
control mode in the double obstacle gap environment.

of collisions in all environment arrangements. The driving conditions containing the

smallest gap width of 1.375 robot widths resulted in the highest number of average

collisions. The only exception is that the gap width of 1.5 and gap offset of 2.57 robot

widths also had a high number of collisions indicating that there is some interaction

between gap width and gap offset.

One can see that the ID would not produce the same type of linear relationship

as it did with movement times. In particular {gap offset, gap width} conditions {1.5,

1.375} and {1.64, 1.5} both have ID=0.56, but have quite different collision numbers.

The number of collisions is more sensitive to the gap width than the gap offset.

Thus, if one were to define an ID to describe difficulty with regards to collisions, the

definition would likely place more weight on gap width. For example, the gap width
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Figure 6.14: Diagram displaying paths taken by human subjects in manual control
mode with no added delay for the double gap environment. Paths passing through
different sets of obstacles are numbered 1-4.

in the denominator might be multiplied by a constant less than 1.

6.3.4 Driving Path Selection

In the double obstacle gap environment, test subjects were able to select which

path they wanted to take to reach the end goal location. Since the arrangement of

obstacles was only adjusted to change the gap widths between trials, subjects often

narrowed down their path selection to one or two paths that they could drive quickly

and safely. Figure 6.14 shows all of the paths taken by subjects under test conditions

with manual control mode and no added time delay. Additionally, the minimum

time paths are displayed for reference using dashed lines. From Figure 6.14 one can

see that Path 1 was the most popular path among the paths taken. Looking at how

many individuals selected to follow Path 1 to the end goal, we wondered how subjects

selected that path.

To explore how subjects select a path among several options, we looked at which

paths were selected during the first four practice runs and then over the course of
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Figure 6.15: Portion of users selecting each path in practice (left) and during the
scored trials (right). The legend displays the average ID for each path (averaged
across the 4 gap width combinations) and the minimum time required to drive the
path.

all the scored trials. Figure 6.15 displays the portion of users that took paths 1-4 at

each of the first 4 practice trials and 64 scored trials. Looking at the breakdown of

paths selected in the scored trials, it agrees with the paths observed in Figure 6.14:

a majority of people moved along Path 1. Interestingly, Path 1 does not have the

smallest minimum time; Path 3 does. This observation raises the question: why did

such a large number of subjects decide to take the Path 1 route when other paths

were available with similar or even smaller minimum drive times?

In the practice trials of Figure 6.15, one can see that a large number of subjects

tried driving Path 3, which had the shortest minimum path time. However, many of

those subjects ended up deciding to select Path 1 to reach the goal in the safest and

quickest manner. The legend in Figure 6.15 shows that the average difficulty index of

each path varies between 1.03 and 2.43. Path 1 has the lowest ID value and was the

most traveled path. This observation suggests that the difficulty index could be used

in conjunction with the minimum time path to estimate which path a human driver

would take. It is likely that subjects try to select the path that appears the shortest.
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Table 6.3: Number of scored trials driven along a path (columns), given the path
driven in the previous trial (rows).
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However, if there are several paths with similar minimum drive times, then subjects

are more likely to select the easier (lower ID) path to drive.

Table 6.3 shows how consistent subjects were in their path selections. Notice that

the bold numbers on the diagonal are more than double nearly all of the off-diagonal

numbers. This observation indicates that subjects most often stayed with the path

that they had driven in the previous trial.

Furthermore, we wondered if subject’s path selection depended on the test condi-

tions (i.e. level of communication delay and control mode). Figure 6.16 displays the

portion of trials that subjects drove each path for each test condition. The combined

portions for Paths 1 and 2 are higher with the 400 ms communication delay method.

Additionally, the portion of Path 2 is highest for the case with 400 ms of delay and

semi-autonomous mode activated.

From Figure 6.14, one can see that Paths 1 and 2 both require the human operator

to go to the left of the first obstacle. More subjects likely decided to go in this

direction when the 400 ms of communication delay was present because the lower

difficulty index Paths 1 and 2 were in that direction. With the semi-autonomy and

communication delay, subjects sometimes could not adjust the heading of the robot

quickly enough and although they intended to follow Path 1, they ended up going

along Path 2 to the end goal. Overall, subjects traveled along the lower ID Paths 1

and 2 than higher ID Paths 3 and 4 under the more difficult operating condition with

400 ms of delay.
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Figure 6.16: Portion of trials completed for each path at each delay and control mode
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6.4 Conclusions

System performance for unmanned vehicles depends on a variety of factors in-

cluding the vehicle, environment and human operator. This chapter presented results

and analysis from a user study exploring the interaction of environment setup, semi-

autonomous control, and communication delay in teleoperated driving performance.

The key findings were the following,

• A new environment difficulty index (ID) was defined with Eqn. (6.5). The ID

definition can be used to describe:

1. the average movement time for paths with the same minimum travel time,

but different obstacle configurations.

2. the preferred path by users when choosing among paths with different

minimum travel times.

• Human teleoperation drivers can perform as well as automation in environments

of varying difficulty. However, variability of driving time and collisions increases

as difficulty (ID) increases.
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• When there is high communication delay and consistent performance is needed,

some level of automation should be added to teleoperated vehicles.

These results will assist roboticists to make better design decisions for mobile robot

systems and improve overall performance.
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CHAPTER VII

Conclusions and Future Directions

As robots become more autonomous, human operators are alleviated of many low

level tasks. However, the human’s role in completing many robot missions is still

critical. To this end, semi-autonomous control methods that effectively distribute

control between human and automation will continue to be important. The type

of automation and interface needed often depends on a number of factors including,

but not limited to: the robot platform, the environment, the task itself, and the

human operator. This dissertation developed methods of improving semi-autonomous

control and understanding how different factors, such as communication delay and

environment setup, impact mission performance. These efforts are enumerated below.

7.1 Contributions

1. Method of Improving Handling and Preventing Rollover Using an

Existing Manipulator Arm: Manipulator arms on-board mobile robots often

raise the center of gravity, making the robot more prone to rollover or tip-

over. By moving the manipulator arm with the technique proposed in this

dissertation, it was demonstrated both in simulation and experimentally that

the robot can make smaller radius turns at higher speed without rolling over.
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2. Method of Representing Convex Obstacle Free Regions: Obstacle free

regions in a robot’s environment are typically non-convex spaces, causing their

mathematical representation to create difficult optimization problems in path

planning. The method developed in this work provides an approximate rep-

resentation of the obstacle free region that is convex, allowing it to be used

in real-time optimal control problems. The method is well suited for highly

maneuverable vehicles, such as skid-steer and omnidirectional robots.

3. Relationship between Communication Delay Distributions and Tele-

operation Performance: Time-varying communication delay is typical of

wireless communication networks and is known to have a negative impact on

robot teleoperation in general. This dissertation proposed a method of quanti-

tatively relating teleoperated driving performance among stochastic delay dis-

tributions with different statistical moments.

4. Difficulty Index Definition for Driving around Obstacles: Despite hav-

ing the same minimum time path through a series of obstacles, different obstacle

arrangements can be more or less difficult for users to drive through. This work

defined an index of difficulty for describing different obstacle arrangements that

can be used to predict the average movement time for subjects driving through

an environment and determine the path that subjects are most likely to take.

5. Relationships between Teleoperation Conditions and Performance:

Prior user studies have considered how teleoperation performance is impacted

by conditions, such as automation and communication delay, independently.

Results from the user studies conducted in Chapters V and VI describe the

interaction of teleoperation conditions including automation, communication

delay, and environment difficulty on task performance. One of the most in-

teresting results was that the sensitivity of robot driving time to environment
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difficulty did not change when communication delay was present and obstacle

avoidance was used. However, without obstacle avoidance the sensitivity of

robot driving time to environment difficulty increased by almost 170% when

communication delay was present in the teleoperation system.

7.2 Future Work

While this dissertation has made significant contributions in the areas discussed,

many questions and challenges in the field of semi-autonomous robot operation still

exist. The following subsections describe several areas of future work.

7.2.1 Dynamic Weight Shifting for Stabilization

Contribution 1 demonstrated how an existing manipulator arm can help prevent

rollover and improve handling. Recent work has also looked at adding tails or using

robot arms to help prevent legged robots from tipping over [68, 43]. However, there

is still opportunity to use robot manipulator arms or tails to stabilize the yaw motion

in aggressive driving maneuvers. For example, the robot’s manipulator arm could be

moved along the vehicle’s longitudinal axis to correct for oversteer or understeer. Or if

the vehicle starts experiencing a large yaw rate (indicating that it is close to spinning

out), then the manipulator arm could be moved to provide a reaction moment to

counter the large yaw rate.

The technique presented in Chapter III was a purely reactionary method. How-

ever, using predictive methods to estimate the vehicle’s roll and lateral dynamics for a

short period of time into the future could yield even better improvements in rollover

and handling stability. Another improvement could be to integrate the dynamic

weight shifting method into a path planner that could plan paths that leveraged the

weight shifting behavior. Finally, an extension to consider tripped rollover events

would make the method more robust in real-world operation.
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7.2.2 Time-Varying Delay Relationships with Driver Model

The relationship for relating driving performance among different stochastic time-

varying delay distributions in Chapter IV was empirically derived from user study

data. The relationship was also supported by simulations with the proportional

derivative (PD) controller based driver model in Chapter IV. Future work could

conduct analysis to develop an analytical relationship between path following perfor-

mance with the PD driver model and stochastic communication delay distributions.

The user study and analysis in Chapter IV considered steering a skid-steer robot

using a gamepad. Future work could investigate other important features of teleop-

erated driving, such as different road curvatures, underlying vehicle dynamics, and

control input devices (e.g. steering wheel), from an analytical and experimental

standpoint. Results could likely extend to the broader field of time delay systems.

7.2.3 Defining Task Difficulty for General Environments

Chapter VI and Section 2.2.3 developed definitions to describe task difficulty.

However, the definitions apply to a relatively limited set of scenarios, such as path

following, driving around corners, or driving around static obstacles. Future work

could add considerations for describing the impact of type of automation, environment

conditions (e.g. lighting, weather), user interface (e.g. haptic steering wheel, tablet

interface), and moving obstacles on task difficulty. The impact of many of these

factors on robot operation performance is not yet well understood.

The sensors and hardware on the robot also have a large impact on how difficult

a task is to complete and warrant consideration. For example, features of the camera

view including field of view, resolution, and viewpoint may impact task difficulty.

These considerations would facilitate analysis of task difficulty for a more complete

set of scenarios. The analysis could be used in the design of robot systems or when

selecting robots for tasks.
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APPENDIX A

Rollover Model Parameter Description

A brief description of parameters and values used in the Linear and Nonlinear

Model are listed in Table A.1. There are differences in tire stiffness kt and damping

bt values for the Linear and Nonlinear Model because the Nonlinear Model contains

roll stiffness and damping both in the tires and about its roll center axis. The Linear

Model contains all of its roll stiffness and damping in the tires. The Nonlinear Model

tires are stiff compared to the roll stiffness. Therefore, kroll and broll decrease the

overall effective stiffness and damping. Smaller values of kt and bt were selected for

the Linear Model in order to match the steady state response of the Nonlinear Model

in Figure 3.6 for u = 4 m/s.

The Nonlinear Model inertia parameters of the body, front axle, rear axle, front

wheel, and rear wheel were the following (with units [10−4kg ·m2]):

Ibody = diag ([227.5, 1340, 1609])

Iax,f = diag ([5.647, 0.1613, 5.638])

Iax,r = diag ([5.748, 0.1642, 5.739])

Iwh,f = diag ([0.1777, 0.3080, 0.1777])

Iwh,r = diag ([0.1470, 0.2547, 0.1470])

(A.1)
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Table A.1: Description and nominal values of robot parameters.

Parameter Description Nonlinear Linear
Model Model

αf [rad] Front tire slip angle varies varies
αr [rad] Rear tire slip angle varies varies
broll Total axle roll damping (damp.) 2 n/a

[N ·m·s]
bt Vert. damping of each tire 1000 90

[N ·s/m]
Cαf Linear Model front tire cornering n/a 21

[N/rad] stiffness (stiff.)
Cαr Linear Model rear tire cornering n/a 50

[N/rad] stiffness
dee [m] Manip. arm end effector width 0.05 n/a
Froll [·] Front roll stiff. & damp. dist. 0.55 n/a
h [m] Ground to CG vert. dist. 0.15 0.15
hroll [m] Ground to roll center vert. dist. 0.05 n/a
Ix [kg·m2] Linear Model roll inertia n/a 0.025
Iz [kg·m2] Linear Model yaw inertia n/a 0.2

KD Arm motor derivative control gain -70 n/a
KI Arm motor integral control gain -1700 n/a
KP Arm motor proportional control gain -1000 n/a
Kφ [·] Manip. arm joint angle const. varies varies
kroll Total axle roll stiffness 13 n/a

[N ·m] (front + rear axles)
kt [N ·m] Vert. stiffness of each tire 5000 450
L [m] Manip. arm link length 0.5 0.5
`f [m] CG to front axle long. dist. 0.2 0.2
`r [m] CG to rear axle long. dist. 0.13 0.13
` [m] Rear to front axle long. dist. 0.33 0.33
m [kg] Total mass (manip. arm + veh.) 3.6 3.5

Ma [N ·m] Moment on veh. from manip. arm varies varies
maxle [kg] Vehicle (veh.) axle mass 0.15 n/a
mbody [kg] Vehicle sprung mass 2.5 n/a
mee [kg] Manip. arm end effector mass 0.5 0.5
mL [kg] Manip. arm link mass 0.05 n/a
mv [kg] Total mass of vehicle 3.0 3.0
mwh [kg] Vehicle wheel mass 0.05 n/a
rtire [m] Vehicle tire radius 0.05 n/a
τm [N ·m] Manip. arm motor sat. torques 8 n/a
T [m] CG to tire lat. dist. 0.15 0.15
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