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ABSTRACT

Surface Energy and Mass Balance Model for Greenland Ice Sheet and Future
Projections

by

Xiaojian Liu

Chair: Jeremy N. Bassis

The Greenland Ice Sheet contains nearly 3 million cubic kilometers of glacial ice.

If the entire ice sheet completely melted, sea level would raise by nearly 7 meters.

There is thus considerable interest in monitoring the mass balance of the Greenland

Ice Sheet. Each year, the ice sheet gains ice from snowfall and loses ice through

iceberg calving and surface melting. In this thesis, we develop, validate and apply a

physics based numerical model to estimate current and future surface mass balance

of the Greenland Ice Sheet. The numerical model consists of a coupled surface energy

balance and englacial model that is simple enough that it can be used for long time

scale model runs, but unlike previous empirical parameterizations, has a physical

basis. The surface energy balance model predicts ice sheet surface temperature and

melt production. The englacial model predicts the evolution of temperature and

meltwater within the ice sheet. These two models can be combined with estimates of

precipitation (snowfall) to estimate the mass balance over the Greenland Ice Sheet.

We first compare model performance with in-situ observations to demonstrate that

the model works well. We next evaluate how predictions are degraded when we
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statistically downscale global climate data. We find that a simple, nearest neighbor

interpolation scheme with a lapse rate correction is able to adequately reproduce melt

patterns on the Greenland Ice Sheet. These results are comparable to those obtained

using empirical Positive Degree Day (PDD) methods. Having validated the model,

we next drove the ice sheet model using the suite of atmospheric model runs available

through the CMIP5 atmospheric model inter-comparison, which in turn built upon

the RCP 8.5 (business as usual) scenarios. From this exercise we predict how much

surface melt production will increase in the coming century. This results in 4–10 cm

sea level equivalent, depending on the CMIP5 models. Finally, we try to bound melt

water production from CMIP5 data with the model by assuming that the Greenland

Ice Sheet is covered in black carbon (lowering the albedo) and perpetually covered

by optically thick clouds (increasing long wave radiation). This upper bound roughly

triples surface meltwater production, resulting in 30 cm of sea level rise by 2100. These

model estimates, combined with prior research suggesting an additional 40–100 cm

of sea level rise associated with dynamical discharge, suggest that the Greenland Ice

Sheet is poised to contribute significantly to sea level rise in the coming century.
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CHAPTER I

Introduction

1.1 Cryosphere

The cryosphere is the part of Earth’s surface where water is in solid form, in-

cluding ice sheets, ice shelves, glaciers, ice caps, sea ice, river ice, lake ice, snow and

frozen ground (Cuffey and Paterson, 2010; Vaughan et al., 2013). Some parts of the

cryosphere, such as lake ice and sea ice, vary seasonally, while some other components

are more permanent, such as glaciers and ice sheets (Bates et al., 1984; Barry and

Gan, 2011). The cryosphere plays an important role in the Earth’s climate system,

water cycle and sea level rise (Barry and Gan, 2011). As part of the global climate

system, the cryosphere influences the Earth surface energy budget through its large

surface area, which covers about 10 percent of the Earth’s surface, and high albedo,

which plays a key role in the Earth’s planetary albedo and radiative balance (Hart-

mann, 2015).

The Antarctic and Greenland ice sheets together contain more than 99 percent of

the freshwater ice on Earth and about 75 percent of the world’s fresh water. If the

entire ice sheets melted, the sea level could rise about 70 meters (Barry and Kiladis ,

1982; Lythe and Vaughan, 2001). This is not only a threat to people who live near

the ocean, but also a potential disaster for maritime life (FitzGerald et al., 2008).

Mountain glaciers are important sources of clean water for animals and crucial for the
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Figure 1.1: The map of Greenland Ice Sheets (indicated by the snow covered white
area) and its location in the northern hemisphere based on Dahl-Jensen
et al. (2009).

daily lives of people (Kehrwald et al., 2008; Immerzeel et al., 2010). Sea ice can affect

the atmospheric and ocean circulation (Mori et al., 2014). Thus, the cryosphere has

an essential control over the physical, biological and social part of Earth’s system.

Since all these components of cryosphere are sensitive to the climate change, the

investigation of cryosphere will provide signatures about climate change (Flato et al.,

2013).
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1.2 Greenland Ice Sheet

An ice sheet is a body of ice, formed by accumulation of snowfall over many years,

with area larger than 50,000 km2. Currently, there are only two ice sheets on Earth,

the Greenland Ice Sheet and Antarctic Ice Sheet. The Greenland Ice Sheet as shown

in Figure 1.1, is the largest body of ice in the Northern Hemisphere and the second

largest ice sheet in the world. It extends about 1.7 million square kilometers, stretch-

ing 2600 km, and covers about 85 percent all the surface of Greenland (Morlighem

et al., 2014). The Greenland Ice Sheet consists of about 2.9 million km3 of ice and

would cause the sea level to rise about 7 m if completely melted (Ekholm and Krabill ,

2001), which would submerge many of the world’s heavily populated coastal cities.

Figure 1.2 shows the elevation of the bedrock underneath the Greenland Ice Sheet,

and Figure 1.3 shows the thickness of the ice sheet (Bamber et al., 2013). These plots

show that the base of Greenland is below the sea level, especially in the central part.

Most of the Greenland Ice Sheet is over 1000 meters thick with a maximum thickness

of 3200 m.

As shown in Figure 1.4, every year snow falls and accumulates on the surface

of the ice sheet. The freshly fallen snow, with density about 300 kg m−3, gradually

transforms into glacier ice density about 910 kg m−3 under the influence of gravity and

successive yearly snowfall. Under the influence of gravity, the unbalanced accumulated

mass leads ice streams downward from the center of the ice sheet to the edge suggest

moving as indicated. Ice shelves form at the extended part where ice meets ocean.

Ice sheets are surrounded by sea ice. The Greenland Ice Sheet gains mass from the

precipitation and losses mass from both surface melt and iceberg calving at the front

of ice shelf.

The Greenland Ice Sheet area reached its maximum during the last glacial max-

imum (LGM) of the latest Pleistocene (23 ka), at which time it was about 140%

larger than at present (Lambeck et al., 2002; Huybrechts , 2002). It is thought that

3
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Figure 1.2: The Greenland Ice Sheet bedrock topography based on Bamber et al.
(2013).
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Figure 1.3: The Greenland Ice Sheets ice thickness based on Bamber et al. (2013).
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Figure 1.4: Conceptual figure of the ice sheet illustrating ice sheet dynamics, figure
courtesy of wikipedia.org.

the entire continent of Greenland, along with the surrounding continental shelf, was

glaciated (Bennike and Björck , 2002). From that time the ice sheet grew until the ter-

mination of the Little Ice Age and then gradually decreased to the present day (Huy-

brechts , 1994, 2002), with ice melting first on the southern peninsula (14 ka) and later

on the northern tip (9 ka) (Bennike and Björck , 2002; H̊akansson et al., 2007).

1.3 Mass Balance of Greenland Ice Sheet

The Greenland Ice Sheet gains mass through accumulation processes (snow and

rain fall) and loses mass through ablation processes including iceberg calving, subma-

rine melting and surface meltwater runoff (Box , 2002; Cuffey and Paterson, 2010).

The net result of the mass change is called the total mass balance. A negative value

means Greenland loses more mass than it gains and therefore contributes to the global
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sea level rise. Mass balance for the Greenland Ice Sheet is usually given in gigatons

per year (Gt yr−1), where one gigaton is 1012 kilogram.

It’s important to understand the physical processes in the mass balance of Green-

land ice sheet. During winter seasons, snow falls over the surface of the whole Green-

land Ice Sheet and accumulates at the the high elevations and central parts, where

temperatures are coldest. The fallen snow is compacted into ice through metamorpho-

sis under the influence of pressure. The accumulated mass in the central part drives

the ice sheet to move toward the marginal areas through deformation and sliding.

Ice shelves can form along the edge of ice sheets. As ice flows towards the margin,

it eventually fractures and break off in a process called iceberg calving (Figure 1.4).

During summer time melt occurs at the ice sheet surface. Part of the meltwater per-

colates, refreezes and is retained in the snow pack or surface. The rest of the water

runs off from the surface into the ocean either over the ice sheet surface or by draining

to the bed through a moulin and then being routed subglacial towards the margin.

The largest contributor to accumulation is precipitation, including both snowfall

and rain. This amounts to nearly 697 Gt yr−1 for total snowfall and 46 Gt yr−1 for

rainfall (Ettema et al., 2009). Other processes include water vapor deposition, basal

freeze and snow blowed from adjacent land by wind. Ablation processes include melt-

ing, iceberg calving, and sublimation. Current estimates of accumulation, ablation,

and mass balance, as well as the relevant uncertainties, are shown in Table 1.1.

Process Mass (Gt yr−1)

Net surface accumulation 228± 34

Ablation from ice discharge −495± 29

Total −267± 38

Table 1.1: Mass budget for Greenland Ice Sheet in 2007, based on data from Rignot
et al. (2008).

The Greenland Ice Sheet has lost ice over the past two decades (Flato et al., 2013;
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Enderlin et al., 2014; Khan et al., 2015). Research shows the high confidence that

ice loss has happened in several parts of Greenland Ice Sheet and the large mass loss

rates have spread to more regions based on the combination of data from satellite and

airborne remote sensing as well as field data (Flato et al., 2013). The mass loss rate

of Greenland Ice Sheet has accelerated since 1992. The average rate has increased

from 121 Gt yr−1 over the period 1993–2002 to 229 Gt yr−1 over the period 2005–

2010, and the related sea level rise is equivalent to 0.3 mm yr−1 and 0.6 mm yr−1

respectively (Rignot et al., 2008; Enderlin et al., 2014; Khan et al., 2015). Figure 1.5

shows the contribution of Greenland Ice Sheet to sea level change and the cumulative

mass loss from ice sheet (Flato et al., 2013). Figure 1.6 shows the mass loss estimation

from different methods and work.

The mass loss from surface melt and outlet glacier discharge contribute nearly

equally to the total ice loss for Greenland Ice Sheet. Mass loss from both processes

has increased in the past 20 years (Flato et al., 2013). The accelerated surface mass

loss is more than models predicted and has increased faster than the contribution

from dynamical discharge (Enderlin et al., 2014). The relative contribution of ice

discharge to total loss decreased from 58% before 2005 to 32% between 2009 and

2012. As such, 84% of the increase in mass loss after 2009 was due to increased

surface runoff (Enderlin et al., 2014). The mass loss from Greenland Ice Sheet is

one of the major contributors to sea level rise in the recent (Cazenave, 2006), while

the surface mass loss may dominate in the future mass balance of Greenland Ice

Sheet (Enderlin et al., 2014).
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Figure 1.5: The Greenland Mass loss from the past two decades and related sea level
rise Flato et al. (2013).

1.3.1 Surface Mass Balance

The surface mass balance (SMB) is the net sum of mass fluxes in and out of the

ice sheet surface, usually defined as (Dahl-Jensen et al., 2009)

SMB =

∫
(P + TMT +R +∇Q)δtδA (1.1)

where A is surface area, P is precipitation, TMT is turbulent moisture transport,

R is run-off and Q is the snowdrift mass flux. Ice sheet gains mass from the solid

fraction (snow, hail and freezing rain) as well as from liquid rain. Ice sheets lose

mass from run-off of surface water (meltwater and liquid rain), turbulent moisture

transport (surface evaporation, sublimation and deposition). In addition, drifting

snow can blow mass into the ocean, but this is usually negligible compared to the

other terms in the total surface mass balance estimation. Not all the meltwater and
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Figure 1.6: Key variable related to the determination of the Greenland ice sheet mass
changes. (a) Mean surface mass balance for 1989–2004 from regional at-
mospheric climate modeling Ettema et al. (2009). (b) Ice sheet velocity
for 2007–2009 determined from satellite data, showing fastest flow in red,
fast flow in blue and slower flow in green and yellow Rignot and Mouginot
(2012). (c) Changes in ice sheet surface elevation for 2003-2008 deter-
mined from ICESat altimetry, with elevation decrease in red to increase
in blue Pritchard et al. (2009). (d, e) Temporal evolution of ice loss deter-
mined from GRACE time-variable gravity, shown in centimeters of water
per year for the periods (a) 2003–2012, (b) 2003–2006 and (c) 2006–2012,
color coded red (loss) to blue (gain) Velicogna (2009). Image compilation
from Flato et al. (2013).
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rain is run-off from the ice sheet. Part of the liquid water will penetrate into snow or

firn pack, refreezes is retained there.

Regions where Surface Mass Balance (SMB) > 0 are called accumulation zones,

while ablation zones are defined as regions where SMB < 0. The equilibrium line

is the elevation where SMB = 0. Figure 1.7 shows the ice sheet surface melt and

runoff processes. Part of the meltwater retained in the ice sheet (meltwater ponds

or refreeze in snowpack). Other water runoff through the the crevasses or moulins

down to the bottom of the ice sheet. These kind of meltwater will influence the ice

sheet dynamic processes (Zwally et al., 2002). The average SMB for the Greenland

Ice Sheet in the past 50 years is 285 Gt yr−1 with a range of 62 Gt based on three

reconstructions (Box et al., 2004; Fettweis , 2007; Hanna et al., 2008). Table 1.2 shows

the different components of surface mass balance from previous works.

Model Period P M R RF SMB

MARa 1958–2007 550 532 −282 250 264

PMM5b 1958–2006 638 228 −213 48 326

Hannac 1958–2007 559 313 −261 77 264

Moted 1988–1999 591 −255 239

Reehe 1900s 552 −279 273

Table 1.2: Surface mass balance components for Greenland Ice Sheet based on differ-
ent methods and works. P is precipitation, M is meltwater, R is run-off,
RF is refreeze and SMB is the surface mass balance, with units Gt yr−1.
(a) MAR Fettweis (2007), (b) PMM5 Box et al. (2004), (c) Hanna et al.
(2008), (d) Mote (2003), (d) Reeh et al. (1999); Reeh (1999).

1.4 Numerical Models

Numerical models have been used in the polar region research for long time and

they have several advantages over other techniques. Numerical models are much

cheaper to develop and use than satellite missions or even airborne experiments. Nu-
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Figure 1.7: Schematic of glaciological features in the equilibrium and ablation zones,
including surface lakes, inflow channels, crevasses, and moulins Zwally
et al. (2002).

12



merical models can provide more details in specific areas and time periods compared

with the limited measurement. Also the need for future projects forces scientists

to come up with different numerical models to estimate the mass balance of the

Greenland Ice Sheet. Regional climate model can provide details about the temporal

evolution and relative importance of different components of the surface mass balance

as well as their sensitivity to the climate and future projection. Some regional climate

model are used to help technical methods. For example, regional models are often

used to estimate firn corrections needed for altimetry based estimates of ice sheet

mass balance.

1.4.1 Positive Degree Day

The air temperature is a well known important factor for the ice sheet melting

estimation. The positive degree day or the temperature index models, are based on the

assumption that the relationship between snow or ice melt and air temperature usually

expressed in the form of positive temperatures sum (Braithwaite, 1995). Which means

the melting during any time periods is proportional to the sum of all temperatures

over the melting point at the same place during the same periods (Hock , 2003). The

melt of snow or ice is described by (Hock , 2003) as,

n∑
n=1

M = DDF

n∑
n=1

T+∆t, (1.2)

where M is the melt amounts during a period of n time intervals, ∆t is the sum

of positive air temperatures of each time interval, T+ is the difference between air

temperature and reference temperature during the same period and the DDF is the

degree day factor, with units mm d−1 ◦C. Normally, the models are applied with daily

time intervals for the melt estimation, any other time intervals are also able to be

used in the calculation, such as hourly or monthly intervals.
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The positive degree day approach was first used by (Finsterwalder , 1887) in Alps

glacier and then tested in Greenland conditions (Braithwaite and Olesen, 1984, 1989).

The method was then modified by Reeh (1989) to estimate the melting over the whole

Greenland Ice Sheet and used in ice sheet dynamics modeling by (Huybrechts et al.,

1991). Since the simplicity of the model and the availability of the air temperature

data, the positive degree day models have been widely used in the snow and ice melt

estimation (Oerlemans et al., 1998; Hanna et al., 2008).

The degree day factors vary considerably in different spatial and temporal regimes.

Ice usually has a larger degree day factors than those for snow, due to the lower albedo

of ice compared to that of snow, the values for snow and ice at different sites range

from 2.5–11.6 mm d−1 ◦C and 6.6–20.0 mm d−1 ◦C, respectively based on measure-

ments (Hock , 2003). There also exist diurnal and seasonal variations in the degree

day factors by measurements (Singh and Kumar , 1996) and modeling studies (Hock ,

1999). The diurnal variations is caused by diurnal radiation fluctuations while the

seasonal variations is due to the decreases in snow albedo as the melt season pro-

gresses (Kuusisto, 1980).

Although the positive degree day models simplify the complex physics processes

in the surface energy balance, the models often match the performance of energy

balance models on a catchment scale (Hock , 2005; Van den Broeke et al., 2010). The

reason why the model work is generally attributed to the high correlation between

air temperature with several important components of the energy balance equation,

like the incoming long-wave radiation, the turbulent heat fluxes. These terms have a

strongly dependence on the air temperature, while the temperature in turn is affected

by global radiation, although not in a simple way (Kuhn, 1993; Ohmura, 2001).

The Positive Degree Day (PDD) have proven to be a powerful tool for the melt

calculation, but there exists some shortcomings. The method simplifies the complex

processes involved in the energy balance of ice sheet surface and atmospheric bound-
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ary layer. The degree day factor itself depends on the energy balance, this make

the universal factor impossible (Braithwaite, 1995). Although the models work well

over long time periods when the temporal resolution increase the accuracy decrease.

There also exists spatial variability, the degree day factor maybe different for different

topographic, such as shading, slope and aspect angles, the accurately of the model

may vary substantially for different locations. The uncertainty of the variations of

degree day factor limits the positive degree day models performance in the future and

past estimation for the melt of ice sheet.

1.4.2 PMM5

The Polar MM5 is the Fifth-generation Mesoscale Model (MM5) developed by

the Polar Meteorology Group of the Byrd Polar Research Center at The Ohio State

University, the Pennsylvania State University and National Center for Atmospheric

Research based on a modified version of previous mesoscale modeling in polar re-

gions (Bromwich et al., 2001; Cassano et al., 2001). PMM5 is the first high resolution

regional climate model for Greenland Ice Sheet, it has a horizontal grid resolution of

24 km (Box et al., 2004, 2009).

The PMM5 is forced with 6 hourly ERA-40 data at the boundaries for the period

1958–2002 and 12-hourly ECMWF data for the period 2002–2005 (Box et al., 2006,

2009). The model was reinitialized every month (Box et al., 2004).

The melting of the ice sheet is estimated through an surface energy balance model

and corrected with bias based on in situ data (Box et al., 2004, 2009). The melt

amount is defined as (Vernon et al., 2013),

M =
QM t

Lfρ
, (1.3)

where M is the melt amount, QM is the residual energy, t is the time period, ρ is the
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ice density and Lf is the latent heat capacity of fusion. The QM is calculated in the

energy balance model as,

QM = QN − (QH +QE +QG +QR), (1.4)

where QN is the net radiative flux, QH and QE are the turbulent sensible and latent

heat fluxes, respectively, QG is the conductive heat flux within firn and ice layers and

QR is the sensible heat flux from rain (Vernon et al., 2013).

The surface albedo of the model is applied with several satellites observational

albedo product. For the period 2000–2008, the grid cell albedo was updated with

MODIS MOD10A1 data product everyday (Stroeve et al., 2006; Hall et al., 2011). In

the 1981–1999 period, the albedo is based on AVHRR product (Key et al., 2002), for

time prior to 1981, multi-year daily averaged MOD10A1 data are used (Vernon et al.,

2013). The surface water runoff is calculated with the scheme described by Pfeffer

et al. (1991). Surface water percolates into snow or firn pack if possible, with retention

and refreezing in the later processes, if the snow or firn is saturated, the surplus water

will runoff downslope.

Since the Polar Fifth-generation Mesoscale Model (PMM5) model only consider

single season’s accumulation layer, the meltwater is unable to percolate into previous

years’ snow or firn pack, this may overestimate the surface water runoff of the surface

mass balance.

1.4.3 RACMO 2.1

The Regional Atmosphere Climate Model (RACMO 2.1) was developed by the

Royal Netherlands Meteorological Institute (Van Meijgaard et al., 2008) based on

the RACMO2.0 to improve model performance under present-day climate (Lenderink

et al., 2003). The model is forced by ERA-40 data at its boundaries every 6 hour with
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an horizontal resolution about 11 km (Ettema et al., 2010a,b; Vernon et al., 2013).

RACMO implemented an energy balance snow metamorphism model to the at-

mosphere model to calculate the surface mass balance for ice sheet. In additional,

the model also applied a multiple snow-layer snow scheme for the calculations on

Antarctica and Greenland (Reijmer et al., 2005). The melting-refreezing conditions

are also considered in these processes for Greenland Ice Sheet (Ettema et al., 2009).

The surface energy balance of the RACMO 2.1, as described by (Bougamont et al.,

2005),

ME = (1− α)SW↓ + εLW↓ − εσT 4 +QH +QE +QR, (1.5)

where ME is the melt energy, SW↓ and LW↓ are the downward shortwave and long-

wave radiation fluxes, α is the surface albedo, T is the surface temperature and ε

is the surface emissivity. T is also used as the boundary condition for temperature

modeling through the snow/firn/ice layer.

In the model, surface albedo is a function of snow density and cloudiness. The

subsurface multilayer snow model is based on the Simulation Of glacier surface Mass

balance And Related Subsurface processes (SOMARS) by (Greuell and Konzelmann,

1994). The thermal dynamics processes are solved vertically through the column.

When surface water presents, liquid water percolates downward and refreeze in the

snow/firn layers. The remaining water will continue the same processes until reaches

an impermeable ice layer. If there exist more water than refreeze and percolate, a

slush layer will form after all pore space is filled with liquid water. The surface runoff

is based on an exponential decay of water as a function of surface slop (Greuell and

Konzelmann, 1994; Ettema et al., 2009).

The Regional Atmosphere Climate Model version 2.1 (RACMO 2.1) has the high-

est resolution in the regional climate models and tends to capture high accumulation

peaks which result in more precipitation and higher surface mass balance (Ettema

et al., 2009; Vernon et al., 2013).
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1.4.4 MAR

The Modèle Atmosphérique Régional (MAR) is a coupled atmosphere snow re-

gional climate model especially developed for polar regions (Fettweis et al., 2012).

Modèle Atmosphérique Régional (MAR) was forced every 6h with ERA-40 data for

1958–2002 and with ERA-interim data after 2002 at the boundaries. The model has

an horizontal resolution of 25 km, the sea surface temperatures and sea ice cover were

prescribed from the ECMWF data (Fettweis et al., 2005; Fettweis , 2007).

The atmospheric part of the model is described by (Gallée and Schayes , 1994)

and fully coupled with the energy balance model based Soil Ice Snow Vegetation

Atmosphere Transfer (SISVAT) snow model by (De Ridder and Gallée, 1998) to

resolve the interactions between the atmosphere, sea ice, snow-covered tundra and

the ice sheet surface (Fettweis , 2007).

The Soil Ice Snow Vegetation Atmosphere Transfer (SISVAT) snow ice model is

based on the snow model CROCUS (Brun et al., 1992; Reijmer et al., 2012). For

the surface albedo, when snow depth exceeds 10 cm, albedo depends on the shape

and size of snow grains as described by CROCUS (Vionnet et al., 2012), for shallow

snow cover, albedo varies linearly from snow to bare ice (α = 0.45) (Lefebre et al.,

2003). The snowpack model is a multilayered energy balance snow model used to

estimate meltwater percolation, retention and refreezing, snow densification due to

liquid refreezing and firn compaction.

MAR has not been calibrated or corrected with in situ data. Comparison of mod-

eled water vapor flux from MAR with automatic weather station data suggests that

the turbulent moisture transport is underestimated in MAR (Fettweis , 2007) which

may influence the estimation for finall mass balance, and less meltwater compared

with (Hanna et al., 2008; Dahl-Jensen et al., 2009).
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CHAPTER II

Method

2.1 Surface Mass Balance Method

The total annual specific surface mass balance of Greenland Ice Sheet is defined

by the accumulation through precipitation (snow, rain) minus surface mass runoff

during a year (Vernon et al., 2013):

SMB = Mprecip −Mrunoff −Mtrans (2.1)

where SMB is the surface mass balance, Mprecip is the precipitation mass including

snow fall and rain, Mrunoff is the total run off mass, Mtrans is the mass transported

by turbulent moisture (evaporation, sublimation and deposition).

The runoff is defined as (Vernon et al., 2013):

Mrunoff = Mwater −Mrefreeze −Mretention (2.2)

where Mwater is the total surface water produced from melt or rain, Mrefreeze is the

liquid water refreeze mass and Mretention is the mass of water retention is the snow

and firn layers. All components have the unit of millimeter water equivalent mmw.e.

while the total SMB is given by Gt yr−1 after integrated over the ice sheet.

The precipitation happens over all Greenland Ice sheet, while the runoff mostly
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focuses in the ablation area. Part of the surface water will refreeze during cold time

(night or winter) (Janssens and Huybrechts , 2000), some may retent in the surface,

as melt pond or surface lake (Zwally et al., 2002) and later run off through supra-

glacial lake drainage (Das et al., 2008), or in firn layer as firn aquifer under large snow

precipitation rate and warm condition (Forster et al., 2014; Koenig et al., 2014), the

rest will runoff directly (Das et al., 2008).

In our model, we get the total precipitation from input data directly, for the

differential of snow or rain precipitation. If the driven data has both input, we

can use the snow and rain precipitation to drive the model and estimate the mass

balance. If the input data only contains precipitation flux, we will treat snow and rain

differently based on the air temperature. If the air temperature larger than 2◦C, we

will treat the precipitation as rain, otherwise we treat it as snow. For the meltwater

refreeze and water retention, we simulate and record them in the englacial model,

while we calculate the meltwater production from the surface balance model. While

the runoff of the meltwater and rain water is complicate in the dynamics ways and

the time scale, we assume they runoff from our model using a slope based scheme.

We neglect the mass change by moisture turbulent transport, since the total amount

is slight compared with precipitation and runoff (Vernon et al., 2013).

2.2 Model Method

Our model is based on a column mutil-layer model, which simulate all the processes

on the supra-glacial and englacial part of ice sheet. The surface energy balance model

computes surface energy fluxes, surface melting and runoff. It serves as the upper

boundary condition for the subsurface englacial model. The subsurface englacial

model estimates the heat transfer, liquid water percolation, water refreezing, retention

as well as runoff in the layers. Figure 2.1 shows the surface energy processes and the

relationship between this two models and Figure 2.2 shows the physical processes
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simulated in the englacial model.

In the surface energy balance model, the surface energy flux is the sum of radiative

flux, turbulent flux with conductive flux (Greuell and Konzelmann, 1994):

Qn = SW↓ + SW↑ + LW↓ + LW↑ +Qsen +Qlat (2.3)

where Qn is the net surface energy flux, SW↓ and SW↑ are the incoming and reflected

shortwave radiation, LW↓ and LW↑ are the incoming and outgoing longwave radiation,

Qsen is the sensible heat fluxes, Qlat is the latent heat flux, Qcon is the conductive

heat flux through snow layers.

ṁ = Qn/Lf , (2.4)

where ṁ is the melt rate (units of kg m−2 s−1) and Lf is the latent heat.

The model is forced by seven meteorological input, including incoming shortwave

and long-wave radiation, atmospheric air temperature, wind speed, humidity, precip-

itation and surface pressure, the details of all model description are in the chapter

3.

2.3 Surface Energy Balance Model

2.3.1 Surface Albedo

In the surface energy balance model, the surface albedo is one of the most im-

portant physical variables. In the accumulation area, surface is mostly covered with

snow or firn over the year, in the ablation zone, during the winter time when precipi-

tation happened the surface is covered by snow or firn, while in the summer time melt

will remove all snow and firn, the surface will be covered by bare ice. The surface

layer type varies at different locations and seasons. For a better estimation of the

surface albedo, our model use a combination of snow albedo and bare ice albedo for
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Figure 2.1: Scheme figure for energy and mass flux processes in the model.
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the surface albedo simulation in the model. When surface is covered by snow or firn,

we estimate the snow layer albedo with the layer snow grain size, black carbon con-

centration, solar zenith angle and cloud optical properties (Gardner and Sharp, 2010;

Flanner and Zender , 2006). For bare ice surface, we set the background ice albedo

with spatially-varying constant value from the MODIS satellite data (Van Angelen

et al., 2012).

2.3.1.1 Snow Albedo

For the snow albedo, the method is based on (Gardner and Sharp, 2010), in which

the broadband albedo is calculated by snow grainsize, black carbon concentration,

solar zenith angle, cloud optical thickness as

αs = αŝ + δαc + δαu + δατ , (2.5)

where αs is the albedo for snow layer surface, αŝ is the pure snow albedo, δαc, δαu

and δατ are the corrections associated with light-absorbing carbon, solar zenith angle

and cloud optical thickness.

For a solar zenith angle and cloud optical depth of zero, pure snow (without

light-absorbing carbon), the snow albedo is:

αŝ = 1.48− Ŝ−0.07, (2.6)

where Ŝ is the specific surface area, range from 0.07 to 1300 cm2 g−1,

The correction with light-absorbing carbon is

δαc = max(0.04− αŝ,
−c0.55

0.16 + 0.6Ŝ0.5 + 1.8c0.6Ŝ−0.25
), (2.7)

where c is the concentration of light-absorbing carbon range from 0 to 2 ppmv.
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αc = αŝ + δαc, (2.8)

The correction for solar zenith angle is

δαu = 0.53αŝ(1− αĉ)(1− u)1.2, (2.9)

where u is the cosine of the solar zenith angle.

The correction for the cloud optical thickness is

δατ =
0.1τα1.3

c

(1 + 1.5τ)αŝ
, (2.10)

where τ is the optical cloud thickness range from 0 to 30.

For the specific surface area, we calculated it with the snow grain size.

ŝ =
3

ρire
, (2.11)

where ρi ∼ 917kg/m3 is the density of snow and re is the layer grain size.

Snow and firn grainsize ages with the time through dry grow and wet grow, the

net change in grain size in snow layer is a summation of changes caused by dry

snow metamorphism, liquid water-induced metamorphism, refreezing of liquid water,

and addition of freshly-fallen snow (Oleson et al., 2010). As the grainsize increases,

surface layer albedo will decrease, while the snow precipitation brings fresh snow with

small grainsize to refresh the layer. The snow grainsize is calculated by (Flanner and

Zender , 2006; Oleson et al., 2010):

re(t) = [re(t− 1) + dre,dry + dre,wet]fold + re,0fnew + re,rfzfrfrz, (2.12)

where fold, fnew and frfrz are the snow layer mass fraction of snow carrying from the
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previous time step, freshly-fallen snow, and refrozen liquid water, respectively.

Dry snow aging is based on microphysical model by (Flanner and Zender , 2006),

as

dre,dry
dt

= (
dre
dt

)
0
(

η

(re − re,0) + η
)
1/κ

, (2.13)

where(dre
dt

)
0
, η and κ are retrieved interactively from a lookup table with snow tem-

perature, temperature gradient and density.

The contribution of liquid water to enhanced metamorphism is based on paramet-

ric equations published by (Brun et al., 1989), the grain growth rates under different

liquid water content fraction is

dre
dt

=
1018C1f

3
liq

4πr2e
, (2.14)

where fliq is the liquid water content, C1 is constant as 4.22× 10−13.

2.3.1.2 Ice Albedo

The albedo of bare ice in the ablation zone of Greenland Ice Sheet varies over

space and time (Tedesco et al., 2013; Box et al., 2012). In the southwestern region

of Greenland, the albedo values could smaller than 0.4 Wientjes et al. (2011), some

even could be called as “ dark snow “, while for the present of snow over the year, it

could be as high as 0.6. We set the bare ice albedo as constant for a specific location,

while different location may have different values (Bøggild et al., 2010). We take the

scheme from (Van Angelen et al., 2012), use lower value from MODIS satellite data

to represent the bare ice albedo during the summer time, take the mean value for

data record for bare ice constants.

αi = αbare (2.15)
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where αi is the background ice albedo for surface covered by bare ice, αbare is bare

ice albedo.

Surface layer type is essential in the estimation the surface layer albedo, we use

the surface layer thickness and bottom layer density to determine which strategy of

albedo will apply on the surface layer albedo calculation. When the surface snow

layer melt out all snow or firn and the bottom layer density reaches threshold density

we set the surface as bare ice, while fresh snow will create a new snow layer at the

surface in the winter, in which we apply snow albedo scheme.

2.3.2 Emissivity

In the surface energy balance model, we estimate the outgoing longwave radiation

with the Stefan–Boltzmann method as (Hock , 2005),

LW↑ = εσTs
4, (2.16)

where ε is the surface emissivity coefficient for longwave radiation and σ is Stefan-

Boltzmann’s constant. For the emissivity coefficient, it usually ranges from 0.95 to 1

for snow or ice over longwave part. In the model we use automatic weather station

data calibrated and validated the emissivity for the surface energy balance model,

Figure 2.3 show the root mean square of daily mean surface temperate difference

between model and observational data over different emissivity coefficient with the

other parameters calibrated. The smallest error is when the ε = 1, which means

a black body assumption is best for the model, as least over ablation zone over

Greenland Ice Sheet.
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Figure 2.3: Emissivity calibration for the model with automatic weather station data
at KAN U.

2.3.3 Wind Speed

The wind speed at different input data may vary, usually wind speed are provide

at East-West and South-North two vertical directions, as Uas and Vas. For the wind

speed we used in the model simulation, we just need the total wind speed as,

Ua = (U2
as + V 2

as)
1/2

(2.17)

When the given wind speed are not at the same heigh as the input air tempera-

ture. We need take a wind speed adjustment based on wind speed power law to put

these two variable at same heigh for the turbulent heat flux calculation. In general,

wind speed in the surface layer exhibits a nearly logarithmic profile, as approximated

by (Wallace and Hobbs , 2006)

Uz =
Ur
kv

ln
Z

Zr
(2.18)
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where Uz is the wind speed at height Z, Ur is the wind speed at Zr, Zr is the

aerodynamic roughness length and kv is the von Karman constant. So wind speed

from two different height Za and Zb can be transferred as

Ua = Ub[ln(Za)− ln(Zr)]/[ln(Zb)− ln(Zr)] (2.19)

The roughness length is defined as the height of zero wind speed as extrapolated down

logarithmically from the stronger winds in the surface layer. With the adjustment

for the wind speed, the turbulent calculation will be at same height, we tend to use

2 meter air temperate.

2.3.4 Humidity

In the model, we take the relative humidity as the standard input, but some data

set (AWS, reanalysis and CMIP5 data) provide specific humidity or even air dew

point temperature instead. In the case, model will calculate the humidity based on

input type. For the specific humidity and relative humidity, they are defined as (Yau

and Rogers , 1996):

q = εv
e

P
(2.20)

f =
e

es
(2.21)

where q is the specific humidity, while f is the relative humidity, εv is constant as

0.622, e is the water vapor pressure, es is saturation water vapor pressure and P is

the atmosphere pressure. For the surface vapor pressure, we use (Yau and Rogers ,

1996)

es(T ) = 6.112 exp(
17.67T

T + 243.5
) (2.22)
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where es is the saturation water vapor pressure in mb and T is the temperature in

degrees C. So the relationship between relative humidity and specific humidity is:

f =
εvP

qes
(2.23)

2.4 Subsurface Englacial Model

The subsurface model takes the surface energy balance model as a boundary con-

dition and computes the thermal dynamics processes within a column of snow or ice

along with layer evolution like, densification, refreeze of liquid water and formation

superimposed ice within the column. The englacial model also simulates the surface

water percolation, refreeze, runoff and retention, as showed in the Figure 2.2, the

details of the model description are in Chap2.

2.4.1 Uneven Grid Method

In the model layer setting, we apply uneven space grid method to reduce numerical

calculation and keep the accuracy by put more layers near the surface and less at the

bottom. Since in the ice sheet thermal processes, the surface layers are more sensitive

than the bottom part, since the whole ice sheet can be taken as a refrigerator. In the

englacial model we are always trying to solve the thermodynamic problem as

∂T

∂t
= α

∂2T

∂x2
, (2.24)

Where T is the layer temperature, α is the represent of thermal conductivity, density

and related variable for simple. For the left term, we have

∂T

∂t
=
T j+1
i − T ji
δt

, (2.25)
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for the right term under the uneven space layer setting, we have

T (x− δx1) = T (x)− δx1
∂T

∂x
+

1

2
δx21

∂2T

∂x2
− 1

6
δx31

∂3T

∂x3
+O(δx41), (2.26)

T (x+ δx2) = T (x) + δx2
∂T

∂x
+

1

2
δx22

∂2T

∂x2
+

1

6
δx32

∂3T

∂x3
+O(δx42), (2.27)

use δx1 mutiple equation 2.26 and δx2 mutiple equation 2.27, we have:

δx2T (x− δx1) + δx1T (x+ δx2) = (δx1 + δx2)T (x) + (δx1 + δx2)δx1δx2
∂2T

∂x2
+O(δx4),

(2.28)

∂2T

∂x2
=

(δx2T (x− δx1) + δx1T (x+ δx2)− (δx1 + δx2)T (x))

(δx1 + δx2)δx1δx2
−O(δx2). (2.29)

So, for uneven spaced layer, we can solve the thermal dynamics equation as,

T j+1
i − T ji
δt

=
(δx2T

j
i−1 + δx1T

j
i+1 − (δx1 + δx2)T

j
i )

(δx1 + δx2)δx1δx2
. (2.30)

With the equation, we are able to solve the uneven space numerical thermodynamic

equation for the englacial model. In the model, the layer setting can be adjust based

on case requirement, the minimum layer thickness will be related to the thermal

conductivity and layer density. The default setting for the model is set the top layer

about 10 cm and bottom layer thickness as 1 m.
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2.4.2 Enthalpy Method

We apply enthalpy method (Anderson, 1976) to avoid the calculation of meltwater

percolation from upper layers and refreeze in the thermodynamic of englacial model

layer to simplify the treatment of mixed phases. The specific enthalpy H is defined

as (Moran et al., 2010):

H = u+ p/ρ, (2.31)

where u is the internal energy and p/ρ represent the energy caused by the volume

change. If heat transfer occurs under constant pressure, there is no volume change

and we can neglect the second term in Equation (2.31) and the enthalpy becomes (As-

chwanden et al., 2012).

H = U (2.32)

For cold ice layer, the specific enthalpy is defined as:

Hi =

T∫
T0

CpdT
∗ (2.33)

Where T0 is the reference temperature,Cp is the hear capacity of ice. For temperate

ice which reach melt point with no meltwater, the specific enthalpy is:

Hs =

Tm∫
T0

CpdT
∗ (2.34)

Where Tm is the melting point temperate of ice or snow. For the specific enthalpy of

liquid water, if the layer ice all melt into water, the specific enthalpy is:

Hw =

Tm∫
T0

CpdT
∗ + Lf (2.35)

Where Lf is the fusion latent heat.
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So for a mixture layer with ice and meltwater water, the specific enthalpy becomes:

H =



T∫
T0

CpdT
∗ T < Tm,

Tm∫
T0

CpdT
∗ + ωLf T = Tm.

(2.36)

Where Cp is the heat capacity (we take it as constant), ω is the water fraction in the

layer and Lf is the latent heat of fusion. When we have the layer specific enthalpy,

we can retrieve layer temperature and water fraction with (Aschwanden et al., 2012):

T =


Ti H < Hs,

Tm H ≥ Hs.

(2.37)

Where Hs is the specific enthalpy for layer reach melt point, Ti is the temperature

calculate from ice enthalpy.

ω =


0 H < Hs,

(H −Hs)L
−1
f H ≥ Hs.

(2.38)

Since the enthalpy is just function of the layer temperatures and liquid water

content, we can retrieve the temperature and liquid water from the enthalpy and vice

versa. If we set the T0 as the Tm, we even don’t need to calculate Hs. When we solve

the thermodynamic equation of englacial model layers, we get specific enthalpy for

the layer first from layer temperature and water content, solve the thermodynamic

equation and get the new specific enthalpy, then retrieve the new layer temperature

and liquid water. The advantage of the enthalpy method is that it we do not need to

solve the phase transitions in snow and ice (i.e. the Stefan problem) associated with

the moving melt and refreezing boundary within a layer.
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2.4.3 Meltwater Runoff

Part of the surface water from melt or rain fall will percolate in the snow or firn

layers and then may refreeze there when the layer temperature does not exceed the

melting point and space is available (Pfeffer et al., 1991). The irreducible water satu-

ration of the layer is a function of layer firn density as described in 3.31 by (Coleou and

Lesaffre, 1998), if the water content of a given layer exceeding the maximum capacity,

liquid water percolates downward, until an impermeable layer is reached (Hirashima

et al., 2010). while part of the free water runs off immediately from the surface or

inside the snowpack. The rest fills up all the pores to form a slush layer, which can

later on refreeze as superimposed ice. For a column site, the surface water evolution

equation is (Zuo and Oerlkmans , 1996):

dWr

dt
= − Wr

trunoff
+Qin +Qout (2.39)

where Wr is the surface water from melt or rain, Qin is the liquid water flux coming

to the site from rain or melt, Qout is the liquid water out from the site through

penetration into snow or firn layers. So the first term in the right side is the melt

water runoff at each time step.

We use runoff method based on slope of surface and a timescale trunoff to estimate

the water runoff as (Lefebre et al., 2003; Bougamont et al., 2005):

trunoff = c1 + c2 exp−c3S (2.40)

where S is the slope in radians and c1 = 0.05, c2 = 15 and c3 = 142 (Bougamont

et al., 2005). The values used in this study are such that surficial water runs off

in about 1.2 days if the slope equals one degree, while 15 days would be required

on a flat surface. If the surface has an infinitely slope, the surface water would run
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off immediately. The runoff time scale in the snow layers and surface may varies at

different location (Lefebre et al., 2003), we set them at the same speed for simple.

2.5 Surface Elevation Class Method

For Greenland Ice Sheet surface mass balance estimation, the surface elevation

has influence on the result when we applied lapse rate correction in the input data.

In the Figure 2.4, we show surface elevation difference in every ERA-interim data

footprint box (0.75◦ × 0.75◦) based a high resolution digital elevation model (150m

×150m) (Ekholm and Krabill , 2001). As we can see, for Greenland Ice Sheet, the

coastal part exists a difference about 1000m in surface elevation in a single ERA-

interim footprint cell, although the difference is small in the inner land. In the

southeastern part, the difference could reach 3000m. The atmosphere air temperature

lapse rate over Greenland is about −6K km−1, the 3000m difference means 18 degree

in the air temperature which has a huge difference in the meltwater production. Since

mostly surface meltwater and runoff happens in the coastal part of the ice sheet, this

huge difference should be considered.

To better estimate the mass balance, we apply a method, called by elevation bin

class method, in which we summary the digital elevation models point in every original

input data footprint cell and divide them into several surface elevation range, as we

show in Figure 2.4. We then downscale the climate forcing with nearest neighbor

interpolation method and lapse rate correction for the temperature, humidity (if get

from dew temperature) and pressure based on every bin elevation. After that, the

model is driven by the new bin class elevation data, to estimate the energy and mass

balance. For each bin class the new elevation is the mean of all point in it, the total

surface meltwater production is the area based sum of all bin classes.

Mfootprint =
∑

Mifi (2.41)
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fi =
Ni∑
Nj

(2.42)

Where Mfootprint is the total meltwater for every footprint, Mi is the melt for every

bin class and fi is the bin class total area fraction, Ni is the DEM points in each bin

elevation class.

In this way, we get a high resolution and better input and output result for the

estimation for the surface mass balance.
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Figure 2.4: Surface elevation difference in ERA-interim footprint (150m × 150m)
from DEM Ekholm and Krabill (2001) data.
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Figure 2.5: Surface elevation hist figure at flatten and high gradient footprint, panel
(a) show flatten footprint at (70◦N, 40◦W), panel (b) with high difference
at (69◦N, 29◦W).
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CHAPTER III

A coupled energy and surface mass balance model

for the Greenland Ice Sheet

3.1 Abstract

Ice sheet models often rely on empirical positive degree day schemes to compute

surface melting. These schemes have often been based on input from large-scale mod-

els or adjustments to present climatology. More recently, full featured regional models

have been used to dynamically downscale climate forcing to provide more physically

motivated projections of ice sheet mass balance. However, dynamic downscaling re-

mains computationally expensive and multi-century and longer simulations needed

to understand past and future ice sheet changes remain problematic. In this study

we present an intermediate complexity, distributed surface energy balance model cou-

pled with a multi-layer, englacial model and use it to evaluate the impact of statistical

downscaling global climate forcing on estimates of surface melt production. We first

calibrated and validated our model with automatic weather station data from the

PROMICE network. We then examined how model performance degraded when the

model was instead driven by ERA-interim reanalysis downscaled using a suite of in-

terpolation schemes. We find that nearest neighbor interpolation with a lapse-rate

correction is adequate to reproduce large-scale trends and magnitudes of ice sheet
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melt production. Furthermore, although statistical downscaling only alters our in-

tegrated estimates of total melt production over Greenland by 2%, downscaling can

adjust local patterns of melt production by as much as 10–25%. Regional models

may provide the best short term estimates of ice sheet surface processes, but statisti-

cal downscaling becomes increasingly promising over longer time scales when climate

forcing is uncertain.

3.2 Introduction

The Greenland Ice Sheet plays a critical role in global climate not only because of

its large area with high albedo, but also because it contains a vast reservoir of frozen

freshwater with the potential to raise global sea level as much as 7.3 m (Ekholm

and Krabill , 2001). Moreover, the Greenland Ice Sheet has been one of the largest

contributors to recent global sea level rise, accounting for 0.5 out of a total of 3.2

mm yr−1 observed over the past decade (Cazenave and Remy , 2011; Jacob et al.,

2012; Barletta et al., 2013; Groh et al., 2014; Shepherd et al., 2012; Helm et al., 2014;

Khan et al., 2014; Andersen et al., 2015). If this situation continues, the Greenland

Ice Sheet alone could contribute as much as 9 cm of sea level rise by 2050 (Shepherd

et al., 2012; Church and White, 2006). However, significant uncertainties remain in

projecting Greenland’s role in sea level rise in the coming centuries.

The fate of the Greenland Ice Sheet is intimately tied to its mass balance, which

is controlled by the discharge of ice into the ocean and the surface mass balance

(e.g., Howat and Eddy , 2011; Van den Broeke et al., 2009). (Basal melting is small,

except near the few remaining ice tongues where it can be locally important (e.g.,

Fahnestock et al., 2001; Buchardt and Dahl-Jensen, 2007).) Surface mass balance

(SMB) is determined by the difference between accumulation (from precipitation)

and mass loss from ablation (sublimation, drifting snow erosion and runoff). When

the surface temperature is warm, snow and ice melt. Part of the meltwater produced
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at the surface refreezes, either in the snowpack or in the firn (Robinson et al., 2012).

Water that doesn’t freeze can be transported off of the ice sheet by running off the

surface or by draining to the bed (Harper et al., 2012), with both mechanisms of

transport off the bed called runoff.

Numerical models are able to simulate the surface mass balance of the ice sheet and

have been useful in improving our understanding of the temporal evolution and spatial

distribution of the surface mass balance of ice sheets in greater detail than scarce

observational data alone (e.g., Greuell , 1992; Hock , 1999; Box et al., 2009; Ettema

et al., 2010a; Reijmer et al., 2012). Additionally, mass balance models have been

used to project how glacial mass balance is likely to change with climate change (e.g.,

Hock et al., 2007; Fettweis , 2007; Marco Tedesco and Alexander , 2013). Currently,

there are a variety of methods used to project future surface mass balance. For

example, it is possible to statistically downscale relatively coarse reanalysis products

or climate model output to estimate surface melt (Hanna et al., 2001, 2008; Gregory

and Huybrechts , 2006). The advantage of this method is that it relies on relatively

few model inputs and is relatively straightforward to incorporate in large-scale ice

dynamics models. At present almost all continental scale ice sheet models used for

century to millennial scale projections rely on some type of empirical relationship, like

the popular positive degree day (PDD) scheme to account for surface melting (Hanna

et al., 2008). However, this method relies on empirical relationships valid for today’s

climate that may fail when applied to future (or past) climate states. This is especially

true when considering darkening of the ice associated with increased black carbon

deposition (Wientjes and Oerlemans , 2010; Dumont et al., 2014; Tedesco et al., 2016)

and changes in long wave radiation associated with changes in cloudiness (Bennartz

et al., 2013; Van Tricht et al., 2016)

Alternatively, it is possible to dynamically downscale reanalysis data or climate

model output using regional models (e.g., Fettweis , 2007; Van Meijgaard et al., 2008;
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Vernon et al., 2013; Van Wessem et al., 2014). Regional models use climate or reanal-

ysis data as boundary conditions to drive full featured regional atmospheric models

that satisfy appropriate conservation laws combined with detailed process level mod-

els of ice surface processes. Although complications remain, the current generation

of regional models matches the observational record remarkably well (e.g., Fettweis ,

2007; Lenaerts et al., 2012). These models, however, are computationally expensive to

run making it difficult to perform century much less millennial time scale (or longer)

simulations. Similar computational limitations bedevil attempts to drive regional

models with a large number of climate model forcing, like those from the Climate

Model Inter-comparison Project (CMIP) archive. Surprisingly, regional models and

statistical downscaling methods predict similar surface mass balance trends with the

largest differences associated, paradoxically enough, with the ice mask used by the

model (Vernon et al., 2013). Moreover, despite large-scale agreement, these models

also predict markedly different regional patterns of ablation, suggesting that processes

in the ablation zone, more than downscaling techniques, might control uncertainty in

surface mass balance estimates (Vernon et al., 2013).

Increasingly high resolution global climate models provide the necessary physics

to drive ice sheet surface process models, but typically require downscaling (statistical

or dynamical) to obtain the desired resolution for operational use in ice sheet models.

Recent studies have, for example, shown promise that surface mass balance of ice

sheets can be estimated by statistically downscaling input from global climate models

(Lenaerts et al., 2016). These models, however, rely on relatively simple snow-firn-

ice models that are currently limited to 5 snow layers. In contrast, state-of-the-art

snow models can contain hundreds of layers in an effort to simulate the detailed

metamorphic processes that occur on seasonal and shorter time scales (Jordan, 1991;

Douville et al., 1995).

Here we seek to bridge the gap between the efficiency of empirical, statistical
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downscaling techniques and more physically based dynamical downscaling by devel-

oping an intermediate complexity surface energy balance and englacial model that can

be driven by a suite of inputs, including automatic weather stations, regional models

or larger scale climate data. The model is designed to be detailed enough that it

can resolve important processes, but simple enough to be incorporated in continental

scale ice sheet models for century to millennial scale predictions. Our energy balance

and englacial model is similar to models previously proposed (Greuell , 1992; Boug-

amont et al., 2005), but focuses more quantitatively on estimates and projections of

the surface mass balance. After first calibrating and validating the model against a

suite of automatic weather stations, we examine how model performance degrades

when the model is driven by lower resolution reanalysis data.

3.3 Model Physics

The model we present is a column surface energy balance model with a mutil-

layer subsurface model designed to estimate the energy and mass balance over an

ice sheet surface. The surface energy balance model computes surface energy fluxes,

surface melting and serves as the upper boundary condition for the subsurface model.

The subsurface model estimates the heat transfer, liquid water percolation as well as

water refreezing and retention in the layers. The two models are similar to models

previously described in the literature (Brun et al., 1992; Gallée and Schayes , 1994;

Van Meijgaard et al., 2008). However, due to the large number of processes and

parameterizations involved and because it is often difficult to decipher the precise

set of parameters used in existing and continuously evolving models, we provide a

complete specification of the model and parameterizations below.
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3.3.1 Surface Energy Balance Model

The surface energy balance model estimates radiative, convective and conductive

fluxes at the surface to solve the local energy balance. The energy balance equation

at the surface can be written (Greuell and Konzelmann, 1994):

Qn = SW↓ + SW↑ + LW↓ + LW↑ +Qsen +Qlat +Qcon, (3.1)

where Qn is the net energy flux available for surface melting, SW↓ and SW↑ are

the incoming and reflected shortwave radiation, LW↓ and LW↑ are the incoming and

outgoing longwave radiation, Qsen and Qlat are the sensible and latent heat fluxes,

Qcon is the conductive heat flux. All the terms in the conservation equation have units

W m−2, and a positive sign indicates the energy flux is directed into the surface. The

energy balance provides a nonlinear equation for the surface temperature, which we

solve using Newton’s Method when the surface temperature is colder than the melting

point temperature Tm. Once the surface temperature reaches the melting point, we

instead set the surface temperature Ts = Tm and excess energy Qn is used to calculate

the surface melt according to:

ṁ = Qn/Lf , (3.2)

where ṁ is the melt rate (units of kg m−2 s−1) and Lf is the latent heat. We discuss

all the terms in the energy balance equation below. Symbols and variables used in

the surface energy balance model are listed in Table 3.1.

3.3.2 Radiation

The incoming shortwave and longwave radiation terms, SW↓ and LW↓ are con-

trolled by atmospheric forcing and must be provided as inputs to the model from

observations or an atmospheric model. The outgoing longwave radiation LW↑ is es-
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timated by the Stefan-Boltzmann equation:

LW↑ = εσTs
4, (3.3)

where ε is the surface emissivity for longwave radiation and σ is Stefan-Boltzmann’s

constant. The reflected shortwave radiation SW↑ is calculated using the incoming

shortwave radiation and the surface albedo α:

SW↑ = αSW↓. (3.4)

Following Gardner and Sharp (2010), we decompose the albedo into a contribution

associated with pure snow/firn or ice albedo (αŝ) and corrections associated with light

absorbing carbon (δαc), solar zenith angle (δαu) and cloud optical properties (δατ ):

α = αŝ + δαc + δαu + δατ . (3.5)

Details of the parameterization of δαc, δαu and δατ are in Gardner and Sharp (2010).

For bare ice we set the albedo to 0.55 based on MODIS satellite data (Van Angelen

et al., 2012). We ignore the effect of black carbon on albedo here, but note that this

could have a significant effect in portions of the Greenland Ice Sheet.

3.3.3 Snow albedo parameterization

The snow or firn albedo αŝ depends on grain size (Gardner and Sharp, 2010):

αŝ = 1.48− ŝ−0.07, (3.6)

where ŝ is the specific surface area of snow or the ice grains. The grain size is also

a function of time and increases through metamorphic processes. Snow grain size is

also refreshed to snow-like values by the addition of freshly fallen snow. The aging
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processes that increase grain size includes dry snow metamorphism, liquid water-

induced metamorphism, refreezing of liquid water and the addition of snow. All of

these processes are controlled by the layer temperature, temperature gradient, density

and liquid water content. Noting that specific surface areas and grain size are related

by:

ŝ =
3

ρire
, (3.7)

where ρi ∼ 917kg/m3 is the density of snow and re is the layer grain size, we use the

method proposed by Flanner and Zender (2006) to estimate the effect of snow aging

on grain size. Following (Flanner and Zender , 2006), we assume

re(t) = [re(t− 1) + dre,dry + dre,wet]fold + re,0fnew + re,rfzfrfrz, (3.8)

dre,dry is the dry snow metamorphism caused by grain size change, dre,wet is the water-

induced metamorphism caused by grain size change, fold is the mass fraction of snow

carrying form previous time, fnew is the mass fraction of freshly-fallen snow, frfrz is

the mass fraction of refrozen liquid water, re,0 is the effective radius of freshly-fallen

snow, and re,rfz is the effective radius of refrozen liquid water.

3.3.4 Turbulent heat fluxes

Turbulent heat fluxes are estimated using the bulk aerodynamic method based on

Monin-Obukhov similarity theory (e.g., Andreassen et al., 2008):

Qsen = ρaCpaU∗θ∗, (3.9)

Qlat = ρaLvU∗q∗, (3.10)

where ρa is the air density, Cpa is specific heat capacity of air, Lv is the latent heat

of evaporation or sublimation, U∗ is the surface friction velocity, θ∗ is the turbulent
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scale parameters for temperature and q∗ is the specific humidity. The functions U∗,

θ∗ and q∗ are given by (Andreassen et al., 2008):

U∗ =
ku(zr)

ln( zr
z0

)−Ψm( zr
L

)
, (3.11)

θ∗ =
k(Ta(zr)− Ts)

ln( zr
zT

)−Ψh(
zr
L

)
, (3.12)

q∗ =
k(q(zr)− q(zq))
ln( zr

zq
)−Ψe(

zr
L

)
. (3.13)

k is the von Karman constant, u is the wind speed at reference height zr and L is the

Monin-Obukhov length (Andreassen et al., 2008):

L =
ρaCpaU

3
∗Ta(zr)

kgQsen

, (3.14)

with Ta and Ts air and surface temperatures, Ψm, Ψe and Ψh are stability correction

functions, z0, zT and zq are the roughness lengths of wind speed, temperature and

water vapor, respectively. With the assumption that Ψe = Ψh, for stable conditions,

we apply the stability functions proposed by Holtslag and De Bruin (1988),

Ψm =
azr
L

+ b(
zr
L
− c

d
)e−d

zr
L +

bc

d
, (3.15)

Ψh = (1 +
2azr
3L

)
1.5

+ b(
zr
L
− c

d
)e−d

zr
L − 1, (3.16)

with a = 1, b = 2/3, c = 5, d = 0.35. For unstable conditions, we use the stability

function proposed by Dyer (1974):

Ψm = (1− 16
zr
L

)
−0.25

, (3.17)

Ψh = (1− 16
zr
L

)
−0.5

. (3.18)

For zu, zq and zT we use the method proposed by Andreas (1987) where
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ln(zT ) = ln(z0) + 0.317− 0.565 ln(z/ν)− 0.183[ln(z/ν)]2, (3.19)

and

ln(zq) = ln(z0) + 0.396− 0.512 ln(z/ν)− 0.180[ln(z/ν)]2, (3.20)

with ν the kinematic viscosity of the air.

The conductive fluxes between the surface and subsurface layer are determined

by Fourier’s law, discussed in more detail in the subglacial model. We neglect the

heat supplied by liquid precipitation, assuming it has a small impact on the energy

budget, although this may be a questionable assumption for portions of Greenland,

especially in the future if the climate transitions to a wetter state.

3.3.5 Subsurface model

The subsurface model takes the temperature at the surface as a boundary con-

dition and computes the temperature within a column of snow/ice along with any

melt/refreezing within the column. The temperature as a function of depth in the

englacial model is calculated using the energy equation (Greuell and Konzelmann,

1994)

ρCp
∂T

∂t
=

∂

∂Z

(
κ
∂T

∂Z

)
+ LfM − LfF (3.21)

where T is the temperature of ice or snow for the layer, κ is the thermal diffusivity, Z

is the vertical coordinate, Cp is the heat capacity of the snow and ice, Lf is the latent

heat of melting, M is the mass of snow or ice melting mass within the depth and F

is the mass of melt water that refreezes. At the bottom of the column we assume no

heat transport can occur and we set the vertical temperature gradient to zero.
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3.3.6 Enthalpy method

In practice, Equation (3.21) can be cumbersome to implement when both ice,

snow and water phases are present. To simplify the treatment of mixed phases, we

apply the enthalpy method (Anderson, 1976). The specific enthalpy H is defined up

to an arbitrary constant as (Moran et al., 2010)

H = u+ p/ρ, (3.22)

where u is the internal energy (relative to a reference configuration) and p/ρ represents

the change in energy caused by a volume change. If heat transfer occurs under

constant pressure, there is no volume change and we can neglect the second term in

Equation (3.22) and the enthalpy becomes H = U (Aschwanden et al., 2012). The

enthalpy for a layer with temperature T below the pressure melting temperature Tm,

is

H =

T∫
T0

CpdT
∗ (3.23)

where T0 is an (arbitrary) reference temperature and we assume Cp is constant. The

enthalpy for a layer with water present is defined as:

H =

Tm∫
T0

CpdT
∗ + Lf (3.24)

The advantage of the enthalpy method is that it simplifies the energy equation

when there is a mixture of snow, ice and water, whence we find:

H =



T∫
T0

CpdT
∗ T < Tm,

T∫
T0

CpdT
∗ + ωLf T = Tm.

(3.25)

49



where ω is the water fraction in the layer. Using Equation (3.25), the energy equation

then becomes:

ρ
∂H

∂T
=

∂

∂z

(
κ
∂T

∂z

)
. (3.26)

Because the enthalpy is a function of the layer temperatures, we can retrieve the

temperature from the enthalpy and vice versa. The advantage of the enthalpy method

is that we do not need to solve the Steffan problem associated with the moving

melt/refreezing boundary within a layer. The disadvantage is that we are unable to

resolve the freezing boundary within individual layers.

We solve Equation (3.26) using a finite difference approximation using an unevenly

spaced grid with more closely spaced layers near the surface, where variability is

greatest. We use an explicit time step, taking the smallest of the maximum stable

time step or 1 hour, whichever is smallest.

3.3.7 Thermal conductivity

To solve the thermal diffusion equation in the englacial model, we need to know

the thermal diffusivity κ of the layer. This depends on the density of snow/ice in

the column. To estimate density, we use the method given by Van Dusen (1929) to

calculate the thermal conductivity within each layer:

κ(ρ) = 0.021 + 4.2× 10−3ρ+ 2.2× 10−9ρ3, (3.27)

where κ is the layer thermal conductivity and ρ is the average density with the layer.

For simplicity, we assume the specific heat capacity within every layer is constant.
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3.3.8 Density

Density is modulated by two processes: firn densification and refreezing liquid

water. This can be encapsulated with an equation of the form:

dρ

dt
= K(ρ, T ) +

F

∆z
, (3.28)

where K represents firn densification, F represents the refreezing rate in units of mass

per unit time, and ∆z is the layer thickness. We adapted the method from Arthern

et al. (2010) based on in situ measurement of snow, which expresses the change in

snow density as:

K(ρ, T ) = ḃC(ḃ)g(ρice − ρ) exp(− Ec
RT

+
Eg
RT

), (3.29)

where g gravitational acceleration, ḃ is the snow accumulation rate, C(ḃ) is an empir-

ical coefficient, Ec and Eg are the activation energies associated with creep by lattice

diffusion and grain growth, respectively and R is the universal gas constant. We use

the parameters modified by Ligtenberg et al. (2011) based on Greenland measure-

ments:

C(ḃ) =

 0.0991− 0.0103 log(ḃ) if ρ ≤ 550 kg/m3,

0.0701− 0.0086 log(ḃ) if ρ > 550 kg/m3.
(3.30)

When surface meltwater is present, liquid water will percolate downward and refreeze

at subsurface layers when the layer temperature is below the freezing point.

We define the layer liquid water content W as the mass ratio of liquid water to the

total mass of the layer. The maximum irreducible liquid water content of the layer

Wmi is expressed as a function of layer porosity defined by (Coleou and Lesaffre, 1998)

Wmi = 1.7 + 5.7
P

1− P
, (3.31)
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where, P = 1− ρ/ρice is the layer porosity.

If the layer water content is less than the irreducible water content, any liquid

water is trapped in the layer and can not percolate lower. If the water content

exceeds the threshold, the portion above the threshold will be transported downward

to the next layer. We apply the bucket scheme to simulate the percolation processes

(Hirashima et al., 2010). In the bucket scheme, the downward moving water is either

stored at one of the lower layers provided the layer can store the water, or is drained

away from the model as runoff where percolation is prevented, usually at the firn-ice

interface. We assume the transport speed is sufficiently rapid so that the meltwater

is able to “settle” in a single time step. Surface transport is assumed to occur in the

direction where the slope is greatest with an efolding time that is proportional to the

slope.

3.3.9 Regridding: Effect of snowfall, melting and densification on layer

thickness

Snowfall, melt and densification change the layer thickness, making it difficult to

maintain a constant layer thickness over time. We allow the thickness in every layer

to change over time by up to 20% of the initially specified layer thickness. When

the surface layer thickness change associated with snowfall or melting exceeds the

threshold thickness, we re-set the layer thickness to the initial thickness as follows.

After fresh snowfall is added to the surface layer, we combine the snowfall with the

surface layer using mixture theory (Lecomte et al., 2011; Aschwanden et al., 2012) so

that the new layer density and temperature in the layer become:

ρ
′

1 =
ρsnhs + ρ1h1
hs + h1

, (3.32)

T
′

1 =
Tsnhs + T1h1
hs + h1

, (3.33)
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where ρsn and Tsn are the fresh snowfall density and temperature, ρ1 and T1 are the

top layer density and temperature, hs and h1 are the snow precipitation thickness and

top layer thickness, ρ
′
1 and T

′
1 are the new layer density and temperature. We assume

freshly fallen snow has a density of 250 kg/m−3 and the assume the temperature of

snow is identical to the surface air temperature. When the air temperature is above

freezing point, the precipitation is taken as liquid water.

After adding snow (Figure 3.1 b and e), the new layer thickness is h′1 = hs + h1.

If the new layer thickness is larger than the accumulated critical threshold thickness

Hac, which we set to 120% of the initial layer thickness, we re-grid by separating

the surface layer into a portion that equals the original specified initial thickness and

combine the excess portion with the adjacent layer below. Then the density and layer

temperature in the first layer become:

ρ
′

1 =
ρshs + ρ1(H1 − hs)

H1

, (3.34)

and

T
′

1 =
Tsnhs + T1(H1 − hs)

H1

, (3.35)

where H1 is the initial layer thickness. Then we check the second layer to determine

if it now exceeds the threshold. If it does, we separate it using a similar procedure.

This can trigger re-gridding in the lower layers, which proceeds analogously.

In contrast, when surface melt or densification occurs, the surface layer will thin.

We allow the layer thickness to decrease until the layer thickness is less than 80% of

the initially specified layer thickness. Once the layer thickness exceeds the threshold,

we combine the surface layer with the adjacent layer below to create a new upper layer

thickness equal to the original layer thickness H1 (Figure 3.1 d and e). We again use

mixture theory to combine the layers such that the density and temperature in the
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top layer become:

ρ
′

1 =
ρ1h1 + ρ2(H1 − h1)

H1

, T
′

1 =
T1h1 + T2(H1 − h1)

H1

. (3.36)

Similar to before, we then proceed to re-grid the lower layers if necessary.

3.3.10 Layer spacing and domain size

Our interest is in the upper part of the ice sheet and we apply our model to

the upper 20 m of the ice sheet surface, but this can be changed for studies over

longer periods of time. Layer properties change much more quickly at the surface

than the bottom of the column. Because of this, we use more closely spaced layers

at the surface and gradually increase layer thickness towards the bottom. We set the

thickness of layers so that the top layer is 0.15 meters and layer thickness increases

linearly from the surface to the bottom of the domain. We experimented with an

array of uneven layer thickness and found our results had little sensitivity to the

particular choice, provided we had sufficient resolution in the upper layers.

3.4 Model initialization, spin up and time step

Because this is a column model, every site is independent and can be initialized

separately. We first initialize the vertical temperature profile for every site based

on the mean annual surface temperature. We assume the density profile linearly

increases from 300 kg m−3 to 900 kg m−3 for the upper 20 meters depth. We then

spin the model up by driving the model with the first year of meteorological inputs

we have. This is repeated until we obtain a steady state solution for temperature

and density. We use this temperature and density profile as the initial condition for

all subsequent model runs. This approach works well for the upper layers, where

surface melt is concentrated, but ignores the fact that the temperature at tens of
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meters depth depends on (non-steady) atmospheric conditions in past decades (or

longer). This has little effect on the surface layers, but is problematic for deeper

layers. During all model runs we check to make sure mass and energy are conserved.

We also conducted sensitivity experiments where we decreased the time step and

increased the number of layers in our model, but these changes had little effect on

model results.

3.5 Model Calibration and Validation

We first applied our model to several different automatic weather station (AWS)

from the PROMICE project (Ahlstrøm et al., 2008) to calibrate uncertain parameters

and assess model performance. We use hourly recorded automatic weather station

data from each site for the calibration and validation. However, the PROMICE auto-

matic weather stations do not provide precipitation or snow flux data. To account for

snowfall, we use ERA-interim precipitation data with nearest neighbor interpolation

to provide precipitation for automatic weather stations. Sites used in our calibration

and validation are shown in Figure 3.2. Unfortunately, PROMICE sites lie in the

ablation zone of the ice sheet making it more difficult to assess model performance in

the accumulation zone of the ice sheet. However, our primarily interest for this study

is on melt production so the lack of accumulation zone cites is less of a concern for

this study.

3.5.1 Model Calibration: Effect of unresolved katabatic winds

The numerical model contains many uncertain parameterizations. For most of

these we used “off the shelf “ values provided by previous studies. However, the sur-

face roughness (which may vary spatially and even temporally) is poorly constrained

by these existing measurements. Before we compare the model results with obser-

vational data, we first performed a model calibration for this parameter using the
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meteorological data from the automatic weather station at KAN U (Figure 3.2). We

used this site because it contains the longest record with the fewest missing data of

all stations we examined.

To perform the calibration, we first sampled the parameter from a specified range.

We then ran the model forward for one year (the maximum period of observation

at KAN U) and then assessed model performance by calculating the root mean

square (RMS) difference between the simulated and observed surface temperature

(Figure 3.3). Examining Figure 3.3, we see that the smallest RMS occurs for an un-

physically large surface momentum roughness length of z0 = 0.5 meters. The substan-

tial momentum roughness needed to match observations points to the possibility that

our model is underestimating turbulent fluxes associated with katabatic winds. With

katabatic winds, the wind speed maximum may occur beneath automatic weather

station measurements height (10 m) and this will lead to a substantial underestimate

of the turbulent heat flow (Giesen et al., 2008). Following Giesen et al. (2008), we

applied a reduction factor to the stability correction for the turbulent fluxes of 1/3.

With this correction, the minimum roughness length is a more reasonable z0 = 0.05

m (Figure 3.3). We also applied a stability correction factor of 1/9. However, the

difference between our best fit roughness when the correction is 1/9 is similar to the

roughness when the correction is 1/3, but the 1/3 correction yields a slightly smaller

RMS. Hence, we apply the 1/3 correction to turbulent fluxes.

We also optimized for the emissivity and found that our smallest RMS occurred

when the emissivity ε ∼ 1.0, indicating that for the purposes of our model, the sur-

face can be treated to a good approximation as a blackbody. There are numerous

additional model parameters that could also be calibrated, but given the large un-

certainty in meteorological forcing associated with not resolving katabatic winds we

decided to keep the “off the shelf” values of other parameterizations fixed to avoid

the possibility that we tune parameterizations to create compensating errors.
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Comparing model predictions against observations of surface temperature after

only adjusting the roughness and setting the emissivity to unity we see strong agree-

ment between model predictions and observations (Figure 3.4). The difference be-

tween daily mean surface temperatures predicted by our model and measured by the

AWS range from 0.75◦C during 2009 to 0.45◦C in 2012 (correction coefficient as 0.99,

Figure 3.5). Discrepancies between model predictions and observations are largest

during winter where our model predicts warmer temperatures. This may be due to

the relative crude correction we make to account for katabatic winds. Even with the

relatively crude ERA-interim derived precipitation, our model is able to simulate sur-

face temperatures accurately. However, we caution that surface mass balance derived

from ERA-interim snowfall measurements, may be less satisfactory.

3.5.2 Model Validation

To check how well this calibration translates to other sites, we conducted the

same comparison at two other sites, KAN M and THU U (see Figure 3.2 for loca-

tions), with the same best fitting parameters for the surface roughness previously

obtained. A scatter plot (Figure 3.5) of modeled versus observed daily mean sur-

face temperature shows that our model is able to reproduce surface temperatures at

KAN M and THU U (correlation coefficient 0.99). Station KAN M, where we have

nearly 4 years of data, shows a slight (0.45 ◦C) warm bias whereas station THU U

shows a slight (0.84◦C) cold bias. During the melt season, our model requires that

the surface temperature must be at the melting point. Observation of the surface

temperature from automatic weather stations indicate that the observed surface tem-

perature hovers around the melting point, but occasionally exceeds the melting point

temperature, suggesting some observational errors. Nonetheless, these results provide

a consistency check that show that model performs well for these three sites.
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3.6 Comparison with ERA-interim driven model: compari-

son with different downscaling schemes

Having demonstrated that our model produces accurate results when driven by

high quality automatic weather station data, we next compared model predictions

at the same automatic weather station locations, but this time driving the model

using ERA-interim reanalysis data combined with statistical downscaling schemes of

varying sophistication. Because the ERA-interim data are provided with 3 hour time

steps, we linearly interpolate the ERA-interim data to a 1 hour time step so that it

is coincident with the automatic weather stations data.

The simplest type of spatial interpolation we can perform is nearest neighbor

interpolation. In this scheme, we drive our model with inputs from ERA-interim data

associated with the nearest ERA-interim grid cell. This is the most computationally

efficient type of interpolation because the surface energy balance at all points within

a footprint receive the same forcing and we make no attempt to correct for lapse rate

associated with variations in ice sheet surface elevation differences within a footprint.

We next compared model results forced with bilinearly interpolated ERA-interim

data. Again, we make no attempt to correct for changes in surface temperatures

associated with elevation changes. Finally, we examined nearest neighbor and bilinear

interpolation methods, but this time we applied a lapse rate correction based on the

moist adiabatic lapse rate (-6 K km−1), although the actual lapse rate varies with

temperature and humidity.

3.6.1 Performance of different downscaling schemes

To assess model skill for each downscaling scheme, we compared the daily mean

surface temperature obtained from the automatic weather station with our model

driven by (1) automatic weather station data and (2) ERA-interim interpolated data
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(Figure 3.6, 3.8). For consistency, we also compared surface melt rate predictions with

surface melt determined using (3) a Positive Degree Day (PDD) method (Braithwaite,

1995) and (4) extracted from the MAR regional climate model (Marco Tedesco and

Alexander , 2013).

Results are summarized in Table 3.3. The difference between observed surface

temperature at the automatic weather stations and predicted by our model is, as

expected, smallest when we drive the model directly with the automatic weather

station data. We do see a degradation in model skill when the model is forced

with the much coarser scale ERA-interim reanalysis data, although the model still

performs respectably. From Table 3.3, the bilinear interpolation with a lapse rate

correction matches observed surface temperatures the best with the smallest tem-

perature difference for site KAN U, UPE U and KPC U. In contrast, the nearest

neighbor interpolation method’s prediction of surface melt appears to most closely

resemble the automatic weather station driven model and regional climate model

MAR (Marco Tedesco and Alexander , 2013). We note that the advantage of bilin-

ear over nearest neighbor in matching surface temperature is small, while nearest

neighbor more closely matches estimates of melt from the AWS and MAR model.

Including a lapse rate correction has a small, but positive improvement in all sites.

This suggests that nearest-neighbor interpolation with a simple lapse rate correction

is a viable means of downscaling ERA-interim forcing.

3.6.2 Comparison between surface temperature and melt using nearest

neighbor interpolation

Based on the performance of the nearest neighbor interpolation scheme with a

lapse rate correction, we next examined a time series of modeled and observed tem-

peratures and melt rates based on nearest neighbor interpolation with a lapse rate

correction for the sites KAN M, KAN U and THU U (Figure 3.6 3.8).
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Examining Figure 3.6, we see that as before predicted surface temperatures match

observed temperatures remarkably well for all 4 years we have data at KAN U when

the model is driven directly by AWS data. Model performance degrades when we use

the downscaled ERA-interim forcing, but predictions of surface temperature remain

surprisingly good. The ERA driven model tends to underestimate the magnitude of

the high and low peaks of surface temperature. This is likely a consequence of an

inadequate wind field needed to accurately simulate sensible heat fluxes.

We also compared melt production rates simulated by the model (forced by AWS

and ERA-interim) and positive degree method. Here we have no direct observations

of melt production at these sites and consider the AWS driven model the best guess.

The length of the simulated melt season is similar for all three methods. Peaks in

melt production computed using the downscaled ERA-interim forcing are often larger

than peaks computed using other methods. We find, however, that the total melt

production is similar for all methods. The melt rate predicted by the PDD method is

initially much smaller than the other methods, but grows systematically throughout

the melt seasons. The ERA-interim driven model shows smaller melt rates during

the beginning and end of the melt season and much large melt rates in the middle of

the melt season.

We see similar results at other sites (Figure 3.7 and 3.8). Figure 3.7 clearly shows

large interannual variability in melt rates in 2009 versus 2012. This interannual

variability is much larger than the differences in melt production estimates using the

different methods. This strongly suggests that climate forcing, rather than method of

computing melt production, is the most critical variable in computing surface melt.

The site with the greatest variability is THU U (Figure 3.8), where the melt rate

is also the largest (up to 4 m.w.e!). At this site, melt estimated using the AWS

forcing is significantly larger than melt computed using the other methods. At this

site, model predictions diverge from the observations more than at other sites. The
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ERA-interim downscaled forcing is colder on average than the observations suggest.

The AWS based melt production estimate is also systematically larger than melt

computed using the downscaled data. This may be related to the lapse rate correction

we applied. Topography in this region is highly variable and the AWS site is near a

topographic high which may lead to an over correction when our simple lapse rate is

applied.

3.7 Statistical downscaling with multiple elevation classes

3.7.1 Effect of number of elevation classes

Given the relative insensitivity of our model to the interpolation method, we

next attempted to statistically downscale ERA-interim data to generate subgrid scale

surface melt estimates across the entire Greenland Ice Sheet. To do this we used a

high resolution DEM (Morlighem et al., 2014). We first found all digital elevation

model points in every ERA-interim climate forcing footprint, then divided the digital

elevation model points into discrete classes based on their surface elevation, analogous

to the 10 elevation classes used by the Community Earth System Model (CESM)

(Hurrell et al., 2013). For the climate forcing, we obtain the mean surface elevation

from ERA-interim geopotential data and correct the climate forcing based on the

lapse rate within every elevation class. The model is run for every elevation class and

the total melt within the footprint is obtained by adding the melt obtained in each

elevation class weighted by the area of glacier ice within each class.

The lapse rate correction downscaling method yields different predicted surface

temperature and melt rates within each elevation class (Figure 3.9). Differences are

largest in the coastal regions where the surface elevation spans a larger altitude range

and smallest in the interior of the ice sheet where the elevation range within a footprint

is small. The accuracy of the downscaling, however, depends in part on the number of
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elevation classes used. In the interior of the ice sheet, where the elevation is relatively

smooth we may only require a handful of classes to resolve variations in surface melt.

For example, in Figure 3.9b, there is little difference in the average melt rate when 4

or 8 classes are used. However, near the margins, where slopes are largest, we may

require a much larger number of elevation class. Figure 3.9a shows an example where

we may need as many as 16 elevation classes to converge. Fortunately, we found that

since melt rate varies smoothly with elevation, we could linearly interpolating between

4 elevation classes and then linearly interpolate to estimate the melt production on 16

or more elevation classes. This substantially diminishes the speed of computations.

3.7.2 Application to the Greenland Ice Sheet 2012 melt season

To illustrate the potential of this method, Figure 3.10 shows a comparison between

melt production integrated over one year from the state-of-the-art regional model

MAR (Marco Tedesco and Alexander , 2013) for 2012 and predictions from our ERA-

interim driven model with and without downscaling using only 4 elevation classes.

Even without downscaling, our model predicts similar magnitudes and patterns of

surface melt. However, statistical downscaling results in pronounced differences in

regional patterns that more closely resemble regional projections based on MAR,

including an 18% increase in surface melt in the Southeastern Greenland and a 14%

decrease in mass loss from Southwestern Greenland. The net difference in mass loss

is, however, small (about 2%). This suggests that we can obtain realistic results using

very simple interpolation schemes and a limited number of elevation classes.

3.8 Conclusions

In this study, we presented a distributed surface energy balance model, combined

with a subsurface model that simulates the mass and energy balance of the Greenland

Ice Sheet. The model was first calibrated and validated with local automatic weather
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station data. Comparison between observed and simulated surface temperatures were

consistent with the observational data, with agreement best during the melt season

when melt production is largest.

We then showed that model performance was degraded when the model was driven

by ERA-interim data, but that we still obtained similar patterns and quantities of

melt production. We further found that the agreement could be improved by a very

simple nearest-neighbor interpolation that included an elevation dependent lapse-rate

correction. Differences between the model and observations were largest during the

winter for both the ERA-interim and AWS driven model, hinting that unresolved

katabatic winds may play a key role in degrading the model results.

We found that we could decrease the difference between observed and simulated

temperatures and melt rates by interpolating the ERA-interim data and applying

a crude nearest neighbor lapse rate correction based on the moist adiabatic lapse

rate. We only found minor differences between interpolation methods, but found the

nearest neighbor interpolation with a lapse rate correction provided the best match

with melt rates. Not surprisingly, downscaling had the greatest effect near the coasts,

where elevation gradients are largest and the melt amount may differ by a factor of

three within a single ERA-footprint.

A crucial limitation of our study is that we focused primarily on melt production.

Precipitation is also important in assessing surface mass balance and it may be nec-

essary to examine statistically downscaling schemes for precipitation to improve local

mass balance. Overall, the numerical model is relatively cheap and can be incorpo-

rated into large-scale ice sheet models at a fraction of the cost of regional models.

This is especially true given that we only require 4 elevation classes within a single

ERA-interim footprint to perform the downscaling.

Projections of surface mass balance trends for the next century rely on global

climate models and, even for a single forcing scenario, there is large variability between
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different model predictions. Computationally efficient tools, like our model coupled

with statistically downscaling can be used to assess how the model spread influences

the range of possible surface mass balance projections, something that is currently

challenging to do with regional models. Moreover, our model can be easily integrated

into large-scale ice sheet models to provide a more physically based estimate of surface

melting and runoff than is possible using a positive degree day.
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Symbol Definition Units

Qn Net energy flux W m−2

SW↓ Incoming shortwave radiation W m−2

SW↑ Reflected shortwave radiation W m−2

LW↓ Incoming longwave radiation W m−2

LW↑ Outgoing longwave radiation W m−2

Qsen Sensible heat flux W m−2

Qlat Latent heat flux W m−2

Qcon Conductive heat flux W m−2

ṁ Melt amount kg m−2 s−1

Lf latent heat of melting J kg−1

ε Surface emissivity

σ Stephan-Boltzmann constant W m−2K−4

α Surface albedo

δαc, δαu, δατ Surface albedo corrections

ŝ Specific surface area m2 kg

re Effective radius m

ρs Surface layer density kg m−3

ρa Air density kg m−3

Cpa Specific heat capacity J K−1 kg−1

Lva Latent heat of evaporation J kg−1

U∗ Surface friction velocity ms−1

θ∗ Turbulent scale parameters for temperature K

q∗ Specific humidity g kg−1

k Von Karman constant

L Monin-Obukhov length m

u Wind speed at reference height ms−1

Ta Air temperature at reference height K

Ts Surface temperature K

zr Reference height m

z0, zT , zq Roughness length for momentum, temperature and humidity m

Ψm, Ψh, Ψe Stability functions for momentum, temperature and humidity

ν Kinematic viscosity of the air m

Table 3.1: Definitions of symbols and variables used in the surface energy balance
model.
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Table 3.2: Symbols and variables used in the Surface Energy Balance Model.

Symbol Definition Unit

ρ Density of column layer kg m−3

T Temperature of column layer K

Cp Specific heat capacity of column layer J K−1 kg−3

M Mass of layer melt kg

F Refreeze mass of layer water kg

κ Thermal conductivity of column layer WK−1m−1

Z Vertical coordinate m

H Specific enthalpy J kg−1

K(ρ, T ) Firn densification kg m−3s−1

C(ḃ) gravitational densification kg m−3 s−1

ḃ accumulation rate mma−1

g gravitational acceleration kg m−3 s−1

ρice density of pure ice kg m−3 s

ρw density of pure water kg m−3 s

R universal gas constant J mol−1K−1

Ec activation energy associated with lattice diffusion kJ mol−1

Eg activation energy associated with grain growth kJ mol−1

W layer liquid water content

Wmi maximum irreducible liquid water content of the layer

P layer porosity

KAN U KAN M THU U UPE U KPC U

Method ∆T Melt ∆T Melt ∆T Melt ∆T Melt ∆T Melt

AWS 0.65 0.91 0.65 1.80 0.84 3.43 0.86 2.87 0.83 1.13

Nearest Neighbor 1.62 0.75 1.63 1.97 3.08 3.05 3.34 2.47 1.80 0.91

Nearest Lapse 1.55 0.68 1.61 1.68 3.34 2.11 2.99 2.69 1.78 0.89

Bilinear 1.51 0.64 2.13 2.11 2.70 2.52 2.93 2.55 1.75 0.91

Bilinear Lapse 1.49 0.64 2.05 1.21 3.28 1.65 2.81 2.64 1.62 0.77

PDD – 0.70 – 1.80 – 1.89 – 2.35 – 1.07

MAR Neighbor 1.98 0.75 2.63 1.31 3.12 3.95 1.70 2.78 4.12 0.42

Table 3.3: Comparison between automatic weather station observation data and
model result using different statistical downscaling schemes (∆T is tem-
perature difference with unit K, Melt is melt rate with unit m.w.e yr−1).
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Figure 3.1: Diagram illustrating the layer re-gridding algorithm we use. Middle panel
shows the initial condition. Panels b-c show the adjustment of surface
layers after snowfall. In panel (b), the increase in layer thickness associ-
ated with snow deposition is not sufficient to trigger re-gridding. Panel
(c) shows the case when the increased thickness exceeds the critical layer
thickness and triggers re-gridding. Panels d-e show the analogous case for
surface melting. In panel (d) melting is insufficient to trigger re-gridding.
In panel (e), melting thickness exceeds the critical layer thickness and
triggers re-gridding.
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Figure 3.2: Location of five Automatic Weather Stations from the PROMICE network
(Ahlstrøm et al., 2008) used for calibration and validation of the surface
energy balance model.
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Figure 3.3: Calibration of the roughness for momentum Z0 at site KAN U. The blue
line shows the RMS temperature misfit for different roughness length
scales. The dashed red and green lines shows the roughness when the
turbulent fluxes are reduced by factor of 1/3 and 1/9, as might be appro-
priate if katabatic wind are present.
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Figure 3.4: Comparison between observed and modeled daily mean surface temper-
atures result at site KAN U for two time periods where we have nearly
continuous data coverage for one full year. In panel (a) the mean temper-
ature difference is 0.75◦C, in panel (b) the mean temperature difference
is 0.45◦C.
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Figure 3.6: Daily mean surface temperature and melt rate at KAN M for 2009 and
2012. The blue line shows observed surface temperatures from the AWS
stations, the red line shows model result driven by the AWS data, the
green line shows model result forced with ERA-interim statistically down-
scaled data using nearest neighbor interpolation with a lapse rate correc-
tion. The orange line shows melt production rates estimated with the
PDD method driven by AWS data. Total melt production for the year is
shown for the three methods on the right with corresponding colors.
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Figure 3.7: Daily mean surface temperature and melt rate at KAN U for 2009 (Panel
a) and 2012 (Panel b). The blue line shows observed surface temperatures
from the AWS stations. The red line shows predicted surface tempera-
tures and melt production rates for our model when forced directly with
the AWS. The green line shows surface temperature and melt production
rates for our model forced by ERA-interim forcing statistically downscaled
using nearest neighbor interpolation with a lapse rate correction. The or-
ange line shows melt production rates estimated from the PDD method.
Total melt production for the year is shown for the three methods on the
right with corresponding colors.
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Figure 3.8: Daily mean surface temperature and melt rate at THU U for 2012. The
blue line shows observed surface temperatures from the AWS stations.
The red line shows predicted surface temperatures and melt production
rates for our model when forced directly with the AWS. The green line
shows surface temperature and melt production rates for our model forced
by ERA-interim forcing statistically downscaled using nearest neighbor
interpolation with a lapse rate correction. The orange line shows melt
production rates estimated from the PDD method. Total melt production
for the year is shown for the three methods on the right with corresponding
colors.
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CHAPTER IV

How much can Greenland melt?

4.1 Abstract

Observations show that the Greenland Ice Sheet is losing mass to the ocean at an

increasingly rapid rate and this rate is expected to accelerate as the climate continues

to warm. Much of the accelerating mass loss from the ice sheet stems from increased

mass loss associated with increased surface melt and runoff and this contribution

is likely to increase significantly over the next century as atmospheric temperatures

continue to rise. However, projections of mass loss associated with surface melting

show a range of values with some projections indicating negligible mass loss and

others indicating substantial increases in surface mass loss. Here we seek an upper

bound of sea level rise originating from Greenland Ice Sheet associated with surface

mass balance to assist in 21st century climate projections. We drive a distributed

surface energy balance and englacial model with the Coupled Model Intercomparison

Project Phase 5 (CMIP5) model ensemble using a range of forcings. To bound ice

sheet mass loss, we turn the entire ice sheet dark to account for increased black

carbon deposition, assume all meltwater instantaneously drains to the bed through

an efficient drainage system and increase the long wavelength radiation assuming that

ice sheet is perpetually covered by optically thick clouds. We find that for the baseline

simulation, under RCP 8.5 (business as usual) forcing, we obtain 3–12 cm sea level
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equivalent by 2100, consistent with previous estimates. With the upper bound, the

contribution to sea level from surface melt triples to 10–33 cm. Overall, we find that

despite the factor of three range in predictions, surface melt, even under the most

extreme conditions is relatively well constrained compared to dynamic discharge,

which could contribute as much as 1 m to sea level.

4.2 Introduction

Observations show that mass loss from the Greenland Ice Sheet has accelerated

markedly (Chen et al., 2006; Hanna et al., 2008; Velicogna, 2009; Flato et al., 2013;

Fettweis et al., 2013) with total mass loss doubling over the past decade (Tedesco

et al., 2016). This increased mass loss results both from increased dynamic discharge

associated with acceleration and retreat of outlet glaciers (Howat et al., 2008, 2007)

along with increased surface melt and runoff (Enderlin et al., 2014) associated with the

increasingly negative surface mass balance of the ice sheet. As the climate continues

to warm, this trend is likely to accelerate with surface mass balance increasingly

negative as the melt season lengthens and intensifies. Moreover, once extreme events

may become more commonplace. For example, the extreme melt cross Greenland Ice

Sheet in 2012 summer set new records for both surface melt extent (Nghiem et al.,

2012) and melt duration (Tedesco et al., 2013) was caused by increased long wave

radiation associated with optically thick clouds over the ice sheet.

Several studies have sought to constrain the dynamic contribution of the Green-

land Ice Sheet to sea level rise (Pfeffer et al., 2008; Nowicki et al., 2013; Bindschadler

et al., 2013; Gillet-Chaulet et al., 2012; Church et al., 2013). For example, Gillet-

Chaulet et al. (2012) estimate that the dynamic contribution of the Greenland Ice

Sheet to sea level rise by 2100 is within the range 7–14 cm. In contrast, Pfeffer et al.

(2008) attempted to bound the potential contribution of the Greenland Ice Sheet to

sea level rise assuming that all of Greenland’s glaciers and estimated an upper bound
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closer to 1 meter of sea level rise equivalent (Pfeffer et al., 2008).

These studies, however, ignored, the contribution of surface melt to the mass bal-

ance. Given that surface mass loss currently accounts for nearly two thirds of the

current mass loss (Enderlin et al., 2014) and could increase to over 80% (Goelzer

et al., 2013), this could result in a substantial underestimate of future projections.

Again, previous studies suggest bewilderingly contradictory projections of Greenland

surface mass balance to sea level rise in the coming century. For example, early esti-

mates suggest that any increased melt is nearly exactly compensated by an increase

in snowfall leading to a negligible contribution sea level rise of <1 cm that is largely

independent of emission scenario (Bugnion, 2000). In contrast, more recent projec-

tions that employ the more advanced machinery of regional climate models suggest

a more substantial ∼10±5 cm sea level equivalent by 2100 when models are forced

under the business as usual RCP 8.5 emission scenario (Fettweis et al., 2012).

Here we seek to correct this deficiency and seek to bound the contribution that

surface melt alone can contribute to sea level rise. Our estimate relies on a surface

energy and englacial model, which we drive with atmospheric forcing derived from

suite of models associate with the the Coupled Model Inter-comparison Project Phase

5 (CMIP5). We use a simple statistical downscaling scheme, which lacks the finesse of

dynamical downscaling using regional models, but has the advantage that, by using

appropriate members of the CMIP5 ensemble, we can assess the variability associated

with different climate realizations associated with the suite of projections. As we shall

show, our simple statistical downscaling scheme yields projections that are consistent

with regional model projections. We can also obtain an upper bound by assuming

that black carbon covers the ice sheet surface, darkening it (Tedesco et al., 2011,

2016). We further assume that all melt water is instantaneously transported off of

the ice sheet to the bed. Finally, we assess errors in cloudiness by assuming that

optically thick clouds persist over the entire ice sheet.
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4.3 Method

4.3.1 Model description

The model we use here is a surface energy balance model coupled with mutilayer

englacial model. The model requires seven climatology inputs: downward shortwave

radiation, downward longwave radiation, air temperature, wind speed, humidity, pre-

cipitation and surface pressure, which we obtain from the CMIP5 model suite. The

model uses these inputs to predict surface melt water production and runoff. The sur-

face mass budget of the Greenland Ice Sheet is then determine from the difference be-

tween precipitation (snowfall) and total surface water runoff. Additional details about

the model and its validation are given in (Xiao et al., 2016 ). We use the (Gardner

and Sharp, 2010) albedo parameterization, corrected to account for light absorbing

black carbon in snow. For our ‘extreme’ black snow and ice case, we a 100-fold in-

crease in black carbon in the snow setting black carbon to as 1 m.m.p.v. Once the

snow erodes, we set the bare ice albedo to 0.4, consistent with values from ‘dark snow’

region of Southwestern Greenland (Wientjes et al., 2011). For baseline simulations

that do not invoke black carbon, we assume negligible carbon in the snow and use

a bare ice albedo of 0.52. Optically thick clouds will decrease both the shortwave

radiation and increase the longwave radiation.

In our upper bound we ignore the decrease in incoming shortwave radiation and

only consider the increase in long wavelength radiation. Finally, for the upper bound,

once snow layers become saturated, we instantaneously removed all meltwater from

the ice sheet.

4.3.2 CMIP5 data

We drive our model using a suite of model forcings obtained from the Coupled

Model Intercomparison Project Phase 5 (CMIP5). Each model corresponds to a
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different realization of the future climate and, by using the suite of models, we can

take the multi-model mean and compute the range associated with variation between

models for different emission scenarios. We drive our model using a nearest neighbor

interpolation with a moist adiabatic lapse rate correction. We use the RCP 8.5

forcing, corresponding to a radiative forcing of +8.5W m−2 by 2100. Details of the

datasets we used in the study are in table 4.1. The model was spun up using the

first 10 years data (from 2006–2016) until a steady state was reached. The simulation

then proceeded from the steady-state configuration. We experimented with different

initialization procedures, but these had little effect on our mass loss projections.

Forcing Institutes Period Resolution

ACCESS1.3 Commonwealth Scientific and Industrial Research Organisation 2006− 2100 1.25◦ × 1.87◦

BCC-CSM1.1 Beijing Climate Center 2006− 2100 2.79◦ × 2.81◦

BNU-ESM College of Global Change and Earth System Science 2006− 2100 2.79◦ × 2.81◦

CanESM2 Canadian Centre for Climate Modelling and Analysis 2006− 2100 2.79◦ × 2.81◦

GFDL-CM3 Geophysical Fluid Dynamics Laboratory 2006− 2100 2.00◦ × 2.50◦

INM-CM4 Institute for Numerical Mathematics 2006− 2100 1.50◦ × 2.00◦

IPSL-CM5A-LR Institut Pierre Simon Laplace 2006− 2100 1.89◦ × 3.75◦

MIROC5 The University of Tokyo 2006− 2100 1.40◦ × 1.40◦

MRI-CGCM3 Meteorological Research Institute 2006− 2100 1.12◦ × 1.12◦

Table 4.1: Summary of different forcings used in the simulations, resolution is latitude
by longitude.

4.3.3 Statistical downscaling

To downscale the data to the ice sheet surface, we divided each CMIP5 model

footprint into a set of a elevation classes, which each class encompassing 150 m of

elevation. The digital elevation model we used was based on the digital elevation

model from (Ekholm and Krabill , 2001) with 150 m. We then use nearest neighbor

interpolation with an elevation dependent lapse rate correction for surface tempera-

ture to downscale the global climate forcing to a resolution appropriate for the ice
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sheet.

4.4 Results

We first examined our projections based on the baseline scenario (Figure 4.2). Our

estimates of surface mass balance at the beginning of the century are comparable to

observations, with the multi-model mean about 200 GT/a. By the end of the century,

annual rates of mass loss range from 250–1000 GT/a. These rates translate into a

total sea level rise of 3–12 cm by 2100, comparable to prior results (Fettweis et al.,

2012). The range in projections associated with different models varies by about a

factor of three and remains remarkably steady throughout the simulation period.

We next examined the effect of the ‘upper bound’ (Figure 4.2). The upper bound

roughly triples the mass loss and the rate of mass increases from 250 GT/a to 500–

3000 GT/a. This results in an associated increase in sea level rise equivalent of 10–33

cm, by the end of the century. The uncertainty associated with the multi-model

ensemble is again consistently about a factor of three, with the lower end of the

upper bound simulations overlapping with the upper end of the baseline simulations.

Despite the large variability in model resolution (temporal and spatial), we found

little systematic variability in projections using relatively coarse spatial or temporal

resolution. This suggests that the spread in outcomes if largely controlled by the

different climate sensitivities associated with the different climate models. Moreover,

the spread in model outcomes is relatively constrained with the difference between

the upper bound and baseline simulations only yielding a factor of three difference (9

cm versus 23 cm).

82



4.5 Conclusions

In this study, we drove a coupled surface energy balance/englacial model with

CMIP5 data set using the RCP 8.5 climate forcing scenario. Unlike some previous

studies, we find that Greenland will loss more mass than it gains from precipitation.

This mass loss under the baseline scenario will increase from 200 Gt yr−1 to 1000 Gt

yr−1 by the end of the century. Our upper bound increases this range from 500 Gt

yr−1 to 2500 Gt yr−1. The black carbon will decrease both the snow and bare ice

albedo leading to positive feedback that makes the ever increasing mass loss especially

dire in the later part of the century. The related sea level will rises by about 30 cm

in the upper bound and 8 cm in the baseline scenario. This estimates are far beneath

some of the more dire projections where sea level rise from Greenland exceeds 1 m,

but even the baseline estimate of ∼8 cm constitutes are large increase in sea level rise

that is comparable to some estimates of dynamic discharge from Greenland (Gillet-

Chaulet et al., 2012). This suggests that surface mass balance and dynamic discharge

may play an equal role in determining the fate of the Greenland Ice Sheet. However,

even the upper bound is incompatible with estimates of sea level rise that approaches

or exceeds 1 m. Sea level rise of this magnitude would require increased dynamical

discharge, perhaps of the type envisioned by Pfeffer et al. (2008)

4.6 Appendix: Albedo

Albedo is a crucial for our estimate of surface mass balance of Greenland. Fig-

ure 4.3 shows a comparison of model predicted albedo in the ablation zone of the ice

sheet and in the accumulation zone of the ice sheet with and without black carbon.

In the accumulation zone (top panel of Figure 4.3), the addition of black carbon has a

smaller effect during the winter because snowfall dilutes the presence of black carbon.

The effect of black carbon is largest during the melt season when large melt events
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occur, but these events are gradually diluted by the addition of fresh snow. In the

ablation zone, the effect of black carbon on the albedo is larger year round (bottom

panel of Figure 4.3).

Figure 4.4 shows the average albedo over the entire Greenland over the next

century with and without black carbon. Both simulations show the decrease trend of

the mean surface albedo. The addition of black carbon systematically decreases the

albedo and the albedo in simulations with black carbon decreases more rapidly than

simulations without black carbon.
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Figure 4.1: Accumulated surface mass loss and related sea level rise for Greenland
Ice Sheet. Panel (a) is the upper bound for the Greenland, panel (b) is
the baseline mass loss.
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Figure 4.2: Surface mass loss rate and related sea level rise rate for Greenland Ice
Sheet. Panel (a) is the upper bound for the Greenland, panel (b) is the
baseline mass loss rate.
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Figure 4.3: Surface albedo comparison between baseline case and with black carbon
and low bare ice albedo. Panel (a) shows the albedo comparison between
baseline and upper bound cases at accumulation zone (72N, 38W). Panel
(b) shows the comparison at ablation zone (67N, 50W). The solid blue
line shows the baseline simulation and the dashed red line shows the effect
of adding black carbon.
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Figure 4.4: Mean surface albedo comparison between baseline and upper bound for
Greenland Ice Sheet from 2010 − 2100. The solid blue line shows the
baseline simulation and the dashed red line shows the effect of adding
black carbon.

87



CHAPTER V

Conclusion

This dissertation has discussed surface energy balance model driven by automatic

weather station and global climate data to project current and future mass balance

of the Greenland Ice Sheet. Specifically, two major topics have been addressed. The

first topic describes the model and how model performance degrades when driven by

global climate forcing as opposed to high quality automatic weather station data. In

the second study, we provide a projection of futureGreenland Ice Sheet surface mass

loss in the coming century based on the multimodal CMIP5 ensemble. We describe

each of the topics in more detail below.

5.1 Surface Energy and Mass Balance Model

In the first study, we first described how to build our column based physical nu-

merical model on the Greenland Ice Sheet. Then the model was calibrated with the

AWS data from the Greenland Ice Sheet. We applied several downscaling and inter-

polation methods on the global climate data to assess optimal methods to downscale

the data. We found the nearest neighbor interpolation method with a local elevation

based lapse rate correction performed the best providing melt rates comparable to

those obtained when the model was driven by the AWS and regional climate models.
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5.2 Upper Bound For Future Projections

In the second study, we predicted the Greenland Ice Sheet surface mass loss in

the coming century based on current trends and estimated the worst case scenario

assuming perpetual clouds that increased longwave radiation and black carbon turned

the ice sheet black. This upper bound suggests that mass loss over the Greenland Ice

Sheet could approach 2500 Gt by 2100 with an accumulated sea level rise of 25-30 cm.

This is roughly three times the sea level rise associated with our baseline scenario,

which suggests 10 cm sea level rise in the coming century.

5.3 Future work

The model developed here has the potential to be used for a range of applications,

including long term forecasts of ice sheet surface mass balance and paleo studies of ice

sheet surface mass balance. However, there are also areas in which the model could

be substantially improved. A few of these are described below.

1. Surface meltwater transport is treated in a crude and idealized manner in our

model. In the surface and energy balance model, we remove surface water based

on a crude exponential efolding time based on the surface slope . A better

method that we have experimented with involves a more detailed meltwater

transport model that couples surface transport using a cellular automata model

coupled with an ice sheet erosion model. This model improvement allows us to

capture meltwater channels and pond formation, key supra-glacial features of

the Greenland Ice Sheet surface.

2. An additional weakness of our calibration is that we only were able to calibrate

our model using ablation zone data sources. The roughness in ablation zone,

needed for turbulent heat transport are usually larger than those in accumulated
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zone leading to the potential for a model mismatch in the ablation zone. It

would be satisfying to compare the model with more observational data that

include the accumulation zone and ablation zone.

3. We have also not explored greatly the effect of using daily averages as opposed

to hourly or three hourly data in driving our surface mass balance model. It is

possible that we can further improve the efficiency of the model by only using

daily means. This would also be advantageous for longer time scale runs when

hourly forcing may not be available (CMIP5 model runs rarely record 3 hourly

data) and for paleo runs (where only paleoclimate forcing is available).

Overall, we think that these directions would yield promising additional results

that could aid the community in developing high quality estimates of ice sheet mass

balance.
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