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ABSTRACT

Modeling the complicated cometary environment using a fluid approach

by

Yinsi Shou

Chair: Michael Combi

Comets are believed to have preserved the building material of the early solar sys-

tem and to hold clues to the origin of life on Earth. Abundant remote observations

of comets by telescopes and the in-situ measurements by a handful of space mis-

sions reveal that the cometary environments are complicated by various physical and

chemical processes among the neutral gases and dust grains released from comets,

cometary ions, and the solar wind in the interplanetary space. Therefore, physics-

based numerical models are in demand to interpret the observational data and to

deepen our understanding of the cometary environment.

In this thesis, three models using a fluid approach, which include important physi-

cal and chemical processes underlying the cometary environment, have been developed

to study the plasma, neutral gas, and the dust grains, respectively. Although models

based on the fluid approach have limitations in capturing all of the correct physics

for certain applications, especially for very low gas density environment, they are

computationally much more efficient than alternatives. In the simulations of comet

67P/Churyumov-Gerasimenko at various heliocentric distances with a wide range of

production rates, our multi-fluid cometary neutral gas model and multi-fluid cometary

xi



dust model have achieved comparable results to the Direct Simulation Monte Carlo

(DSMC) model, which is based on a kinetic approach that is valid in all collisional

regimes. Therefore, our model is a powerful alternative to the particle-based model,

especially for some computationally intensive simulations.

Capable of accounting for the varying heating efficiency under various physical

conditions in a self-consistent way, the multi-fluid cometary neutral gas model is a

good tool to study the dynamics of the cometary coma with different production rates

and heliocentric distances. The modeled H2O expansion speeds reproduce the general

trend and the speed’s nonlinear dependencies of production rate and heliocentric

distance, which are found in remote observations.

In the multi-fluid dust model, we use a newly developed numerical mesh to resolve

the real shaped nucleus in the center and to facilitate prescription of the outer bound-

ary conditions that accommodate the rotating frame. The model studies the effects

of the rotating nucleus and the cometary activity in time-dependent simulations for

the first time. The result also suggests that the rotation of the nucleus explains why

there is no clear dust speed dependence on size in some of the dust observations.

We developed a new multi-species comet MHD model to simulate the plasma

environment of comet C/2006 P1 (McNaught) over a wide range of heliocentric dis-

tances from 0.17 AU to 1.75 AU, with the constraints provided by remote and in situ

observations. Typical subsolar standoff distances of bow shock and contact surface

are modeled and presented to characterize the solar wind interaction of the comet

at various heliocentric distances. In addition, the model is also the first one to be

used to study the composition and dynamics in the distant cometary tail. The results

agree well with the measured water group ion abundances from the Ulysses/SWICS

1.7 AU down-tail from the comet and the velocity and temperature measured by

Ulysses/SWOOPS.
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CHAPTER I

Introduction

Comets are fascinating planetary objects that have been observed since ancient

times. Featured by their bright heads and tails, they can be observed with the naked

eye and easily stands out from numerous planets and stars in the night sky. In addition

to the amazing and mysterious natural phenomena, comets may also provide the clues

to the most fundamental questions in planetary science: How did the solar system

and planets form and what is the origin of pre-biotic chemistry?

The importance of comets lies in their formation around 4.5 billion years ago when

the solar system was formed. Though several hypotheses exist on the origin of the

formation of comets, it is widely believed to that they were formed at the same time

and from the same material as our solar system. But unlike other planets, the sizes of

comets, most of which are less than 50 km in radius, prevent them from undergoing

the geological processes that can greatly alter the composition and the structure of a

planet. In addition, they have remained far away from the Sun for most of the time,

so the solar radiation should only affect the cometary material within the first few

meters from their surfaces. Therefore, they are regarded as fossils, which preserved

the primordial building material of our solar system.

Most of comets originate from two reservoirs in the solar system: The Kuiper

belt and the Oort cloud. Fig. 1.1 shows a schematic of the Kuiper belt and the Oort

1



Figure 1.1: A schematic showing the locations of the Kuiper belt and the Oort cloud
in solar system from Schwamb (2014).

cloud. The Kuiper belt is a torus extending from Neptune’s orbit at 30 AU to about

50 AU and is the home to the short period comets. Once their orbits are perturbed

into the inner solar system they have periods less than 20 years, and inclinations

lower than 30 degrees. The Oort cloud is shell at approximately 50000 AU from the

Sun, populated with long period comets, whose periods are longer than 200 years and

whose orientations are random. In these two reservoirs reside numerous comets. The

estimated population for the Oort cloud is on the order of trillions.

Perturbed by other planets or stars, a comet can get kicked out from the reservoir

and start its journey to the inner solar system. In the beginning, the comet may not

be active and is not outgassing just like an asteroid. As it gets closer than about

3 AU to the Sun, the surface of the “dirty snowball” (Whipple, 1950) is heated by the

solar radiation. Once the surface temperature exceeds the sublimation temperature

of a certain volatile, the volatile, for example CO, begins sublimating and the comet

starts outgassing. As the surface temperature gets higher, more volatiles can begin

outgassing from the nucleus, resulting in a cometary atmosphere, which is also called

the coma. Because of the lack of a significant gravitational force, the size of a coma

can reach several million kilometers. In addition, the coma is able to absorb solar

photons and emit photons itself. A large coma and a relatively high brightness allow

a comet to distinguish itself from an asteroid, which also enables the detection of

2



comets by the naked eye and telescopes.

Atoms and molecules in the coma are subject to various other interactions with

the sun. The solar photon flux can exert a radiation pressure force on the hydrogen

coma and accelerate the atoms and molecules, resulting in a prolonged neutral coma

envelope in the anti-sunward direction. Induced by solar photons, photo-chemical

reactions are able to alter the coma composition and deposit energy in the coma.

One typical example is the dissociation of H2O into one OH radical and one H atom.

In the meantime, the energy carried by the photon is transformed into the kinetic

energy of the photo-dissociation products.

In addition to photo-dissociation, photo-ionization transforms neutral molecules

and atoms into various ions, which again have to interact with the solar wind, the

magnetized ion flow from the sun. The solar wind mainly consists of protons and elec-

trons and carries the magnetic fields of the sun, which varies continuously depending

on the activity on the Sun and the location of the solar wind. The interaction be-

tween the expanding cometary coma and the incoming solar wind leads to a unique

cometary plasma environment and many interesting physical phenomenon, such as

the cometary plasma tails. As the solar wind flows toward the comet, the cometary

ions act as an obstacle, slowing the solar wind and bending the magnetic field. The

resulting magnetic field lines are draped around the obstacle, with the ends of the

lines pointing away from the sun, creating a channel for the solar wind ions and

cometary ions to leave the comet. As some emission lines of H2O+ and CO+ are at

the visible wavelengths, a plasma tail pointing away from the sun can be seen. If the

tail is dominated by H2O+, it appears more reddish; if there are more CO+ ions, a

more blue tail can be seen. The existence of the solar wind was predicted based on

the cometary plasma tails before the space era (Biermann, 1951).

As the “dirty snowball” approaches the sun, strong gas sublimation is able to drag

the dust grains into space, which are greatly affected by the gravity of the sun. As
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they may also contain refractories, a dust tail, which is distinct from the plasma tail

sometimes can be observed by the naked eye. Because dust grains are also believed

to hold clues to the origin of the solar system, spectroscopic observations have been

made to measure the composition of dust grains and their production rates. So far

silicates of iron and magnesium and some other organic material have been detected.

Dust grains may also have an impact on the neutral coma and the cometary plasma

environment. The dust drag force can slow down the gas expansion, if a significant

amount of dust grains are present. Some dust grains made of water ice can form an

extended source, which sublimates at a higher temperature than the temperature of

the expanding coma and thus heats the coma. The dust grains can get charged as well

as a result of photochemistry and are subject to interaction with the electromagnetic

force there. Considering their porous surface, dust grains may get many electrons

attached and become a major charge carrier in the cometary plasma environment,

creating a fascinating laboratory to study topics related to dusty-plasma problems.

Due to the tremendous reservoir of comets, at least two or three comets can be

observed by ground-based telescopes annually. The composition, expansion speed,

isotopic abundances of the coma and the dust grains can be readily obtained, which

enables taxonomy based on these parameters. These kinds of taxonomy may char-

acterize comets with different origins and may also provide clues to the history of

the evolution of comets and the solar system. In addition, occasional emergences of

special comets also appeal to researchers and general public. Comet Hale-Bopp is

one of the brightest comets in many decades and was visible to the naked eye for a

record 18 months. It was so big and bright that the observations were made from a

large heliocentric distance to perihelion, facilitating the monitoring of the evolution

of coma and detections of previously unknown compositions. Comets traveling very

close to the sun and other planets, such as Comet ISON and Comet Shoemaker-Levy

9 may also offer opportunities to study not only comet but also the atmosphere of
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the Sun and other planets.

In addition to plenty of observations by ground-based telescopes, several space

missions and observational campaigns have deepened our knowledge of comets in

many aspects. In 1986, several spacecrafts, i.e. VEGA1, VEGA2, Susei, Giotto,

Sakigake and International Cometary Explorer, made their visits to Comet Halley

and measured the neutral gases, the ions and the magnetic fields at different region of

the cometary environment. Giotto obtained the images of the cometary nucleus from

a distance of less than 600 km, which showed the nucleus shape and the active regions

firing gas and dust jets. The bow shock, the diamagnetic cavity and other structures

in the cometary environment were also detected, establishing the foundations of the

theories and models of cometary plasma environment. In 2002, the spacecraft of

the mission Stardust collected dust particles within 240 km of Comet Wild 2 and

delivered the sample back to the Earth. The laboratory analysis of the sample de-

tected some refractory materials, which can only be formed at a high temperature,

indicating mixing and transportation of material in the early solar nebula. In 2005,

two spacecrafts of the Deep Impact mission approached Comet Tempel 1. One of

the spacecraft served as the impactor, which collided into the comet’s nucleus and

excavated the interior material below the surface. The other one recorded images and

data to analyze the composition of the material released by the impact. The impact

generated a very large and bright dust cloud, the analysis of which indicated there

was more rocky and dusty material than the icy one. Another major result was that

the composition of the ejected plume material was the same as the ambient coma so

by inference the composition of the normally produced coma was very similar to that

of the nucleus at some depth.

To closely monitor the evolution of the coma and the nucleus, the more ambitious

Rosetta mission has been carried out. It sent the first spacecraft orbiting the comet’s

nucleus from a heliocentric distance of 3.3 AU through perihelion at 1.24 AU. The
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environment of the inner coma and the nucleus surface were continuously measured

in-situ and remotely by the instrumentation on board within 200 km to the nucleus,

so that the transformation of the frozen comet by the solar heating and the response

of coma can be revealed. The spacecraft also dispatched a robotic lander, Philae,

for a touchdown on the nucleus surface, attempting to sample the surface and the

subsurface material. However, during the touchdown, the anchoring harpoons of the

lander failed to deploy and cling to the surface. Some images of the surface where it

eventually rested on the nucleus were taken closely and sent back for analysis. Despite

the partly failure of the lander, the abundant observational data from the orbiter can

still contribute to our knowledge of comets.

To interpret the observational data and understand the complicated cometary

plasma and neutral environment, many numerical models have been developed. Though

most of the models are based on first principles, they differ in the underlying approxi-

mations, assumptions and physical and chemical processes. For example, fluid models

treat neutral gases and ions as one or several fluids, the dynamics of which are gov-

erned by a set of fluid equations. In kinetic or hybrid models, neutral molecules and

ions are treated as macro-particles, and the motion of each particle obeys the equation

of the particle’s motion. The differences in assumptions of various models often lead

to specialized applications of each model. A cometary environment model should be

selected and tailored, according to the length scale, the time scale, and the physical

and chemical processes of the problem of interest. In addition, due to the limitation

of the computational resources, computational time and complexity should also be

taken into considerations for the model selections.

In this thesis, I focus on modeling the neutral coma, the interaction between the

comet and the solar wind, and the dust grains in the cometary environment all by the

fluid approach. Chapter 2 will provide the general background on the neutral coma

with important physical and chemical processes in the coma. The description of the
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multi-fluid coma model will be detailed with a brief introduction to existing models.

Chapter 3 will first review the knowledge on classical plasma cometary environment,

which was mostly obtained from the missions to comet Halley. Then following a review

of current fluid models and hybrid models, the multi-species cometary plasma model

is described. Chapter 4 will discuss the dust grains’ behavior and the underlying

physical processes, before introducing the equations and assumptions of the dust

fluid model. Chapter 5 will be devoted to the implementation of numerical methods

used in this work. Chapter 6 to Chapter 8 will detail the applications of the multi-

fluid neutral coma model, the multi-species plasma model and the multi-fluid dust

fluid model. Chapter 9 concludes the thesis and discusses the possible future work.
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CHAPTER II

The neutral gas environment and models

Most cometary observations are made of the cometary atmosphere, which provide

parameters and constraints to theories and models of cometary environments. On

the other hand, a better understanding of the cometary structure and a physics-

based model can also help improving the analysis and interpretations of observations.

This chapter will first detail the important physical and chemical processes in the

cometary neutral gas environment, i.e., the sublimation of volatiles from the nucleus

surface, photo-chemistry, intermolecular collisions and radiative cooling in the coma.

Several existing models will be introduced and discussed in terms of their validity

and applicability.

2.1 Physical processes in the coma

2.1.1 Sublimation of volatiles from the nucleus surface

According to our current understanding of comets, the major source of the coma

for most comets is the gas sublimated from the nucleus. Whipple (1950) proposed a

“dirty snowball” model to describe the nature of the cometary nucleus and the source

of coma and tail. In the dirty snowball model, the cometary nucleus is a conglomerate

of volatile ices and refractory materials and is able to supply gases and dust grains

for the formations of coma and tail after several revolutions around the sun. As the
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nucleus approaches the sun, the increasing solar radiation heats the nucleus to enable

larger amount of sublimation of various volatiles, which leads to increasing production

rates in the observations. Though a recent finding by the Rosetta mission shows that

rocky materials dominate most of the nucleus surface (Capaccioni et al., 2015), this

simple model is still consistent with diurnal variations of the activity on the surface.

A more complete model of the nucleus gas production should also include the

absorption of solar energy, thermal radiation of the nucleus, recondensation of gas

in the coma and various processes inside the nucleus, such as heat conduction in

the rocky material, mass and energy transportation caused by the sublimation and

recondensation of ice under the surface. An example of the thermo-physical model

can be found in (Davidsson and Gutiérrez , 2005, 2006). Our gas model in this thesis

needs the gas flux and gas temperature on the surface given by such models to supply

the inner boundary conditions.

In the process of sublimating, the initially stationary gas molecules start accel-

erating right at the surface and expand into the coma. The gas is subsonic at first

and is accelerated to become supersonic due to the pressure gradient. The transonic

process can introduce an undefined singular point for a fluid or hydrodynamic model.

Marconi and Mendis (1983) and Gombosi et al. (1985) used various techniques to

solve the issue. In addition to the sonic point, a thin Knudson layer of several mean

free paths thick forms close to the nucleus surface. In that layer, the gas may not be

in an equilibrium state and therefore the fluid approach may not be valid. Therefore,

recent fluid models (e.g., Crifo et al. (2003)) and the model in this thesis prescribe the

inner boundary conditions above the Knudson layer with a supersonic initial velocity

for the gas sublimated from the surface.
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2.1.2 Photochemistry

Photochemical reactions, including photo-dissociation and photo-ionization, play

an important role in the cometary coma, since they not only alter the composition,

but also fuel the coma with their released excess energies (Combi et al., 2004). One

typical example of photo-dissociation reaction of H2O is

H2O + hv → H +OH + ∆E

. When one H2O molecule dissociates, its energetic daughter species H and OH are

born, with average speeds of 17.5 km/s and 1 km/s, respectively. The additional ki-

netic energy is provided by the excess energy ∆E= 1.7 eV. Because of collisions in

the coma, the kinetic energy is partially redistributed among nearby gas molecules

and also used to heat the coma. Via different reactions taking place at different

wavelengths, H2O can be converted to various daughter and granddaughter species

with different kinetic energies, such as OH, H, H2, O and other ion species. Increas-

ingly accurate measurements of the photochemical reaction rates at different wave-

lengths, exothermic velocities of the products have enabled us to better understand

the dynamics and composition in the coma. Huebner et al. (1992) contains abundant

information on the numerous photo-chemical reactions in the coma. The updated

wavelength-dependent photo-destructions for H2O and corresponding branching ra-

tios and exothermic velocities can also be found in Table 1 of Combi et al. (2004).

In addition, numerous photochemical reactions also provide abundant opportu-

nities to measure the coma. For instance, a lack of visible band signatures and the

effect of telluric water make the water in the coma difficult to observe. However, the

products of photo-dissociation of H2O facilitate various observational techniques at

different wavelengths, which can also reveal the production rate, temperature, and

expansion speed of H2O. To name a few, Bockelee-Morvan et al. (1990) developed
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a “trapezoid method” to measure the average radial outflow velocity in 18-cm OH

emissions. Combi et al. (2011) used series of images of Lyman-α emissions of extended

H coma to derive the time varying H2O production rate.

2.1.3 Collisions

Collision plays an important role in the gas dynamics of the cometary coma, as it

is the major micro-mechanism responsible for many physical processes in the coma,

i.e., gas diffusion, heat conduction, momentum and energy exchange between different

particles, and redistribution of excess energies deposited by photo-chemical reactions.

Every collision takes place between two particles, accompanied by momentum and

energy exchange. In the process, the total momentum and energy are conserved,

while the conservation of total kinetic energy does not necessarily hold. Depending

on whether the kinetic energy is conserved or not, collisions can be classified into

two types: elastic or inelastic. Generally, for low kinetic energies, elastic collisions

dominate. As the relative kinetic energy increases, the inelastic collisions become

more important, because they are more likely to trigger rotational, vibrational and

electron excitations and ionization (Schunk and Nagy , 2009).

Collisions in the inner coma have a higher frequency than the outer coma, for the

collision frequency is proportional to the gas densities. Since the collision frequency is

higher than the frequency of radiative processes, a local thermal dynamic equilibrium

(LTE) can be reached in the inner coma. In addition, collisions also thermalize the

energetic particles of daughter species produced by photo-dissociation, accelerate the

parent species and redistribute the excess energies. We will use the major photo-

dissociation reaction for H2O to illustrate.

H2O + hν → H +OH + ∆E
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Due to the conservation of momentum, the H atom has a speed 17 times that of OH

molecules. If the gas density is high, these superthermal H atoms will be thermalized

after plenty of collisions with other atoms and molecules. In this process, the kinetic

energy of the superthermal H atoms will be transformed to thermal energies and will

be redistributed among all species. If the gas density is low, the superthermal H atom

escapes before enough collisions take place, resulting in a lower heating efficiency.

As the cometocentric distance increases, the gas density decreases and the col-

lision frequency becomes lower than the frequency of the radiative processes. As a

result, the outer coma is in a non-LTE condition and dominated by the fluorescence

equilibrium or radiative equilibrium, in which the rotational temperature and the ki-

netic temperature are not the same. Also the kinetic distributions of different species

are different and in general non-Maxwellian (Bockelee-Morvan and Crovisier , 1987).

The important effects of collisions should be taken into account whether in inter-

preting the observational data or in modeling the dynamics of the coma. However,

different models have different implementations of the collisions and corresponding

effects, which will be discussed in the section on models later.

2.1.4 Radiative cooling effect

While photo-chemical reactions provide energy to fuel and heat the coma, the

radiative cooling effect is the most important mechanism to reduce the energies of

neutral and ionized gases in the inner coma. This effect cannot only impede the

acceleration of the expansion speed of coma, but is also able to alter the temperatures

of neutral gases, ions, and electrons in the coma, which controls the chemical reactions

and thus may affect the composition as well. Water has a major role in the radiative

cooling effect of the coma, because of its abundance and the high cooling efficiency.

The coma can be effectively cooled down by the emission of rotational lines of H2O

molecules at the infrared wavelength. Shimizu (1976) first proposed an empirical
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formula for the cooling rate of H2O in both LTE and non-LTE conditions. The

cooling rate L is expressed as follows:

L =
8.5× 10−19T 2

H2O
n2
H2O

nH2O + 2.7× 107TH2O

erg cm−3s−1. (2.1)

However, for active comets with a production rate higher than 1030s−1, the cooling

rate tends to be overestimated, due to the high optical thickness preventing the

photons from escaping from the inner coma. It is confirmed by an analytical analysis

based on the GEISA spectroscopic data in Crovisier (1984). Gombosi et al. (1986)

provided a better formula taking into account the effect of infrared optical depth τIR.

L =


−4.4× 10−22T 3.35

H2O
nH2O exp(−τIR), if TH2O < 52K

−2.0× 10−20T 2.47
H2O

nH2O exp(−τIR), otherwise

(2.2)

The cooling term from Shimizu (1976) is probably outdated, but in practice the effect

of using a better approach on normal comets are small.

2.2 Coma models

In this section, we will introduce three widely used coma models. The first one

is the Haser model, which provides the analytical solutions of the number density of

certain species based on the most simplified assumptions but has various applications

in observational and modeling work. The other two are physics-based models, rep-

resenting two approaches of tackling such problems: the kinetic or particle approach

and the fluid approach. We will use the Direct Simulation Monte Carlo method as an

example of the kinetic approach as the standard for our comparison and then detail

the multi-fluid model, which is used for applications in Chapter 5.
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2.2.1 Haser model

Assuming the coma is expanding at a constant radial speed v, Haser (1957) derived

the function of the number density of certain coma species at a distance r to the

nucleus, which can be written as follows:

n(r) =
Q

4πr2v
exp(−r/γp) (2.3)

Q is the production rate of the comet, γp is the scale length of that species, which

can be computed by γp = v/νph and νph is the photo-destruction frequency. 4πr2 is

the factor accounting for the spherical expansion, exp(−r/γp) represents the decay

caused by the photo-destruction processes. Under similar assumptions, Haser model

also gives the density distribution of the daughter species, which is produced by the

parent species in the coma. The density distribution of the daughter species can be

written as

nd(r) =
Q

4πr2v

γd
γp − γd

(exp(−r/γp)− exp(−r/γd)), (2.4)

where γp and γd are the scale length of the parent species and daughter species, re-

spectively. The Haser model neglects the complicated variations in the speed and

temperature, but captures the fundamental photo-destruction and spherical expan-

sion processes in the coma by simple expressions. Therefore, it is still widely used

today, especially with observed intensity spatial profiles, which are approximately

proportional to the column density profiles. For the daughter species version the

Haser model also neglects the important effect of the excess energy imparted to the

daughter fragment when the parent is photodissociated (Combi and Delsemme, 1980;

Festou, 1981).
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2.2.2 Direct Simulation Monte Carlo method

The kinetic approach uses a probability distribution function defined in phase

space (r,v) to describe the physical state of an ensemble of gas particles. f(r,v, t) is

the normalized phase-space distribution function, which gives the probability density

of finding a particle at the space position r has a velocity v. If the number density

at r is also given, the number density of particles near v0 in the velocity space can

be calculated by f(r,v0, t)dv
3n(r). Since the integration of f(r,v, t) over the whole

velocity space is unity, the average macroscopic properties can be derived from the

normalized phase-space distribution function,

Q(r,v, t) =

∫
Q(r,v, t)f(r,v, t)d3v, (2.5)

Q can be any microscopic quantities and Q is the macroscopic quantity or the sta-

tistical average of microscopic quantity Q. For example, the bulk velocity u at r

is

u(r, t) =

∫
v(r, t)f(r,v, t)d3v. (2.6)

The temperature can also be derived by taking integration of moments of velocity v

with the phase-space function:

3

2
kT =

∫
m

2
f(r,v)(v − u)2dv3, (2.7)

where k is the Boltzmann constant and m is the molecular mass.

The evolution of the phase space distribution function is determined by the exter-

nal forces and the net effects of collisions between the particles. The rate of change

of f can be calculated by

df(r,v, t)

dt
= lim

dt→0

f(r + dr,v + dv, t+ dt)− f(r,v, t)

dt
(2.8)
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The term f(r+dr,v+dv, t+dt) can be expanded in a Taylor series to the first order.

f(r + dr,v + dv, t+ dt) = f(r,v, t) +
∂f

∂t
dt+∇rf · dr +∇vf · dv (2.9)

Because v = dr
dt

and a = dv
dt

, the rate of change of f(r,v, t) can be written as

d f(r,v, t)

dt
=
∂f(r,v, t)

∂t
+ v · ∇rf(r,v, t) + a · ∇vf(r,v, t). (2.10)

If collisions and external forces are negligible, the left hand side is equal to zero

and the equation becomes the Vlasov equation. If the collisions are important, this

equation becomes the Boltzmann equation shown below, which is the appropriate

description of the physical state of gases, whether rarefied or not.

δ f(r,v, t)

δt
=
∂f(r,v, t)

∂t
+ v · ∇rf(r,v, t) + a · ∇vf(r,v, t), (2.11)

where δ f(r,v,t)
δt

is the integral of collisions that account for inter-particle interaction.

The Boltzmann equation does not make any assumptions or restrictions on the form

of the distribution function or the integral of collisions, which leads to a wide range

of validity and applicability.

However, even with simplified collisional terms and reduced spatial and velocity

dimensions, few Boltzmann equations can be solved analytically. It is even more

difficult to obtain analytical solutions in the context of complicated cometary envi-

ronments. Therefore, numerical models have to be utilized to implement the kinetic

approach in the coma modeling work.

The Direct Simulation Monte Carlo (DSMC) method (Bird , 1994) is one of the

widely used numerical models to solve the multi-species and multi-dimensional Boltz-

mann equations in applications of the planetary atmosphere and the cometary atmo-

sphere (Combi , 1996). In direct simulation methods, the distribution function is
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approximated by a set of delta functions in velocity space and the phase space is

divided into a regular network of cells. The most important feature of the DSMC

method is that because it is based on the Monte Carlo methodology, it is able to avoid

the formation of integro-differential equations and to solve the Boltzmann equation

with a complicated collision integral accounting for complex chemical reactions and

various types of collisions. In addition to the generality of the kinetic approach,

the DSMC method makes solving the Boltzmann equation under various physical

conditions of the cometary atmosphere possible and practical.

The general scheme of Monte Carlo methods can be described by Markov Chains

for a discrete distribution or by Markov process for a continuous distribution function.

The evolution of the distribution function f(v, t) is modeled as a Markov process,

which is expressed as follows,

f(v, t) =

∫
f(v −∆v, t)P (v −∆v,∆v)d(∆v), (2.12)

where P (v,∆v) is the transition probability function, which gives the probability of

a particle with a velocity v at time t having the velocity v + ∆v at time t+ ∆t. The

transition probability function only depends on the current state and is not affected

by the history, so it does not depend on time. In addition, the transition probability

function is normalized, ∫
P (v,∆v)d(∆v) = 1. (2.13)

Then the DSMC method incorporates the transition probability function, which

is defined explicitly or implicitly by the microphysical processes in the coma and pro-

vides the foundation for the evolution and the relaxation of the modeled distribution

function, allowing the distribution function to converge to the solution of the Boltz-

mann equation regardless of the initial conditions. The procedure of running a DSMC

model is as follows. First, the initial condition is set by distributing a certain num-
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ber of particles all over the computational domain. For every time step, boundaries

eject new particles with specific number density, velocity and a certain distribution

function into the computational domain, according to the physics of the problem con-

cerned. The boundaries can also reflect or eliminate the particles leaving the domain.

The time step is limited by the mean free path so that only a fraction of particles un-

dergo collisions and the trajectories of particles can be more accurately approximated

by discrete segments. In every time step, particles will do a free-molecular motion

with current velocities and their locations are changed accordingly. Based on the

frequency or probability of the collisions and chemical reactions, corresponding oper-

ations are computed for a set of representative particles. For example, the collision

probability is proportional to the product of cross-sections of particles and relative

velocities and the probability gives the number of collisions that should occur locally.

Then randomly selected pairs of particles exchange momentum and energy based on

how the collision is modeled. During the process, the rotational, vibrational, and

translational energies can be redistributed. Repeating the process for sufficient time,

the final steady state can be reached. The interested macroscopic quantities such as

density, velocity and temperature can be sampled or averaged in every cell.

However, the finite number of modeled particles can introduce a correlation be-

tween them. A significant correlation (statistical dependence) can prevent a DSMC

solution from converging to the solution of the Boltzmann equation. Because of the

statistical nature of the DSMC method, a large number of particles are needed to min-

imize the noise and reduce the effect of the correlation. Due to the tradeoff between

accuracy and the number of particles, the DSMC method can be extremely computa-

tionally expensive, especially in time-dependent models where a gigantic amount of

particles are needed to build statistics for time-varying conditions.
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2.2.3 Fluid models

Grad (1949) first showed that a set of generalized transport equations of an arbi-

trary size can be derived by taking velocity moments of the Boltzmann equation, since

every order of velocity moments can produce one equation. However, the equations

are not closed, since the transport equation for the moment of order l contains the

moment of order l+1. In order to have a closed system of transport equations and to

evaluate the velocity moments of the collision terms, assumptions on the distribution

function have to be made. The Maxwellian distribution function is often used as the

zeroth order of approximation of the distribution function in the Boltzmann equation.

Assuming the distribution function does not deviate too far from the Maxwellian dis-

tribution, it can be approximated in terms of the physically significant moments of

the distribution function (density ns, velocity us, temperature Ts, pressure tensor Ps,

viscosity tensor τs, heat flux qs). Depending on how many velocity moments are used

in the description of the distribution function, the same number of equations can form

a closed system. For example, the 13-moment approximation is shown below, which

leads to 13-moment transport equations.

fs = fs0

[
1 +

ms

2kTsps
τs : cscs − (1− msc

2
s

5kTs

ms

kTsps
)qs · cs,

]
, (2.14)

where random velocity cs = vs − us and fs0 is the Maxwellian distribution function.

If the 5-moment approximation is used, the Navier-Stokes equations, the governing

equations in some fluid models can be obtained (Crifo et al., 2003). The zeroth order,

first order and second order velocity moments of the Boltzmann equation lead to the

continuity, momentum, and energy equations, respectively. Therefore, we can see

the fluid approach is linked to the kinetic approach by the Boltzmann equation with

additional assumptions of the distribution function.

The kinetic approach does not make any assumption on the distribution function
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which the Boltzmann equation solves, while the fluid approach is derived by taking

moments of the Boltzmann equation and is often under the assumption that the

distribution function does not deviate too far from the Maxwellian distribution, which

assumes a collisional regime and may impose limitations to the fluid approach. While

the coma may be dense and highly collisional near the nucleus, by thousands to

millions of kilometers away it becomes rarefied and almost collisionless.

The Knudsen number serves as a criterion to check the validity or the applicability

of a fluid model. It is the ratio of the mean free path λ to the minimum scale length

of all fluid quantities, which can be expressed as follows in a single species gas,

Kn =
λ

ρ/|∇ρ|
. (2.15)

If Kn is less than 0.1, collisions are frequent enough so that the distribution function

can be still approximated by a Maxwellian (Marconi et al., 1996). Crifo et al. (2003)

also showed excellent agreement between their single-fluid gas dynamic model based

on Navier–Stokes equations and their DSMC model for a low production rate of

about 1023 s−1 and a Knudsen number up to 1. As the Knudsen number in a real

cometary environment may have a wide range, the fluid approach is only physically

correct in a limited region, while the kinetic approach can be applied to the whole

domain. However, when it comes to modeling a bright comet or a time-dependent

phenomenon, it is computationally expensive to simulate a large number of particles,

because the small mean free path severely limits the time step.

In the thesis, we develop a 3D multi-fluid model, which treats H2O, OH, H2, O,

and H as separate fluids and each fluid has its own density, velocity, and tempera-

ture. Photo-chemical reactions and collisions are included. Collisions between fluids

allow different gases to exchange momentum and energy. The collision frequency is

proportional to the gas densities of both interacting species, so the model is able to
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address the heating efficiency issue in a self-consistent way.

Our multi-fluid model solves a set of hydrodynamic Euler equations for each

species, which also represent the lowest order closure of the general Boltzmann equa-

tion and are shown in Equations 2.16-2.18. They are the continuity equation, the

momentum equation, and the pressure equation. ρs, us, ps are the mass density, the

velocity vector, and the scalar pressure of the neutral species s. γs denotes the specific

heat ratio of species s. The terms on the right hand sides of the equations represent

the source terms, which are specified for each species and include collisions, chemical

reactions, radiative cooling, and photo-dissociations.

∂ρs
∂t

+∇ · (ρsus) =
δρs
δt

(2.16)

∂ρsus
∂t

+∇ · (ρsusus + psI) =
δρsus
δt

(2.17)

∂ps
∂t

+∇ · (psus) + (γs − 1)ps(∇ · us) =
δps
δt

(2.18)

The source terms are described in Equations 2.19-2.22. Those source terms with

chemical reaction frequencies νs→t are related to photo-chemical reactions. In the

pressure source term, the excess energies are partitioned under the restriction that

the momenta of the daughter species should be conserved and thus are inversely

proportional to the mass. The source terms involving momentum transfer coefficients

vs,t between species s and t are terms accounting for collisions. The collision frequency

is linearly proportional to the density of each involved gas species, and the relative

speed of the colliding gas molecules or atoms, which is calculated from the thermal
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and bulk velocities of both species. To account for the infrared cooling effect of H2O, a

cooling function L is added to the pressure source term of H2O. L is expressed as, L =

8.5×10−19T 2
H2O

n2
H2O

nH2O
+2.7×107TH2O

erg cm−3s−1, which was first proposed by Shimizu (1976), and work

well for the normal comets discussed in Chapter 5. But it needs additional adjustment

involving optical depth for production rates higher than 1030s−1, since the inner coma

under such circumstances are optically thick, preventing efficient radiative cooling.

The adjusted cooling rate can be found in Gombosi et al. (1986), which for the cases

shown here gives similar results as the more complex approaches that account for the

non-LTE effects between kinetic and rotational temperature (Combi , 1996; Tenishev

et al., 2008). However, the DSMC model can account for rotational excitation in

collisions. In the fluid model we implicitly assume that Trot=Tkin at least in the

cooling term. It could be handled better in the fluid code using a different gamma

for each species appropriate for monatomic, diatomic, triatomic, and even having a

temperature dependent gamma for very low temperatures. But as the comparison of

the new multi-fluid results with the full kinetic DSMC model in Chapter 5 shows the

effects of these complications are not large.

δρs
δt

=
∑

n=neutrals

νn→snnms −
∑

t=other species

νs→tnsms (2.19)

δρsus
δt

=
∑

n=neutrals

νn→snn(un − us)ms +
δρs
δt

us +
∑

t=other species

νs,tnsms(ut − us)(2.20)

νs,t =
mt

mt +ms

ntσs,t

√
8k

π

(
Tt
mt

+
Ts
ms

)
+ (ut − un)2 (2.21)
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δps
δt

= (γs − 1)
ms

mn

νn→snn∆En→s +
1

2
νn→spn +

1

3
νn→snn(us − ut)

2ms

−
∑

t=other species

νs→tps +
∑

t=other species

νs,t
mtms

mt +ms

ns

[
2

3
(us − ut)

2 +
2k(Tt − Ts)

mt

]
(2.22)

We note here that collisions in our model conserve momentum and energy. The

sums of the collisional sources of momentum and energy of two colliding fluids are

zero. However, the pressure sources rather than the energy sources are presented

here, because the collisional terms in pressure equations are more concise and clear.

23



CHAPTER III

The cometary plasma environment and the models

Photo-ionization and electron impact can ionize neutral particles in the expanding

cometary coma and the resulting cometary ions start to be subject to the effect

of the interplanetary magnetic field (IMF) embedded in the solar wind, which is

mainly composed of protons and electrons originating from the sun. The chemical and

physical processes among the cometary neutral and charged particles, the magnetized

and super-superalfvenic solar wind, are often referred to as the comet-solar wind

interaction, which creates the unique cometary plasma environment. This chapter

will first introduce the pre-Rosetta knowledge of the cometary plasma environment,

which is accumulated mainly by the observations from a handful of space missions.

The physics underlying the ion tails, the diamagnetic cavity and the cometary bow

shock will be discussed. Then a brief introduction to current cometary plasma models

is presented and the multi-species model developed and used in this thesis will be

detailed.

3.1 The pre-Rosetta understanding of the cometary plasma

environment

The first study of the comet-solar wind interaction in history is Ludwig Biermann’s

statistical study of the pointing direction of the cometary ions tails (Biermann, 1951).
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Biermann found that the thin and long ion tails always pointed away from the sun

within a few degrees, which led him to suggest the existences of a solar corpuscular

radiation (i.e., a continuous flux of charged particles or the solar wind) in space to

sweep away the cometary ions. Assuming the momentum transfer between the solar

wind and the cometary ions were solely caused by the collisional Coulomb interac-

tion, Biermann (1951) inferred that the solar wind velocity should be a few hundred

kilometers per second and the solar wind density was about 1000 cm−3. Later Alfvén

(1957) pointed out that the solar wind density was about 500 times larger than the

observed coronal densities and offered a new model for the formation of the cometary

ion tails, which is shown in Fig 3.1. In the model, he suggested the interplanetary

Figure 3.1: A scenario of the cometary ion tail formation proposed by Alfvén (1957).

space was filled with the solar wind flow carrying the “frozen in” magnetic field of

solar origin. When the solar wind encountered the obstacle imposed by the cometary
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atmosphere, the flow slowed down and the magnetic field started draping around the

comet. The resulting straight magnetic field in the anti-sunward direction facilitated

the momentum transfer between cometary ions and the solar wind and also led to the

formation of an extremely long ion tail.

The study of the cometary ion tail predicted the existence of the solar wind and

the interplanetary magnetic field before any spacecraft was sent to space, which sug-

gests the potential of comets to reveal more knowledge about the sun and the helio-

sphere. In addition, the observations from several space missions to comets also show

that comets can be perfect laboratories to study plasma physics from microscopic to

macroscopic scales.

The ion pick-up is the most important physical process among the interactions

between the solar wind and the unbounded and extended cometary atmosphere. De-

tailed discussion of this topic can be found in several nice review papers, e.g., Galeev

et al. (1985) and Szegö et al. (2000). The process incorporates the cold and heavy

cometary ions into the fast and hot solar wind. As the cometary ions are continu-

ously produced by photo-ionization, electron impact ionization and charge exchange

reactions in the coma, more mass is added to the solar wind flow. Due to the con-

servation of momentum, the solar wind flow is decelerated by the process, which is

often referred to as the “massloading effect”.

As soon as a cometary ion is born, its motion is controlled by the Lorentz force.

The ion has a cycloidal trajectory, which is the combination of gyration around the

magnetic field and the E × B drift. Assuming the ion has a zero initial velocity

in space and the angle between the solar wind flow and the IMF is α, the velocity

of the ion in the solar wind frame can be decomposed in two components: one is

the beam velocity parallel to the magnetic field and the other is the gyration speed

perpendicular to the magnetic field. Two components form a ring-beam distribution

in the velocity space as shown in Fig. 3.2.
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Figure 3.2: The two initial velocity components of the newborn cometary ion from
Ip (2004).

The ring-beam distribution is highly unstable against the growth of ultra-low

frequency (ULF) electromagnetic waves (i.e., frequencies near the heavy ion gyrofre-

quency, or 10 mHz). For less active comets or at large cometocentric distances,

the wave spectrum tends to have a strong monochromatic component (e.g., comet

Giacobini-Zinner far upstream) but tends to be turbulent-like for regions close to the

comet (Lee, 1989). The magnetic field turbulence pitch-angle scatters the ions from

the pickup ring to a spherical shell with a radius close to the solar wind speed, the

process of which is illustrated in Fig. 3.3. We can see from the shell velocity distri-

bution of the pick-up ions, one pickup ion contributes approximately mi

3
v2
sw to the

plasma pressure, where mi is the mass of the pickup ion and vsw is the solar wind

velocity.

Unlike the interaction between the solar wind and other solar system bodies with
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Figure 3.3: The phase space density distributions of pickup hydrogen ions upstream of
the bow shock of comet Halley as observed by Giotto, which shows the evolution from
a ring-beam distribution to a partially filled shell. From Neugebauer et al. (1987).
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intrinsic magnetic fields or gravity-bounded atmospheres, the comet-solar wind in-

teraction featured by the ion pickup process and the extended cometary atmosphere

results in a unique cometary plasma structures. Fig. 3.4 shows the schematic of the

Figure 3.4: A schematic of the plasma environment on the day side of an active comet,
from Gombosi (2015).

plasma environment on the day side of an active comet. We can see from the figure

the characteristic length scales of the bow shock is about two orders of magnitude

larger than that of the contact surface. The cometary tail, which is not shown in

the figure, can be as long as several astronomical units. In-situ observations made

by spacecrafts at various distances relative to comets have provided foundations to

theories and models on these structures. The observations and theories of cometary

bow shock, contact surface and the ion tail will be introduced and discussed in next

sections. More detailed discussions on all cometary plasma structures can be found

in review papers by Ip (2004) and Gombosi (2015).

3.1.1 Bow shock

Biermann et al. (1967) took the massloading effect into account and predicted

that a cometary bow shock could be weak with a Mach number of 2, if it existed.

The physical argument is that the gradual deceleration and heating of the supersonic

and super-alfvenic solar wind plasma due to the effect of pick-up ions start at very
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large cometocentric distances, which can be more than 1 million kilometers. As it

gets closer to the comet, the Mach number keeps decreasing until a critical Mach

number is reached and the flow velocity jumps to become subsonic. The evolution of

the Mach number of the solar wind flow is quite different from that at planets, which

tend to have a sharper transition of the Mach number across the bow shock. In addi-

tion, the presence of the cometary pick-up ions, the enhanced energetic particles and

the associated large wave amplitude in the IMF enable a comet to be felt upstream

of the shock in the supersonic plasma flow, which also makes the comet-solar wind

interaction unique. Mars and Venus, without intrinsic magnetic fields but with some-

what extended coronae have been described as have a comet-like interaction with the

solar wind. But their shocks are much sharper.

The predicted characteristics were confirmed by the observations of Giotto, VEGA

and Suisei, during several encounters with comet Halley Mukai et al. (1986); Huddle-

ston et al. (1992). Fig. 3.5 shows the solar wind flow vectors during the shock-crossing

of spacecraft Suisei. The deflection and the deceleration of the solar wind flow can

be clearly seen in the figure. However, the bow shock structure is not so well defined

at comet 21P/Giacobini-Zinner in the observations of magnetometer and electron de-

tectors on the spacecraft ICE, which is weaker than comet Halley. The magnetic field

and the solar wind profile did not display clear jumps as expected in classical bow

shocks(Smith et al., 1986; Bame et al., 1986). Omidi and Winske (1991) offered an

interesting explanation the comet 21P/Giacobini-Zinner had multiple shocks instead

of a single standing bow shock so that the solar wind could be decelerated more

gradually and over a larger length scale than a few gyroradii of the cometary ions.

3.1.2 Contact surface

The shocked solar wind downstream of the bow shock flows towards the comet

with a decreasing velocity as it approaches the comet, while the cometary ions in the
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Figure 3.5: Solar wind flow vectors measured by the plasma analyzer on Suisei during
its encounter with comet Halley, from Mukai et al. (1986).

innermost region are expanding in the radial direction as they are strongly coupled

with the outflowing neutral gases by collisions. It can be expected that along the

comet-sun line both the shocked and contaminated solar wind and the cometary ion

flow should reach a stagnation point. In addition, Wallis and Dryer (1976) first

predicted that a 2D boundary, namely the contact surface existed to separate these

flows of two different origins. The shocked solar wind and the magnetic field frozen in

the solar wind could not penetrate into the contact surface and the pure cometary ions

should be decelerated and diverted tail-toward near the contact surface. This theory

was confirmed by measurement of the magnetometer on Giotto at comet Halley, which

detected a magnetic field free region at a cometocentric distance of 4700 km (Neubauer

et al., 1986).

Ip and Axford (1982) suggested that the position of the contact surface could be

determined by the balance between the inward j×B force and the outward ion-neutral

friction force. Right in front of the contact surface, the solar wind speed is very low

and the magnetic field piles up. The magnetic pressure can be approximated by the

dynamic pressure of the solar wind far from the comet, if the solar wind condition

is given. The neutral gas density can be estimated by the Haser model without the
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exponential decay term, while the ion population is mainly controlled by the chemistry

equilibrium and is proportional to the inverse of the cometocentric distance. With

some additional assumptions, Cravens (1986); Ip and Axford (1987); Gombosi (2015)

developed analytic solutions to the size of the contact surface based on the underlying

physics.

Chemical reactions also play an important role inside the contact surface and in

front of it as it is able to alter the composition and affect the density profiles. Because

of the large density of H2O close to the comet, a proton exchange reaction

H2O +H2O
+ = H3O

+ +OH

makes the H3O+ the dominant ion species inside of the contact surface by converting

most of the H2O+ into H3O+. Chemical equilibrium is also the major mechanism

of controlling the ion density profile as mentioned before. The production of ions

by photo-ionization is balanced by the loss caused by electron recombination. The

steady state equation describing the ion density in spherical coordinate system can

be written as

1

r2

∂

∂r
(r2niui) = νph

Q

4πr2un
− αn2

i . (3.1)

Assuming ui = un, we can find that the solution of ni is proportional to the inverse

of the cometocentric distance, differing from the neutral gas density profile mainly

controlled by the transport effect. The reaction rate constant of electron recombi-

nation is sensitive to the electron temperature; therefore the electron temperature

profile is important in modeling and data analysis. In the highly collisional domain,

the electron temperature and the neutral temperature are in equilibrium. However,

the collisions between the electrons and water molecules are able to cool the electrons

and heat the water molecules initially and then trigger the rotational and vibrational

excitations of water, which can effectively cool the neutral gas radiatively in the in-
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frared. More detailed resources of all constants and reactions can be found in Schunk

and Nagy (2009). As a result of rotational cooling and the almost stagnation of solar

wind flow, an ion pile-up region or an enhanced ion density can be observed in front

of the contact surface.

The sound speed of the ionospheric plasma inside the contact surface is about

0.35 km/s generally, and thus the cometary ions are also expanding supersonically.

As a result, an inner shock exists just inside the contact surface to terminate the

cometary ion flow. Once the flow reaches the inner shock, the normal component

of the flow speed relative to the shock is decreased to zero and the flow is deflected

toward the tail. Using MHD models, Gombosi et al. (1996) were able to produce a

3D structure of the contact surface, which has a tadpole shape as shown in Fig. 3.6.

Figure 3.6: The modeled magnetic field lines and the magnitude of magnetic field
around the contact surface. (Gombosi et al., 1996).

3.1.3 The ion tail

The theory of ion tail formation was proposed by Alfvén (1957) and is illustrated

in Fig. 3.1. The interplanetary magnetic field is draped around the contact surface

and channels the cometary ions produced in the contact surface and the shocked solar
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wind in the anti-sunward direction. Because of the resonance fluorescence processes

of the cometary ions, a thin and narrow ion tail can be observed. The volume of

the ion tail expands and the ion density drops at large distances from the nucleus.

The magnetometer observations on the Ulysses spacecraft found that the ion tail of

Comet Hyakutake (C/1996 B2) extended to a distance of more than 3.8 AU from the

nucleus and the ion tail diameter is about 7×106 km (Jones et al., 2000).

The structure of the ion tail has been confirmed by the in-situ measurements of

a couple of tail crossings. In September 1985, the ICE spacecraft crossed the tail of

comet 21P/Giacobini-Zinner and detected enhanced energetic ion flux and enhanced

wave activity associated with the cometary pick-up ions.(Bame et al., 1986; Hynds

et al., 1986) The Ulysses spacecraft had two interceptions of cometary ion tails at

large distances. One is the tail crossing of comet Hyakutake (C/1996 B2) and the

other one is at Comet C/2006 P1 (McNaught). From two tail crossings, The Solar

Wind Ion Composition Spectrometer (SWICS) obtained two similar mass per charge

spectrums, which are shown in Fig. 3.7 and Fig.3.8.

Figure 3.7: Mass/charge spectrum measured by Ulysses/SWICS during its encounter
with the tail of comet Hyakutake. (Gloeckler et al., 2000).
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Figure 3.8: Mass/charge spectrum measured by Ulysses/SWICS during its encounter
with the tail of comet McNaught. (Neugebauer et al., 2007).

Water group ions (H2O+, H3O+, OH+, O+) are detected as the evidence of pres-

ence of a comet upstream, as the heavy minor ions of O, C, Ne, etc. in the normal

solar wind are often highly ionized, like O6+, O7+, because of the high temperatures

in the solar corona. The ratios between the counts of the water group ions are also

similar in the figures, which may indicate that water is likely the dominant parent

species on both comets. Fig. 3.9 shows the speed, density, and kinetic temperature

of protons detected by SWOOPS and the magnitude and direction of magnetic field.

Although relatively large wave activity seems to smear the signature of the magnetic

field in the ion tail, we can still find dropouts of the proton density and velocity and

an increase of proton temperature in the figure, which can also serve as the evidence

of an ion tail crossing.

3.2 The plasma models

As more observational data are obtained, interesting cometary physics problems

can arise at any scale lengths and at any positions in the cometary environment.

Because of the interplay of all important and complicated physical and chemical

processes which may occur everywhere, it can be oversimplified if any of them is
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Figure 3.9: The three top panels show the speed, density, and kinetic temperature of
protons detected by SWOOPS. The time resolution is 4 or 8 minutes, depending on
the spacecraft data rate. Panel d shows the magnitude of the magnetic field, followed
by the three components of the vector field, all at 5 minute resolution. The bottom
panel displays the angle between the direction of the magnetic field and the outward
radius vector from the Sun. From (Neugebauer et al., 2007).

neglected in a model, whether analytical or numerical. In addition, some problems

need to consider a realistic comet or solar wind condition or involve plasma instability,

rendering it almost impossible to reach an analytic solution. Therefore, 3D global

physics-based numerical models have been in demand to study the comet-solar wind
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interactions. This section will mainly introduce two types of widely used cometary

plasma models: the magnetohydrodynamics (MHD) models and hybrid models.

3.2.1 The single species and single fluid MHD model

The MHD models and many MHD theories are built on the set of equations

describing the states of basic physical quantities, i.e., mass density, velocity, pres-

sure/energy and magnetic field in a single species and single fluid plasma shown in

Equation. 3.2-Equation. 3.9. The single species and single fluid MHD equations as-

sume that there is only one species of ions and electrons, which can be treated as one

quasi-neutral fluid. Other complicated MHD models are generally based on variants

of these equations but with fewer assumptions and including more physics.

∂ρ

∂t
+∇ · (ρu) =

δρ

δt
(3.2)

ρ
du

d t
− J×B +∇P =

δρu

δt
(3.3)

∂p

∂t
+ (u · ∇)p+ γp(∇ · u) =

δp

δt
(3.4)

∇×B = µ0J (3.5)

∇ ·B = 0 (3.6)

∂B

∂t
= −∇× E (3.7)

∇ · E = 0 (3.8)

J = σ(E + u×B) (3.9)

The first three equations are continuity, momentum and pressure/energy equa-

tions, which are similar to the equations underlying the neutral gas fluid models but

take into account of the effect of the electromagnetic forces. The transportation equa-

37



tions can also be derived from velocity moments of Boltzmann equations. ρ is the

mass density of the ion speices, U is the velocity vector, and p is the total pressure.

E and B represent the electric field and the magnetic field respectively. The right

hand side of these equations denotes the source terms related to specific chemical or

physical processes in the fluid.

The next four equations are the modified Maxwell equations describing the evo-

lution of the electric and magnetic field in the plasma. The temporal variations are

assumed to be slow, so the displacement current in the Ampere’s law (Equation. 3.5)

is neglected. Because the charge neutrality assumption holds for most applications of

MHD theory, the net charge density is taken to be 0 and the right hand side of the

Gauss’ law (Equation. 3.8) is 0. It is not true, if there is a reversal in the magnetic

field or a thin layer of current sheet. The last equation is Ohm’s law, which is used

to complete the system. σ is the electric conductivity, which is assumed to be infinite

in ideal MHD. As a result, the Ohm’s law can be written as

E + u×B = 0,

which gives the profound insight that the magnetic field is frozen in the moving

plasma. Detailed derivation can be found in plasma textbooks(e.g., Gombosi (1999)).

In arriving at these simplified equations, several assumptions and approximations

have been made, many of which also apply to other MHD models we will discuss

later. (1) The global length scales should be larger than the ion gyro-radius in order

to make the fluid approach valid. (2) The system should be varying slowly so that the

high frequency component of electric field can be neglected. (3) The plasma should

be quasi-neutral. (4) Viscosity and heat conduction are not considered.

After some manipulation, E and J can be eliminated and the equations can be
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written in the conservative form, which are shown in the following equations.

∂ρ

∂t
+∇ · (ρu) =

δρ

δt
(3.10)

∂ρu

∂t
+∇ · (ρuu + pI +

B2

2µ0

I− 1

µ0

BB) =
δρu

δt
(3.11)

∂B

∂t
+∇ · (uB−Bu) = 0 (3.12)

∂

∂t

(
1

2
ρu2 +

p

γ − 1
+
B2

2µ0

)
+∇ ·

[(
1

2
ρu2 +

γ

γ − 1
p+

B2

µ0

)
u− 1

µ0

(B · u)B

]
=
δE

δt

(3.13)

3.2.2 The multi-species model

In this section, we will describe the multi-species MHD model and the source

terms used for the cometary plasma simulations. The multi-species model is able to

take into account of the chemical reactions occurring among several ion species, which

have to share the same momentum and energy equation. The model is appropriate if

the differences of ion velocities and ion temperatures are not very significant.

The MHD equations in conservative form for the multi-species model are as fol-

lows:

∂ρs
∂t

+∇ · (ρsu) = Ss − Ls (3.14)

∂ρu

∂t
+∇ · (ρuu + pI +

B2

2µ0

I− 1

µ0

BB) =∑
s=ions

Ssun −
∑
s=ions

Lsu + finρ
∑

t=neutrals

nt(un − u)
(3.15)

∂B

∂t
+∇ · (uB−Bu) = 0 (3.16)

39



∂

∂t

(
1

2
ρu2 +

p

γ − 1
+
B2

2µ0

)
+∇ ·

[(
1

2
ρu2 +

γ

γ − 1
p+

B2

µ0

)
u− 1

µ0

(B · u)B

]
=

1

2

( ∑
s=ions

Ssu2
n −

∑
s=ions

Lsu2

)
− 1

γ − 1

∑
s=ions

(
Ls
ms

pi
ni

+ nsαspe

)
+

1

γ − 1
finρ

∑
t=neutrals

nt(un − u)2

(3.17)

The first is the continuity equation, the second is the momentum equation, the third

is the magnetic field induction equation, and the fourth is the energy equation. ρs

is the mass density of species s, ms is the mass of ion s, u the plasma velocity

vector, un the neutral velocity vector, B the magnetic field vector, ρ is the total ion

mass density and p is the plasma scalar pressure. Ss and Ls are production and loss

rates for species s and include photo-ionization, ion-neutral reactions, and electron

recombination. The production rate of species s, Ss can be written as

Ss =
∑
n

νn→sρn +
∑
t

kt+r→sntnrms,

where νn→s is the photo-ionization rate of transforming neutral gas n to ion s, kt+r→s

is the charge exchange reaction rate constant of producing ion s from charge exchange

between neutral gas t and the ion r. The loss rate of species s

Ls = αsneρs +
∑
t

ks+t→rntρs,

where αs represents (dissociative) ion-electron recombination coefficients for different

ion species, ne is the electron number density, and ks+t→r represents the rate constant

of the charge exchange reaction between the ion species s and the neutral species t.

ni is the total ion number density. fin is the ion-neutral non-reactive friction rate

coefficient, which takes the value of 1.7×10−9cm3/s in the cometary plasma context

(Gombosi et al., 1996). pi and pe are the ion and electron pressures. Here we assume
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pi=pe=p/2. γ=5/3 is the adiabatic index.

3.2.3 The multi-fluid model

The multi-fluid model has separate continuity, momentum, and energy equations

for all ion species, so the model is able to resolve more features caused by the physical

and chemical processes specific to each species.

The continuity, momenta, and pressure equations for each individual fluid in a

multi-fluid model are as follows:

∂ρs
∂t

+∇ · (ρsus) =
δρs
δt

(3.18)

∂ρsus
∂t

+∇ · (ρsusus + psI)− Zse
ρs
ms

(E + us ×B) =
δρsus
δt

(3.19)

∂ps
∂t

+ (us · ∇)ps + γsps(∇ · us) =
δps
δt
, (3.20)

where ρs,us,ps,γs and Zs are the mass density, velocity, pressure, the adiabatic index,

and charge state of ion species s, respectively. I is the identity matrix, e the unit

charge. We can see from the momentum equation that unlike in the single fluid

models, different ions species can have separate trajectories because of their decoupled

velocities and the difference in the acceleration by the Lorentz force. The electric field

can be derived from the electron momentum equation neglecting the inertial term and

collisions with ions and neutrals:

E = −ue ×B− 1

nee
∇pe, (3.21)

where the electron velocity ue = u+ + uH , u+ is the charge averaged velocity, u+ =∑
s=ions Zsnsus

ne
, and uH is the Hall velocity, uH = − j

nee
. The second term on the right

hand side of the equation accounts for the effect of the electron pressure gradient

∇pe. If the pressure gradient is neglected, we have E = −ue ×B, which is similar to

41



the expression for the “frozen-in” condition in the ideal MHD theory, but indicates

the magnetic field is frozen in the electron fluid in this case. To complete the system,

Ampere’s law and Faraday’s law are also needed and the displacement current is

neglected in multi-fluid MHD as well as in other MHD models.

j =
1

µ0

∇×B (3.22)

∂B

∂t
= −∇× E (3.23)

Comparing the number of equations and variables the three MHD models have to

solve, the multi-fluid model is the most computationally expensive but has the best

capacity of resolving distinguished features of each modeled ion species. The single

species model is the most efficient to run but the applicability is limited by many

approximations. The multi-species model is a compromise between the multi-fluid and

the single-species model. Selection of an appropriate model should mainly depend on

the physical problem we want to study. If we want to model the spatial distribution of

various species, a multi-species model is necessary. If the target comet is weak and the

gyro-motion of proton and heavy cometary ions should be considered, a multi-fluid

model or a hybrid model is more appropriate than others. Chapter 7 of this thesis

makes a complete study and comparison with comet observations with the multi-

species MHD model , but first for completeness the thesis includes brief discussion

of two other approaches to the study of cometary plasma: the hybrid model and the

multi-fluid MHD model.

3.2.4 Hybrid model

Being able to model kinetic effects and arbitrary ion distributions in the velocity

space, such as the pick-up ring distribution of the newborn cometary ions, the hybrid

model has a wider applicability than MHD models. The hybrid model represents the

42



ions with macro-particles whereas the electrons are modeled as a massless fluid. For

weak comets at large heliocentric distances, the cometary ion gyroradius is comparable

to the length scale of the bow shock or bow wave, under which condition the fluid

approximation may not be valid. A hybrid model has been developed by Bagdonat

and Motschmann (2002) to study the cometary plasma interaction of the Rosetta

target comet.

The hybrid code tracks each ion macro-particle in the whole simulation domain

and solves the Newtonian equation of motion for each particle:

d

dt
xi = vi (3.24)

d

dt
vi =

qi
mi

(E + vi ×B) +
f

nimi

. (3.25)

qi,mi,xi and vi are the charge, mass, position and velocity of a particle i. f can be

used to model additional physical and chemical process. In the cometary context, it

represents the ion-neutral friction,

f = −kninnnimi(vi − un), (3.26)

where nn is the neutral density, un is the neutral velocity, and kni is the ion-neutral

friction rate constant between neutral species n and ion species i. The assumptions

of massless electron fluid and quasi-neutrality lead to the same equation which can

be implemented in the multi-fluid model:

E = −ue ×B− 1

nee
∇pe. (3.27)

In addition, the exactly same equations of the Ampere’s law and Faraday’s law as in

the MHD models are used.

However, as other models based on kinetic approach, the hybrid model requires
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much more computational resources for the billions of ion particles it has to model.

Rubin et al. (2014b) found comparable results from the multi-fluid model and a hybrid

model on a comet with a very low production rate. They showed that some major

features obtained with a hybrid type approach like the gyration of the cometary

heavy ions and the formation of the Mach cone can be partially reproduced with the

multi-fluid model. The comparison of heavy ion densities and solar wind densities

are shown in Fig. 3.10 and Fig. 3.11.

Figure 3.10: Comparison of cometary heavy ion densities and streamlines(white line)
from the multi-fluid model (top panel) and the hybrid model (bottom panel). From
Rubin et al. (2014b).

44



Figure 3.11: Comparison of solar wind densities from the multi-fluid model (top
panel) and the hybrid model (bottom panel). From Rubin et al. (2014b).
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CHAPTER IV

Introduction of cometary dust grains and models

This chapter briefly introduces the dust grain behavior in cometary environments

and the important factors needed to interpret observations. The strength and weak-

ness of existing dust models are discussed and the newly developed multi-fluid dust

model is introduced as well.

4.1 Introduction

Dust and gas in comets are believed to have preserved the building material of

the early solar system. Unfortunately, it is not feasible to study the composition of

dust and gas in a large number of comets by remote observations. As the apparent

dust-to-gas ratio is easier for remote and in-situ observations and is no less critical

to our understanding of the formation of the solar system, models that are able to

interpret the dust observations and can better constrain this quantity are desirable.

Dust grains prevail in cometary environments and have various compositions (i.e.

water ice, SiO2, Mg, Fe). The size of dust grains ranges from sub-micron to meters

and affects the behavior of dust grains. For example, millimeter-sized grains reflect

light more efficiently than the micron-sized. Smaller grains can be accelerated by gas

more efficiently because of higher surface to mass ratio. Since one type of observation

or one instrument covers only part of the size range, a reasonable estimation of the size
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distribution is needed to obtain the total dust loss rate or the dust-to-gas production

ratio. However, the problem can be more complicated, as grains’ fragmentation and

sublimation may also alter the size distribution.

When it comes to interpreting the dust observations, more factors come into play.

Since dust grains are subjected to the gas drag, the gas activity must be taken into

account. Therefore, heterogeneity on the rotating nucleus surface with the variation

of solar illumination can lead to a complex dust behavior. Depending on the sum of

the gas drag and the gravity of the comet, some dust grains may escape with the gas,

some orbit around the nucleus, some fall back to the surface. When the escaping dust

grains are far from the comet, they may encounter anti-sunward radiation pressure

and get pushed back toward the nucleus. On comet 103P/Hartley 2, sublimating icy

grains serve as an extended source, supplying most water gas in the coma (Fougere

et al., 2012). The initial velocity of the gas just sublimated from the grains tend to

be slower than ambient gas which has already been accelerated. Since the dust grains

often have a higher temperature than the ambient gas, the sublimated gas can also

heat the coma. Consequently, the extended dust grains can greatly alter the velocity

and temperature profile of the coma.

In addition, dust grains can also get charged by photo-electrons generated by

solar radiation at the surface, impact from ions and electrons in the solar wind, and

electron attachment. Charged dust grains are subject to an additional force caused by

the electromagnetic field in the cometary plasma. In some cases, the electromagnetic

force can become the dominant factor and thus the charged dust is more similar to

ions in plasma than other neutral dust grains. The collective behavior of charged dust

can be very complicated. As a result, all kinds of dust grains populate the cometary

environment, making it challenging to understand the observational data.

In this thesis, we will focus on the neutral dust grains and the charged dust

is not considered. Several models have been developed to study the neutral dust-
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gas interaction, which can be divided into two groups. One group treats the gas

and dust as fluids and solves Euler equations or Navier-Stokes equations for density,

velocities and pressure (e.g. Kitamura (1986);Crifo (1995)); the other one represents

them with particles and keeps track of velocities and locations of each particle, the

statistics of which can also provide the same macro-quantities as fluid models. Direct

Simulation Monte Carlo (DSMC) method is one example among the second group and

has demonstrated its advantages over fluid models in studying dust grains’ behavior

(Tenishev et al. (2011), Marschall et al. (2016)), because (1) it is able to model a

continuous spectrum of dust sizes, while fluid models can only do several discrete

sizes; (2) it can model dust grain trajectories crossing each other but fluid models

cannot. However, when it comes to simulating time-dependent three dimensional

phenomena of large length scales, fluid models can be more computationally feasible

than DSMC models.

In this chapter, we developed a cometary dust model, which not only has key

features of fluid dust models, but also applies a newly developed numerical mesh to

resolve the irregular shape of the nucleus and to accommodate the rotating nucleus.

4.2 General dust model

Given the same total mass production rate of dust grains, different number density

distributions of the grain size can result in large differences in total number densi-

ties, total sublimation rate and other quantities that are sensitive to size. A power

law is often used to describe the size distribution function in cometary dust grain

observations and models:

f(a) ∼ as (4.1)

where a is the radius of the grain and s is the power-law index. We should also

note here the size distribution function f(a) is different from the number density as
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a function of size n(a), but

f(a) ∼ d n(a)

da
. (4.2)

Therefore, f(a) ∼ as is identical to n(a) ∼ as+1 if the total dust mass is fixed. s often

takes a value less than -1, which indicates the smaller sized dust grains have a larger

population.

In many models, dust grains are treated as spherical particles. Taking into account

the gas drag, the gravitational force from the nucleus, and the radiation pressure, the

governing equation of the particle motion can be written as follows (Weigert , 1959;

Gombosi et al., 1986):

4

3
πa3ρd

dvd

dt
= πa2Cd

2
ρg(vg − vd)|vg − vd| − ρdgn + β

4

3
πa3ρd

GMs

r2
h

rh
rh

(4.3)

where ρd is the mass density of an individual dust grain, ρg is the gas mass density;

vg and vd are the gas velocity and dust velocity, respectively; G is the gravitational

constant, Ms is the mass of sun, rh is the position vector with respect to the sun.

The first term on the right hand side represents the gas drag effect. Cd is the drag

coefficient that can be approximated by 2.(Gombosi et al., 1986) The second term

is the nucleus gravitational force, and gn is the gravitational acceleration caused by

the nucleus at the location of the particle. The third term gives the effect of the

solar radiation pressure, and β is the ratio of the radiation pressure force to the solar

gravitational force. The value of β can be found in Burns et al. (1979) and Mukai

et al. (1989), which is often less than 1. If the particle equation is applied to the

grains at the nucleus surface and the radiation pressure is neglected, we are able to

obtain the size of the maximum liftable particles, which will be discussed in Chapter

7.
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4.3 Multi-fluid dust model

Our multi-fluid dust model is based on the BATS-R-US (Block-Adaptive Tree

Solar wind Roe-type Upwind Scheme) code (Powell et al., 1999; Tóth et al., 2012)

in the Space Weather Modeling Framework (SWMF) developed by the University of

Michigan. It treats H2O gas and dust grains of 6 sizes ranging from 10−7m to 10−2m as

different fluids. Each fluid has its own continuity equation and momentum equation,

which are almost the same as the equations 2.16-2.18 in the multi-fluid neutral gas

model. However, unlike gases, solid dust grains do not have energy equations, though

they do have grain temperature normally calculated from thermal equilibrium with

sun light. If the model is limited to the vicinity of the comet, within a distance less

than 500 km to the nucleus, the photo-dissociation process of H2O and the radiation

pressure are neglected. Since our target, comet 67P/ChuryumovGerasimenko (CG)

has a low production rate, the heating effect of dust grains on the gas energy balance is

not included either (Crifo et al., 2005). But the effect of gas drag is taken into account

by introducing corresponding source terms to the momentum equations of dust grains.

The source term can be expressed as ndustπa
2Cd

2
ρH2O(uH2O − udust)|uH2O − udust|, It

can be obtained by multiplying the gas drag term in the equation of the particle

motion by the dust number density ndust. Because of conservation of momentum,

the same source term should be subtracted from the source term of H2O. When the

model is running in the co-rotating frame, the centrifugal and Coriolis forces are also

included.

If the sublimating grains should be taken into account, the following source terms

are needed:

Rρdi
= −4πa2

di
fdindi (4.4)

Lρdi = −4πa2
di
fdindi

a3
di

a3
di
− a3

di−1

(4.5)

Lρd1 = −4πa2
d1
fd1nd1 (4.6)
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Sρdi = 4πa2
di+1

fdi+1
ndi+1

a3
di

a3
di+1
− a3

di

(4.7)

δρdi
δt

= Sρdi + Lρdi (4.8)

δρH2O

δt
= −

∑
i

δρdi
δt

(4.9)

δρdiudi
δt

= Sρdi (udi+1
− udi+) +

δρdi
δt

udi (4.10)

δρH2OuH2O

δt
= −

∑
i

Subρdiudi (4.11)

δpH2O

δt
= −

∑
i

Rρdi
(
kTdi
mH2O

+
1

3
(uH2O − udi)

2) (4.12)

where di represents the i-th dust fluid, and the dust with larger index has a larger size,

i.e. radius ai < ai+1; ρdi , udi , Tdi are the mass density, velocity, temperature of dust

fluid i, while mH2O, ρH2O, pH2O, uH2O are the molecular mass, mass density, velocity,

and pressure of H2O. fdi is the sublimating rate of dust fluid i, and gives the mass of

the sublimated gas produced per unit area in unit time. fdi and Tdi only depend on

the size of the particle and the heliocentric distance. An example of the sublimation

rate and the equilibrium temperature is shown in Fig. 4.1. The first equation gives

the dust mass density loss rate for the i-th dust Rρdi
, which is proportional to the

product of the sublimation rate times the surface area of dust particles. The second

equation shows that the sublimation not only converts the icy grains into water, but

also reduces the size of the original dust particle. Therefore, part of the i-th dust

fluid becomes the (i-1)-th, which results in more loss for di than sublimation only can

cause and generating more di−1 particles. In the model there is an upper limit and a

lower limit for the dust size. The mass loss rate for the smallest particle equals the

sublimation rate. The largest particle cannot be produced by particles of other sizes
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Figure 4.1: Sublimation rates and equilibrium temperatures of pure icy grains. From
Patashnick and Rupprecht (1975).
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and is generated by the nucleus.
δρdi
δt

and
δρH2O

δt
are the source terms for continuity

equations of all fluids. We can also tell from the source terms for the momentum

equations that though the water gains mass and momentum from sublimation, the

average bulk water velocity decreases because of the slower moving dust.

4.3.1 The “roundcube” mesh

There are two ways to study the effect of cometary rotation in a numerical simu-

lation. One way is running the model in the inertial frame and rotating the nucleus.

However, every time when the nucleus is rotated, the location of the nucleus surface

or the inner boundary has to be re-calculated, which is very time-consuming. So we

choose to run the model in the cometary rotating frame so that the nucleus and the

computational mesh is fixed relative to the grid, which is computationally efficient

and convenient. The radial flow from the nucleus in the inertial frame should show a

spiral pattern in the rotating frame. If a Cartesian computational domain was used,

both outflow and inflow would occur at the outer boundary. The upstream of the

inflow is out of the computational domain and the information exchange is cut off by

the boundary, which can be seen near the edge of the inner box in Fig. 4.2. It is im-

possible to set the boundary condition appropriately without knowing the upstream

condition of the inflow first. The issue can be solved if a spherical grid is used, in

which there is only outflow at the outer boundary as Fig.4.2 shows and a floating

boundary condition can be readily applied. However, spherical grid have very small

cells near the axis and it is also more complicated to use for the real shaped nucleus

than a Cartesian grid. Therefore, a new mesh named “roundcube” is developed, the

inner part of which is a normal Cartesian cube and the outer surface is a smooth

sphere. The cells between the spherical surface and the cube are stretched, which can

be seen in the 2D cut of the mesh in Fig.4.2. A simple version of the “roundcube”

grid was originally implemented into the Versatile Advection Code (Tóth, 1996), and
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Figure 4.2: 2-D cuts of the “roundcube” mesh with the red line showing a spiral
pattern of outflow

later it was independently discovered and extensively generalized by Calhoun et al.

(2008).

A point (ξ, η, ζ) of generalized coordinates can be transformed to a point (x, y, z) of

Cartesian coordinates on a roundcubed mesh by a multiplier W: (x, y, z) = W (ξ, η, ζ).

Two parameters are needed to calculate the multiplier, r0 and r1, which are L1 dis-

tances of the inner box and outer box of the Cartesian grid from the origin, respec-

tively. W can be calculated by the following process.

a =
d1 − r0

r1 − r0

;
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b = min(1,max(0, a));

W = 1 + b

(
d1

√
3

d2

− 1

)
,

where a and b are temporary variables, d1 and d2 are the L1 and L2 distance of

(x, y, z), respectively. By inspecting the formula, we can find the cells inside the

inner box are not stretched. The surface of the outer box is inflated into a spherical

surface. For points along the principal axes on the surface, W is
√

3. For points along

the diagonals, W = 1. It implies the radius of the sphere is
√

3 times of r1. This

mesh will be used in the application of the dust model in Chapter 8.
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CHAPTER V

Implementation of the numerical models

The hydrodynamic models and MHD models developed in this work are based on

the Block Adaptive-Tree Solar wind Roe-type Upwind Scheme (BATS-R-US) code

(Powell et al., 1999) of the Space Weather Modeling Framework (SWMF) of Univer-

sity of Michigan (Tóth et al., 2005, 2012). The governing equations of the models

are solved by the BATS-R-US code on an adaptive mesh, which is able to resolve the

different length scales that cover orders of magnitude and avoid the waste of comput-

ing resource on some regions of little interest. An example of the adaptive mesh for

cometary solar wind interaction is shown in Fig.5.1. The code can also be executed

on parallel machines, which facilitate large scale simulations. This chapter will briefly

introduce the time stepping approaches and the method often used to speed up the

convergence of the code.

Figure 5.1: An example of the adaptive mesh for cometary solar wind interaction.
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5.1 Time stepping approaches

Depending on the manner in which the time derivative in a partial diffrential

equation (PDE) is discretized, there are mainly two types of time stepping approaches:

explicit and implicit. The explicit time stepping scheme can be written as

Un+1
i = Un

i + ∆tRi(U
n), (5.1)

where Ui is the vector of state variables, ∆ti is the time step for grid cell i. Ri is

the discretized right hand side of the PDE ∂U/∂t = R(U). The time step of explicit

scheme is limited by the Courant-Friedrichs-Lewy (CFL) condition that is necessary

to achieve numerical stability. The CFL condition requires
(
ux
∆x

+ uy
∆y

+ uz
∆z

)
∆t < 1

on a 3D Cartesian grid for instance, where ux,y,z is the fastest characteristic speed in

x,y,z direction and ∆x,y,z are the cell sizes in x,y,z directions.

In some applications, the explicit scheme is not appropriate if the equations con-

tain stiff source terms, such as chemical reactions, photo-ionization, which may re-

strict the time step to be much smaller than what is practical in a simulation. If

the stiff source does not contain spatial derivatives, the point-implicit scheme can

be used. The point-implicit scheme uses a split approach and first does an explicit

update without the stiff source terms.

Un+1/2 = Un +
∆t

2
Rexpl(U

n),U∗ = Un + ∆tRexpl(U
n+1/2), (5.2)

where Rexpl is the non-stiff source term.

Then the source term Sn+1
impl is represented by Un+1

impl, the variables related to the

stiff source terms and U∗expl, the variables that are not affected by the stiff terms. So
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we have

Un+1
impl = U∗impl + (1− β)∆tSimpl(U

∗) + β∆tSimpl(U
∗
expl,U

n+1
impl), (5.3)

which is first order in time for β=1 and second order in time for β = 1/2. Expanding

the source term around time level * and keeping the first order term, the last equation

is linearized,

Un+1
impl = U∗impl + ∆tSimpl(U

∗) + β∆t
∂Simpl
∂Uimpl

(Un+1
impl −U∗impl). (5.4)

This equation can be solved for Uimpl cell-by-cell by inverting an Nimpl by Nimpl

matrix, where Nimpl is the size of Uimpl. In the BATSRUS code, the Jacobian matrix

∂Simpl

∂Uimpl
can be calculated numerically, but it involves computing the source terms for

Nimpl+1 times, which may be costly for a large Nimpl or complicated source terms.

The analytic form of the matrix can also be entered by the developer for the sake of

efficiency.

In some cases, the whole system is stiff and the time step is too small for a feasible

simulation. For example in the magnetosphere simulations near the Earth, because

the Alfven speed is order 30000 km/s, while the speed of the actual dynamics is about

10∼100 km/s. The point-implicit scheme does not work for such a stiff system due

to the spatial derivatives in the stiff terms, but the fully-implicit scheme can increase

the time step significantly. The disadvantage of the fully-implicit scheme is that it

needs to invert a large matrix, which makes it much more computationally expensive

than other schemes for one time step. More details can be found in Tóth et al. (2012).
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5.2 Time-accurate vs. steady-state

Time accurate simulations are able to study cometary problems of time varying

nature, such as instabilities, dynamics caused by variations of the solar wind or ac-

tivity on the comet or rotation of the nucleus. In time accurate simulations, every

cell often takes the same step, which is determined by the minimum time step in the

whole computational domain, if the explicit or point-implicit time stepping scheme

is used. However, it is inefficient if the global time step is much too small compared

with the local time step determined by the CFL condition in the cell. One way to

speed up the code is subcycling, which enables different cells take a different number

of time steps to get to the same time level.

In addition, if the boundary conditions are not changing, a system may have a

steady-state solution, which will not vary after a period of relaxation time. If such a

solution exists, a steady-state simulation can be run to achieve the final state in fewer

steps than the time accurate simulations. In steady-state simulations, the local time

stepping method is used, in which every cell can take the maximum possible local

time step to speed up the convergence to the steady-state solution. Before the code

reaches the final state, transient results are probably not physical.

In the simulations in Chapter 6, Chapter 7 and Section 8.2.1, as the boundary

conditions are fixed and are not varying with time, the steady-state method is applied

to achieve convergence to the solution faster. In Section 8.2.2, the boundary condition

on the surface of the nucleus is governed by solar illumination and changes as the

nucleus rotates. As a result, a steady-state solution is not likely to exist. Therefore,

in order to study the effect of rotation and the activity of a comet, the time-accurate

method has to be used.
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CHAPTER VI

A study of kinetic effects and variations of physical

conditions in the cometary coma

6.1 Introduction

In Chapter 2, we have introduced the new 3D multi-fluid model, which treats

H2O, OH, H2, O, and H as separate fluids and each fluid has its own density, velocity,

and temperature. Photo-chemical reactions and collisions are included. Collisions

between fluids allow different gases to exchange momentum and energy. The collision

frequency is proportional to the gas densities and and collision cross sections of both

interacting species, so the model is able to address the heating efficiency issue in a

self-consistent way that before was only able to do with particle kinetic models. In

the following section, we compare our results on comet 67P/Churyumov-Gerasimenko

with that from a DSMC model (Tenishev et al., 2008). In addition, the fluid approach

is computationally efficient enough to be able to be applied to more complicated time-

dependent problems and not limited to steady-state solutions. We demonstrate that

despite the various approximations, the multi-fluid model is able to produce generally

similar results as the DSMC approach on a large length scale up to 106 km, which

makes it a useful and computationally less demanding alternative to the particle

approach. Finally, we present a more general study of the effects of the production
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rate on the expansion speed and the temperature of H2O, which we then compare

with radio telescope observations of over 30 comets from Tseng et al. (2007).

6.2 Methodology

6.2.1 Model description

The underlying equations and source terms are described in Section 2.2.3. The

photo-chemical reactions, reaction rates, and the corresponding excess energies used

in this chapter are shown in Table 6.1.

Table 6.1: Chemical reactions and corresponding parameters

Wavelength(Å) Reaction Reaction rate (s−1) Excess energy (eV)

1357-1860 H2O+hν → H+OH 8.0×10−6 1.7
H2O+hν → H2+O 8.4×10−8 1.7

1216 H2O+hν → H+OH 8.0×10−6 4.5
H2O+hν → H2+O 2.8×10−7 1.7

984-1357 (excluding 1216) H2O+hν → H+OH 3.6×10−7 4.5
H2O+hν → H2+O 4.8×10−8 1.7

<984 H2O+hν → ionization products 7.0×10−7

2160 OH+hν → H + O 4.5×10−6 0.36
2450 5.0×10−7 0.67
1400-1800 1.4×10−6 3.2
1216 OH (12∆) 3.0×10−7 3.8

OH (B2Σ+) 5.0×10−8 1.6
OH (22Π− 32Π) 5.0×10−8 3.8

<1200 OH (D2Σ−) 1.0×10−8 2.7

H2+hν → H+H 1.1×10−7 1.8

The cross sections for the modeled collisions are also listed in Table 6.2. We

note here that cross-sections of self-collisions are not included, since fluid approaches
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assume an approximately Maxwellian distribution for each fluid, implying plenty of

self-collisions in the gas of the species.

Table 6.2: Cross Sections of Collisions for Major Components in the Comae

Component Cross Section (cm−2) Component Cross Section (cm−2)

H2O-OH 3.2×10−15 H2O-H2 3.2×10−15

H2O-H 1.8×10−15 H2O-O 1.8×10−15

OH-H2 3.0×10−15 OH-H 1.5×10−15

OH-O 1.5×10−15 H2-H 1.5×10−15

H2-O 1.5×10−15 H-O 1.2×10−15

Our model is based on the BATS-R-US (Block-Adaptive Tree Solar wind Roe-type

Upwind Scheme) code (Powell et al., 1999; Tóth et al., 2012), which is capable of

solving the magnetohydrodynamics (MHD) and hydrodynamics equations efficiently

on adaptive grids. The simulations are performed on a 3D spherical grid, the radius

of which is 1.4×106 km for the comet 67P case. A spherical body with a radius of

2 km is placed at the origin to model the comet nucleus. We note here that a realistic

nucleus radius of comets with a production rate higher than 1030 s−1 should be more

than 20 km. However, as our model shows for comets with high production rates,

a realistic radius does not change the results at cometocentric distances larger than

50 km. The resolution in the radial direction is about 370 meters near the nucleus and

about 1.2×105 km near the outer boundary of the computing domain. The resolutions

in the polar and azimuthal directions are about 0.7 and 1.4 degrees, respectively. This

grid allows studying the coma in different length scales but without too heavy of a

computational burden. In addition to the adaptive grid, two features in the BATS-

R-US code also greatly improve the efficiency and accuracy of the model. The first is

the steady state mode, where the time steps are different in every grid cell limited by
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the local stability condition only, so that the time to the convergence is reduced. The

second is the point-implicit scheme (Tóth et al., 2012), which facilitates the calculation

of the stiff source terms, which are mainly related to the photo-chemistry in the coma

without spatial derivatives involved. For example, during a single computational

time step, one minor species may have a density so tiny that it may be comparable

to the incremental density added by the photochemical reactions. An explicit scheme

cannot compute such terms efficiently and accurately, but the point-implicit scheme

can handle them well.

6.2.2 Boundary conditions

To compare our results with the DSMC results (Tenishev et al., 2008), we run

the model to simulate comet 67P at four heliocentric distances with the same or as

consistent a set of parameters as possible between fluid and kinetic models. The

inner boundary condition on the surface of the nucleus for the only parent species,

water, is fixed. H2O flux F and H2O temperature T are set as functions of the solar

zenith angle, which is described by Tenishev et al. (2008). Following Huebner and

Markiewicz (2000) and Bieler et al. (2015), the magnitude of the H2O velocity u on

the surface is 0.8257
√

8kT/(πm), where k is the Boltzmann constant and m is the

molecular mass of H2O. The velocity is normal to the surface. The number density

is calculated by F/|u|. The pressure at the boundary is set to be (F/u)k(0.9049T ).

For all other species, the photo-dissociation products of water, a floating boundary

condition is set for all variables, in which a zero gradient is imposed. At the outer

boundary, floating boundary conditions are also applied for all variables.

In section 6.3.2, we study the effects of production rates on the coma morphology,

so the inner boundary conditions are slightly modified. The flux is set to be uniform

on the surface and the temperature is fixed to 180 K. The heliocentric distances are

fixed to 1.0 AU for all cases and we only vary the neutral gas production rate from 1027
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to 1030 s−1 in these simulations and results are compared with the hybrid-fluid-kinetic

calculations of Bockelee-Morvan and Crovisier (1987).

To compare with remote observations of several comets, we run more cases with

varying heliocentric distances and different production rates, and obtain the expan-

sion speed of H2O at about 105 km from the nucleus. The distance is chosen mainly

because the expansion speeds reported by Tseng et al. (2007) were measured approx-

imately at that distance.

6.3 Results and discussion

6.3.1 Comparison with the DSMC model

2-D cuts of densities, speeds, and temperatures of H2O and H from the multi-fluid

model results at 1.3 AU are shown in Fig. 6.1. The sun is in the direction of negative

x-axis. The effect of solar illumination can be seen from the H2O results. Density,

speed, and temperature of H2O are higher on the dayside than the nightside. But it

is not true for H. Because of more collisions taking place on the dayside, the dayside

speed and temperature of H are lower. Also, because of the large ejection speed when

H atoms are produced from the photo-dissociation of H2O and OH many H atoms

are sprayed directly into the nightside hemisphere. The similar picture to H applies

to other daughter species.

In this section, we will juxtapose our model results and the DSMC solution, and

display the similarities and the differences between them. Specifically, the 1-D pro-

files of velocities, temperatures, and densities of modeled species extracted along the

comet-sun line are compared. Such comparisons are made at four heliocentric dis-

tances: 1.3 AU, 2.0 AU, 2.7 AU, and 3.3 AU with production rates of 5×1027, 8×1026,

8×1025, and 1×1024 s−1, respectively.
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(e) (f)

Figure 6.1: 2-D cuts of the model results at 1.3 AU with a production rate of
5×1027 s−1. Three rows represent densities, speeds, and temperatures of H2O (left
column) and H (right column). The sun is in the direction of the negative x-axis.

6.3.1.1 Velocity

Fig. 6.2 shows the speed of each species at four heliocentric distances, with the

left column displaying our fluid model results and the right column the DSMC results

from Tenishev et al. (2008). The following figures of temperatures and densities have

the same format. We can spot three groups of lines in the four cases in both columns.

H and H2 behave as one group, while O and OH are another one. Each group has

similar masses, and gains energy from the photo-dissociation. The group of H and

H2 has the highest speeds, the group of O and OH is the second. H2O almost stays

level after a short distance of acceleration, with collisions with daughter species as its

only source for acceleration. The speeds of H and H2 are decoupled from H2O before

O and OH diverge from H2O at a larger distance. The decoupling distance decreases

with lower production rates. This trend can be readily explained by fewer collisions

in a thinner coma and more excess energy translated to the kinetic energy. Therefore,
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as production rate decreases, H and H2 reach the plateau of the bulk speed at about

5 km/s in a shorter distance, resulting in a steeper slope in the velocity profile.The

new fluid and DSMC kinetic results are quite similar in all respects.

6.3.1.2 Temperature

Fig. 6.3 displays temperatures for all species at the selected four heliocentric dis-

tances. The temperature behavior can also be divided into the three groups mentioned

in the previous section. H and H2 have the highest temperatures. OH and O are in-

termediate. Without any excess energy input, H2O is the coldest. The temperature

of H2O decreases due to the adiabatic expansion at distances less than 100 km, then

remains at the level of around 10 K. For cases with larger production rates, the tem-

peratures of H, H2, O, and OH first drop slightly before increasing to high levels. As

the drops are mainly caused by the collisions with the cold H2O, the lack of collisions

for the cases with low production rates leads to the disappearance of the dips.

We also notice that temperatures of all daughter species decline at large distances.

This may be attributed to two possible reasons. The first is the cooling effect caused

by adiabatic expansion. The second reason is that the relative abundance of the parent

species to the daughter species decreases farther out. As a result, the percentage of

newly born daughter species with a high photo-dissociation temperature drops in the

population of the daughter species. Also, because of the heat exchange between the

daughter species and the water gas, the bulk temperature of the daughter species is

thus decreased. Later we will show the relative abundance of the parent species to

the daughter species also decreases faster at smaller heliocentric distances due to the

shorter photo lifetime of the parent species, which explains why in the 1.3 AU case

the temperatures of daughter species drop most quickly.

The most obvious difference between our fluid model and the DSMC model is

the decreasing rate of the water temperature. In the fluid model results, the water
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(g) (h)

Figure 6.2: Speeds of modeled species versus distances from the body. Four rows
represent results for four heliocentric distances: 1.3 AU, 2.0 AU, 2.7 AU and 3.3 AU.
The production rates are 5×1027, 8×1026, 8×1025, and 1×1024 s−1, respectively. The
left column shows our fluid model results and the right column shows the results
reproduced from Tenishev et al. (2008)
.
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(e) (f)

(g) (h)

Figure 6.3: Temperatures of modeled species versus distances from the body. Four
rows represent results for four heliocentric distances: 1.3 AU, 2.0 AU, 2.7 AU and 3.3
AU. The production rates are 5×1027, 8×1026, 8×1025, and 1×1024 s−1, respectively.
The left column shows our fluid model results and the right column shows the results
reproduced from Tenishev et al. (2008)
.
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temperature decreases to the minimum temperature of 10 K within 20 km for all four

cases. But the slopes in the DSMC results are flatter, especially in the cases of 1.3 AU

and 2.0 AU with the minimum temperature reached at 100 km. This may be caused

by the fluid model overestimating the self collisions, so adiabatic expansion happens

more efficiently than in the DSMC which yields less frequent collisions.

It is interesting to see in the DSMC results that the H2O temperature jumps to

about 100 K near 106 km in the 1.3 AU case. According to Tenishev et al. (2008),

this is caused by the selection effect. Most of the slower H2O particles have already

been destructed by photo-dissociation. We can also see that in the velocity plot,

close to 106 km the water velocity goes up significantly. Due to the nature of the fluid

approximation, our model is not able to include such purely kinetic effects related to

distribution functions.

6.3.1.3 Density

Fig. 6.4 presents the densities of all species versus the cometocentric distances.

The two columns look similar. H2O decreases the fastest, since it gets photo-dissociated

at a high rate without any new supply. In the cases at 1.3 AU and 2.0 AU, we can see

H and OH have the same density near the nucleus and diverge after some distances.

The explanation is that they are initially produced by the same chemical reaction

and they share the same velocity in the collisional region. Outside the collisional

region, freshly produced fast H dominates compared with slower OH. As a result, the

H density declines faster. In other cases, where even in the vicinity of the nucleus

is collisionless, the H density is lower than OH all the way out. The same reasoning

also applies to H2 and O.
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(g) (h)

Figure 6.4: Densities of modeled species versus distances from the body. Four rows
represent results for four heliocentric distances: 1.3 AU, 2.0 AU, 2.7 AU and 3.3 AU.
The production rates are 5×1027, 8×1026, 8×1025, and 1×1024 s−1, respectively. The
left column shows our fluid model results and the right column shows the results
reproduced from Tenishev et al. (2008)
.
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6.3.2 The effect of production rates

To study the effects of the production rate on coma dynamics, we run the model at

1.0 AU but with four different production rates: 1027, 1028, 1029 and 1030 s−1. Fig. 6.5

shows for all four cases the speed of water, the mean speed of the three heavy species

(H2O, OH, O), and the mean speed of all 5 neutral species. The 1027 and 1028 s−1

cases are very similar in the speed profile, suggesting the role of collisional heating

is negligible with a low production rate or a low density. The water terminal speed

in the 1027 and 1028 s−1 cases is 0.7 km/s, which is mainly determined by the initial

temperature. As the production rate increases, the collisional heating effect kicks

in. In the 1029 s−1 case, the water speed at 105 km is 0.9 km/s and it rises to about

1.4 km/s in the 1030 s−1 case. This result also agrees well with Bockelee-Morvan and

Crovisier (1987), who calculated this using a 1D fluid model for water and a Monte

Carlo model for the heating from hot H atoms. In the other two plots, we find

the mean speed accelerates beyond 104 km because of the contributions by the fast

species. As a result, the increase of the production rate has more impact on water

speed than the bulk speeds of heavy species and all combined species.

Fig. 6.6 shows the temperature of H2O, the mean temperatures of three heavy

species (H2O, OH, O), and the mean temperatures of all 5 neutral species for the

four cases. In the H2O temperature profile, there is a peak beyond 104 km in the

cases of 1029 and 1030 s−1 production rates. The general trend is similar to that

in Bockelee-Morvan and Crovisier (1987). But the specific peak values are slightly

different between our model and theirs. In the 1030 s−1 case, our peak near 140 K is

higher than the peak at 110 K in their model. It may be because their model is single-

fluid and treats photo-chemical heating and radiative cooling in a different way than

ours. In the 1029 s−1 case, both models have roughly the same peak near 45 K. The

temperatures in the other two plots all have dips within 1000 km but then the upward

trend remains beyond 1000 km. Though the temperatures of the four cases increase
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Figure 6.5: The speed profile of H2O, the mean speed profile of three heavy species
(H2O, OH, O), and the mean speed profile of the 5 neutral species at 1.0 AU. The
four different colors denote four production rates: 1027, 1028, 1029 and 1030 s−1.

at different rates, they are close to each other around 105 km. This suggests that,

when the cometocentric distance is large enough, the average temperature of all gases

may not vary much with the production rate. At large cometocentric distances all

species become collisionally decoupled and the secondary species trend to the photo-

production temperatures, which are independent of the production rates. Fig. 6.5
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and Fig. 6.6 illustrate the radiative cooling effect on the speed and the temperature

of water. Within 1000 km, in the 1030 s−1 case, because the most significant cooling

effect is caused by the highest water density, the speed and temperature are dampened

for a larger distance than those in other cases.

Fig. 6.7 shows the mean molecular mass versus the cometocentric distance for

varying production rates. Since the comet in this study is kept at a heliocentric

distance of 1.0 AU and has H2O as its only parent species, the four cases yield very

similar curves. The difference in the speed profiles is the only factor capable of

altering the relative abundances and thus the mean molecular mass. We can expect if

all species have fixed speed profiles for each individual species, the four cases should

have the same mean molecular mass profile. We also notice that the mean molecular

masses at 105 km almost converge to a single value of about 15.4 amu.

6.3.3 Comparison with remote observations

In this section, we characterize the cometary H2O expansion speeds extracted from

our multi-fluid gas coma model at a cometocentric distance of 105 km for comparison

with large field of view velocity resolved radio observations of OH. The model is

run with several selected production rates and heliocentric distances. The results

are listed in Table 6.3. One can readily see from the table that a larger production

rate and a smaller heliocentric distance (i.e., a higher photon flux) lead to a higher

expansion speed as expected (Combi , 1987).

Tseng et al. (2007) derived the H2O expansion speeds from the 18-cm line shapes of

the OH radicals observed by radio telescopes in over 30 comets, which is reproduced in

Fig. 6.8 and serves as benchmark for our model. Our model results, which are denoted

by solid diamonds, are superimposed on the observations. We note here the x-axis in

Fig. 6.8 represents the OH production rate, which is often obtained by multiplying

a factor of 0.86, the photo-dissociation branching ratio of H2O to OH, with the H2O
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Figure 6.6: The temperature profile of H2O, the mean temperature profile of three
heavy species (H2O, OH, O), and the mean temperature profile of the 5 neutral species
at 1.0 AU.The four different colors denote four production rates: 1027, 1028, 1029, and
1030 s−1.
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Figure 6.7: The mean molecular mass profiles of four production rates at 1.0 AU.
The four colors denote four production rates: 1027, 1028, 1029, and 1030 s−1.

Table 6.3: H2O expansion speeds

Heliocentric distance(AU) H2O production rate (s−1)
1028 1028 1030

0.5 0.77 1.20 1.92
0.7 0.71 1.00 1.60
1.0 0.69 0.86 1.36
1.2 0.68 0.80 1.18
1.4 0.68 0.76 1.08
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Figure 6.8: H2O expansion speed retrieved from remote observations and obtained
from our model at a cometocentric distance of 105 km. The speeds from observations
are shown by vertical lines with error bars, which are reproduced from Tseng et al.
(2007). The solid diamonds represent our model results.
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production rate (Combi et al., 2004; Harris et al., 2002). For simplicity, we assume

the OH and H2O production rates are the same. Beyond 0.6 AU, the diamonds in

the 1028 and 1029 s−1 cases are close to each other, while the spread between the 1029

and 1030 s−1 cases is significantly larger. In the figure where the heliocentric distance

is smaller than 0.6 AU, the increase in production rate results in a more evenly

increase in water speeds than at other distances. This reflects the nonlinear effect

of the production rate and the heliocentric distance on the expansion speed, which

is similar to the threshold effect mentioned by Tseng et al. (2007). In addition, the

model is also applied to comet C/1995 O1 (Hale-Bopp) at the heliocentric distance

of 1.0 AU. The radiative cooling effect is neglected within 104 km because of the high

production rate of 8×1030 s. Our model yields similar results to that of the single fluid

model in Combi et al. (1999) and Combi (2002), which matched the observations in

Biver et al. (2002). It is because the production rate is so large that most heavy

species are coupled within a cometocentric distance of 105 km and thus the single

fluid assumption is still valid. In any case, our multi-fluid model well reproduces the

observed variation in coma outflow speeds with different comet gas production rates

and heliocentric distances.
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CHAPTER VII

The Plasma environment in Comets Over A Wide

Range of Heliocentric Distances: Application to

Comet C/2006 P1 (McNaught)

In this chapter, the multi-species plasma model introduced in Chapter 3 is applied

to a specific comet,i.e. C/2006 P1 (McNaught), to study its cometary plasma environ-

ment. On January 12th of 2007, comet C/2006 P1 (McNaught) passed its perihelion

at 0.17 AU. Abundant remote observations offer plenty of information on the neutral

composition and neutral velocities within 1 million kilometers of the comet nucleus.

In early February, the Ulysses spacecraft made an in situ measurement of the ion

composition, plasma velocity, and magnetic field when passing through the distant

ion tail and the ambient solar wind. The measurement by Ulysses was made when

the comet was at ∼ 0.8 AU from the sun. With the constraints provided by remote

and in situ observations, we simulated the plasma environment of Comet C/2006 P1

(McNaught) using a multi-species comet MHD model over a wide range of heliocentric

distances from 0.17 AU to 1.75 AU. The solar wind interaction of the comet at various

locations is characterized and typical subsolar standoff distances of bow shock and

contact surface are presented and compared to analytic solutions. The comparisons

enable us to have a better understanding of the underlying physics of the plasma en-
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vironment around comets. We find the variation in the bow shock standoff distances

at different heliocentric distances is smaller than that of the contact surface. The

ratio between the standoff distances of the bow shock and the contact surface rises as

the heliocentric distance increases. In addition, we modified the multi-species model

for the case when the comet was at 0.7 AU and achieved comparable water group

ion abundances, proton densities, plasma velocities and plasma temperatures to the

Ulysses/SWICS and SWOOPS observations. We discuss the dominating chemical

reactions throughout the comet-solar wind interaction region and demonstrate the

link between the ion composition near the comet and in the distant tail as measured

by Ulysses.

7.1 Introduction

Comet C/2006 P1 (McNaught) passed its perihelion at 0.17 AU on January 12th

of 2007, ejecting volatile and refractory materials at a rate several times larger than

comet Halley during its last apparition in 1986. As usual, many observers monitored

the comet and made abundant data available. Russo et al. (2009) studied the relative

abundances of eight parent volatiles (H2O, CH4, C2H2, C2H6, HCN, CO, NH3, and

H2CO) and two daughter species (OH and NH2), which were obtained from high-

resolution infrared observations two weeks after the comet’s perihelion passage when

it was at a heliocentric distance of 0.53-0.55 AU. Since the meters-thick outer layers of

the comet’s nucleus would have been lost during the pre-perihelion passage, the near

and post-perihelion composition of the coma is thought to be representative of the

comet’s more pristine composition. Such studies constrain the formation region of the

comet and its temperature. Biver et al. (2011) did a similar study of OH, HCN, HNC,

CS, and CH3OH obtained by spectroscopic radio observations. In addition, Combi

et al. (2011) applied their inversion method to the SWAN images of the hydrogen coma

from 1.05 AU before perihelion to 1.84 AU after passage, to extract the daily water
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production rates of the comet. In early February, the Ulysses spacecraft measured

the ion composition in situ, serendipitously passing through the distant ion tail while

the comet itself was at roughly 0.8 AU and Ulysses at 2.4 AU (Neugebauer et al.,

2007).

Most previous studies had modeled the cometary plasma environment for comets

at heliocentric distances near 1 AU (see Ip (2004) and Gombosi (2015) and references

therein). Some more recent studies have modeled the cometary plasma environment

for weak comets at a range of solar distances, from 0.3 AU (Jia et al., 2009) to 3.2 AU,

(Hansen et al., 2007; Rubin et al., 2014a). A recent multi-fluid study has modeled

the plasma environment around a sun-grazing comet at 0.005 AU, in novel conditions

that are below the solar wind sonic point (Jia et al., 2014).

In this chapter, the multi-species MHD model is applied to comet McNaught, to

calculate the cometary plasma distribution throughout its apparition around the Sun

including the portion of the orbit near its very small perihelion distance of only 0.17

AU and during the Ulysses encounter with its very distant ion tail to constrain the

modeled ion abundances by the available Ulysses measurements (Neugebauer et al.,

2007).

Models and model input parameters are briefly described in the following Method-

ology section. In the Results and Discussion section, modeled bow shock standoff dis-

tances and contact surface standoff distances of comet McNaught over a wide range

of heliocentric distances are presented. The modeled results are also compared with

analytic solutions. Furthermore the underlying assumptions of the analytic solutions

are discussed to better understand the physics of the solar wind-comet interaction. In

addition, results of water group ion abundances, proton density, plasma velocity, and

plasma temperature from the multi-species comet MHD model are shown and com-

pared with the Ulysses observations. Along with the chemical composition results,

the dominant chemical reactions near the nucleus and in the tail are discussed.
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Table 7.1: Comet & Solar wind Parameters (compiled from Biver et al. (2011), Combi
et al. (2011), and Neugebauer et al. (2007) )

Case r(AU) QH2O (1/s) Uneutral (km/s) nsw(/cm3) Bx (nT) By (nT) Date (2007)
1 0.17 5.5×1031 2.5 69 78 6.8 Jan 13
2 0.3 6.4×1030 2.0 22 25 2.3 Jan 19
3 0.5 5.5×1030 1.5 8 9 0.5 Jan 26
4 0.75 1.1×1030 1.0 3.5 4 0.4 Feb 5
5 1.0 5.8×1029 0.9 2 2.3 0.4 Feb 15
6 1.25 3.5×1029 0.8 1.3 1.5 0.4 Feb 27
7 1.5 1.4×1029 0.7 0.9 1.0 0.4 Mar 12
8 1.75 7.5×1028 0.7 0.65 0.7 0.35 Mar 26

7.2 Methodology

7.2.1 Parameters used in modeling the comet-solar wind interaction

In our model, the solar wind flows through the coma, which can be ionized and

loaded into the solar wind stream, and plasma structures (i.e. bow shock, contact

surface, magnetic tail, etc,) are formed around the comet as a result of this interaction

(Gombosi , 2015). For simplicity, the incoming solar wind flow does not change with

time in our model so that a steady state solution can be reached. According to the

Ulysses observations (from February 2006), we assume that the solar wind speed is

780 km/s and temperature is 105 K as the upstream solar wind condition for all cases

and the magnetic field follows a Parker spiral. We pick a typical fast solar wind value

for the solar wind density, which varies as 1/r2, where r is the heliocentric distance.

Parameters for the solar wind conditions are listed in Table 7.1.

In addition to the solar wind conditions, the cometary neutral gas production rates

and ionization rates, which control the rate by which cometary ions are loaded into

the solar wind, play a major role in the interaction. The H2O production rates and

neutral velocities obtained from the radio, IR, and the SOHO/SWAN observations

are also listed in Table 7.1. In a single-species model, only one single rate is used
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to describe the neutral density decay and cometary ion productions. However, a

multi-species model is able to take the density distributions of various neutrals (e.g.

H2O, OH, O, H, CO, CO2) calculated by the Haser model as the neutral background,

which supplies ions to the solar wind flow via photo-ionization and charge exchange.

The production rates of parent species CO and CO2 are obtained from observations

and estimates from this and other comets. Russo et al. (2009) reported the CO/H2O

ratio was 1.8% while radio observations by Biver et al. (2011) yielded 3% ± 1%.

Ootsubo et al. (2012) estimated the CO2/H2O ratio, which can range from 4% to

20%. According to some arguments by A’Hearn et al. (2012) regarding chemical

evolution in the early solar nebula, CO and CO2 could be somewhat anti-correlated.

So if the CO fraction is low then CO2 could be somewhat higher. Therefore, we

use 3.5% as the CO/H2O ratio to calculate the CO production rate and 10% as an

estimate for CO2/H2O in the multi-species model. In previous single species models,

the ionization rate and the total destruction rate of neutrals were assumed to be 10−6

s−1 at 1 AU, and this single number was then used in the Haser model to provide

the neutral density distribution. The multi-species model applies all major photo-

ionization and photo-dissociation rates into the Haser model to provide the density

distributions of various neutral species. The reference reaction rates at 1 AU are

listed in Table 7.2.

7.2.2 Multi-species MHD model description

Developed from a single fluid MHD model (Jia et al., 2007; Rubin et al., 2009),

our multi-species model is based on the BATS-R-US (Block Adaptive Tree Solar-wind

Roe Upwind Scheme) code (Powell et al., 1999; Tóth et al., 2012), but allows each

of the ion species to have its own density, while the velocities and temperatures are

averaged assuming the ion species are tightly coupled. The case of comet C/2008

P1 (McNaught), a productive comet at moderate and small heliocentric distances,
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Table 7.2: Photo-chemical reactions and rates included in the multi-species model
from Huebner et al. (1992) and Rubin et al. (2009)

Reaction Reaction rate at 1 AU
H2O + hν → H2O

+ + e 5.4× 10−7

H2O + hν → H+ 2× 10−8

H2O + hν → H +OH 1.0× 10−5

H2O + hν → OH+ 9× 10−8

H2O + hν → O+ 9.5× 10−9

H2O + hν → O +H2 1.35× 10−6

H + hν → H+ + e 1.2× 10−7

OH + hν → H+ 6× 10−8

OH + hν → OH+ + e 3.94× 10−7

OH + hν → O+ 5.3× 10−8

OH + hν → O +H 6.56× 10−6

O + hν → O+ + e 3.45× 10−7

CO + hν → O+ 4× 10−8

CO + hν → CO+ + e 6.25× 10−7

CO + hν → C +O 3.14× 10−7

CO2 + hν → CO +O 1.2× 10−6

CO2 + hν → CO+
2 6.6× 10−7

CO2 + hν → CO+ 5× 10−8

CO2 + hν → O+ 6.4× 10−8

Total Photo-destruction of H2O 1.2× 10−5

Total Photo-destruction of OH 7.42× 10−6

Total Photo-destruction of CO 1.3× 10−6

Total Photo-destruction of CO2 2.0× 10−6

Total Photo-destruction of O 3.45× 10−7
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is in contrast to those studied by Rubin et al. (2014a) that have addressed a weak

comet 67P/Churyumov-Gerasimenko at larger heliocentric distances where a multi-

fluid model is more appropriate. Previous separated chemical-MHD models used by

Häberli et al. (1997) and Rubin et al. (2009), first computed a single-species MHD

solution and then subsequently, based on the obtained flow field, solved the chemical

reaction network along each individual plasma flow line. Our model has integrated

MHD and chemistry into one set of controlling equations, although fewer minor species

are included. Such multi-species models have been applied to the Mars’ atmosphere

(Ma et al., 2004) and to comet Halley at 1 AU (Jia, 2007). The H2O+ abundance

within 1 million kilometers (Mkm) has been studied by Häberli et al. (1997). In

contrast, we modeled water group ions in the long tail which extends to a distance of

more than 200 Mkm.

The multi-species MHD equations have been described in Chapter 3. Following

Jia (2007), we include the 7 most abundant ion species: H+, O+, OH+, H2O+, H3O+,

CO+ and CO+
2 . The Haser model is used to provide a steady state background for

various neutral species, in which the neutrals have constant radial speed. The multi-

species model is able to track several ion species and various chemical reactions for a

more accurate solution than a single species model. The reactions of charge-exchange

and (dissociative) ion-electron recombination and their rate constant coefficients are

included in Tables 7.3 and 7.4. Most charge exchange reactions lead to changes in

ion densities, plasma momentum, and plasma pressure. We would like to point out

that symmetric charge exchange reactions similar to H2O+H2O+ do not contribute

to the continuity equation, but the pick-up ion still plays a role in decelerating the

solar wind and heating the plasma, which can be seen from above equations.

The Cometocentric Solar Ecliptic coordinate system is adopted in the model with

the x-axis pointing to the Sun. The simulation volume ranges from -16 to 16 Mkm

for all cases except that at 0.75 AU as explained below. The y-axis lies in the plane
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Table 7.3: Charge-exchange reactions and rate constant coefficients from Häberli et al.
(1997) and by estimation

Reaction Rate constant coefficient m3s−1

H2O
+ +H2O → H3O

+ +OH 2× 10−15

H2O
+ + CO → CO+ +H2O 4.3× 10−16

H+ +H → H +H+ 2× 10−15

H+ +H2O → H2O
+ +H 8.2× 10−15

H+ +OH → OH+ +H 4.4× 10−15

H+ +O → O+ +H 3.8× 10−16

H+ + CO2 → CO+
2 +H 2× 10−15

OH+ +H2O → H3O
+ +O 1.3× 10−15

OH+ +H2O → H2O
+ +OH 1.6× 10−15

OH+ + CO → CO+ +OH 8× 10−16

O+ +H2O → H2O
+ +O 3.2× 10−15

O+ +OH → OH+ +O 3.2× 10−15

CO+ +H2O → H2O
+ + CO 1.6× 10−15

CO+ +OH → OH+ + CO 3× 10−16

CO+ + CO2 → CO+
2 + CO 1.1× 10−15

Table 7.4: Dissociative recombination reactions and rate constant coefficient from
Schunk and Nagy (2009) (Te is electron temperature in unit of (K ) ).

Reaction Rate constant coefficient cm3s−1

H2O+ and H3O+

1.57× 10−5T−0.569
e for Te< 800 K

4.73× 10−5T−0.74
e for 800 K <Te< 4000K

1.03× 10−3T−1.111
e for Te> 4000K

OH+ 3.75× 10−8(300/Te)
0.5

CO+ 2.75× 10−7(300/Te)
0.55

CO+
2 4.2× 10−7(300/Te)

0.75

containing magnetic field, and the z-axis completes the right-handed system pointing

to the north of the ecliptic plane. The comet is a point source sitting at the origin.

An adaptive mesh, featured by the BATS-R-US code, is applied in all simulations

to model the bow shock and the contact surface, because length scales can differ by

several orders of magnitude. The highest grid resolution of 50 km is applied to the

region near the contact surface and the inner shock. The cell size near the bow shock
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is on the order of 1000 km.

7.2.3 Special treatment to model the long tail

To compare with the Ulysses observations in the distant tail, we extend the com-

puting domain to 256 Mkm (1.7 AU) downstream along the comet-sun line with a

cell size of about 0.05 Mkm. We impose a spherical wave-like inflow boundary condi-

tion so that the inflow velocity realistically diverges radially from the Sun over large

distances.

Although the Ulysses/SWICS observations provide the abundance ratios along the

crossing trajectory, its relative location to the comet tail cross section is not known.

Values along several reasonably spaced lines are extracted from the model output,

attempting to find the best agreement to the observations,and are discussed below in

section 7.3.4.

7.3 Results and discussion

7.3.1 Bow shock standoff distances

We ran the multi-species model and reached the steady state for each of the

heliocentric distances with the basic input parameters listed in Tables 7.1-7.4. Model

results show a bow shock exists at comet McNaught in all eight cases, while the

subsolar standoff distances of the bow shocks vary. We also find the bow shock

standoff distances are at least two orders of magnitude larger than the gyro-radius

of the cometary pick-up ions, which validates our fluid approach. The model results,

with analytic solutions, are listed in Table 7.5 and are also shown in Fig. 7.1.

The multi-species model results show that the bow shock standoff distances for

all cases are on the order of 0.1 Mkm. The variation is not as significant as that

in the production rates or solar wind densities. We can see the general trend from
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Table 7.5: Comparison of calculated bow shock subsolar standoff distances. The bow
shock standoff distances from multi-species are listed under the column multi-species.
BS1 column lists bow shock standoff distances calculated from analytic solution. All
are in units of Mkm.

Case r(AU) Multi-species model BS1 β Bx/By

1 0.17 0.63 0.30 0.04 11.4
2 0.3 0.44 0.41 0.12 10.9
3 0.5 0.66 0.70 0.34 18.0
4 0.75 0.37 0.62 0.75 10.0
5 1.0 0.31 0.64 1.27 5.7
6 1.25 0.27 0.62 1.87 3.75
7 1.5 0.16 0.43 2.7 2.5
8 1.75 0.1 0.30 3.7 2.0

Figure 7.1: The subsolar standoff distances at various heliocentric distances calculated
by the analytic solution BS1 (black circles) and extracted from our model (solid blue
circle).

91



Table 7.5 that for cases with a comet heliocentric distance larger than 0.5 AU, the

standoff distance decreases as the heliocentric distance increases. However, the cases

at 0.3 AU and 0.17 AU are not following the trend and a local minimum exists at

0.3 AU. It may reflect that there are competing factors in determining the bow shock

standoff distance. Higher production rates, ionization rates, and dissociation rates

can increase the distance, while higher solar wind fluxes can push the bow shock closer

to the comet nucleus. Koenders et al. (2013) also discussed the influences of different

parameters on the bow shock distance on a weak comet. Cometary bow shocks are

formed because of the pickup ions, i.e. the mass-loading effect, which is quite different

from the bow shocks at Earth or other magnetized planets. The following comparison

between the model results and analytic solutions can shed light upon the differences.

The analytic solution is based on the characteristics of mass loading produced

shocks which form where the mass flux ratio reaches a critical number. The ratio can

be expressed as

ρ̂û =
ρiui + ρswusw

ρswusw
,

where ρi and ρsw are cometary and solar wind ion mass densities, ui and usw are

cometary and solar wind ion velocities, respectively. The theoretical limit of the mass

flux ratio first derived by Biermann et al. (1967) under the hydrodynamic assumption

was γ2

γ2−1
, where γ is the ratio of specific heats. Later Huddleston et al. (1992) applied

this method with 6/5 as the critical ratio to predict the bow shock standoff distance

of comet Grigg-Skjellerup, claiming it is a good estimation to mass flux ratios often

observed by spacecraft. We used 6/5 as well to calculate the analytic solutions.

Following Huddleston et al. (1992), we assume the cometary ion flux at one point

(x0, y0) is the ion production rate integrated along mass-loaded streamlines of the

upstream solar wind. For simplicity of calculation, the integral is taken from infinity.
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Then it can be written as

niui =
Q

4πλ

∞∫
x0

exp
[
−(x2 + y2

0)
1
2

]
x2 + y2

0

dx,

where ni and ui are cometary ion number density and velocity respectively, λ is

the ionization length scale and neutral decay length scale and can be calculated as

λ = un/ν, where ν is the ionization frequency. x0 and y0 are in units of λ. Since we

are looking for the point where the mass flux ratio arrives at its critical number on

the comet-sun line, y0 is set to 0 and the solar wind flux is known, which leads to

∞∫
x0

exp(−|x|)
x2

dx =
4πλ2ρswusw

Qmi

[(ρ̂û)c − 1], (7.1)

where mi is the cometary ion mass and (ρ̂û)c is the critical mass flux ratio. We are

then able to solve for x0, the lower bound of the integral. Following this approach,

the shock standoff distance is obtained. The results are listed in the BS1 column in

Table 7.5.

They vary within one order of magnitude and ratios among the cases agree well

with model results, indicating the results from the analytic solution reflect the same

trend as the model results. It also should be noted that the BS1 results at distances

farther than 0.75 AU are larger than the model by a factor of 2 or 3. And BS1 at

0.17 AU is only about half of the model result. The difference is probably caused by

magnetic field, since BS1 method is mainly based on an hydrodynamic assumption.

The plasma beta of the upstream solar wind, which is the ratio of thermal pressure

to magnetic pressure (nswkBT/(B
2/2µ0)) and the ratio of the radial component of

the magnetic field to tangential component (Bx/By) are listed in Table 7.5. When

β is extremely small or the tangential component is relatively large, the condition
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is far from a hydrodynamic case. Otherwise, a hydrodynamic assumption is a good

approximation, as in the cases at 0.3 and 0.5 AU. The other factor that might con-

tribute to the discrepancy between BS1 and the multi-species model is the parameters

used to calculate the background neutral density and the production rate of cometary

ions. In BS1 method, the decay rate of neutral density and the ionization rate are

assumed to be the same and both use 10−6 s−1. But in the multi-species model, we

use various ionization rates and neutral dissociation rates (see Table 7.2). Since the

single-species MHD model inherits the same assumption, single-species MHD cases

that we do not show here give closer bow shock standoff distances to BS1 results than

the multi-species model.

We have also tested other analytic solutions but none of them are closer to the

model results than BS1. If x in Equation 7.1 is much smaller than 1, exp(−|x|) in

the integral can be replaced by 1 and we can obtain

BS2 =
Qmi

4πλρswusw[(ρ̂û)c − 1]
.

It is given by ? as an approximation to BS1 when the bow shock standoff distance is

much less than the ionization length scale. If the critical mass flux ratio is a constant,

we can see that BS2 is proportional to Q/((ρswunr
2
H), where rH is the heliocentric

distance. For the same parameters as in Table 7.1, one can find the variation in BS2

is more than two orders of magnitudes. However, correction to the critical mass flux

ratio can improve the performance.

Flammer and Mendis (1991) followed a magnetohydrodynamic approach and pre-

sented an analytic solution for the critical mass flux ratio, which is a function of

thermal pressure, magnetic pressure, and dynamic pressure of the undisturbed solar

wind. Koenders et al. (2013) applied this solution and BS2 to predict the bow shock

positions of comet Churyumov-Gerasimenko. The results agreed with their hybrid
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model results fairly well and produced a better fit than a constant critical mass flux

ratio. It may be because the assumption holds well for weak comets, while when

it comes to comets with high production rates and smaller ionization length scales,

especially for the case at 0.17 AU, the assumption breaks down. We do not include

the complicated equations in Flammer and Mendis (1991) to take into account the

effect of magnetic field for simplicity. Since BS1 solution without the correction can

still produce a good fit to the model results, we think it is likely that this solution

captures the essential physics underlying the formation of a mass-loading bow shock

at comets.

7.3.2 Contact surface standoff distances

The contact surface is a unique feature of the cometary plasma environment. It

is usually located just outside the ion-neutral coupling region where the ions are

subject to ion-neutral collisions. Inside the contact surface the cometary heavy ions

are expanding radially outward at the velocity of the neutrals, while the heavily

contaminated solar wind almost stagnates outside of the contact surface. As the

boundary of the mass-loaded solar wind and the cometary ionosphere, the contact

surface also prevents the solar wind magnetic field from penetrating into the cometary

ionosphere. Therefore, the magnetic field piles up and the magnetic field lines drape

around the contact surface. Inside the field becomes zero, thus creating a diamagnetic

cavity. Because of the discontinuity in the almost stagnating solar wind and the

radially supersonic cometary outflow, an inner shock exists near the inner boundary

of the contact surface to terminate and divert the cometary ions toward the tail.

We tabulate the contact surface’s subsolar standoff distances from the multi-

species model together with analytic solutions in Table 7.6 and in Fig.7.2. The mod-

eled distance almost decreases monotonically as the heliocentric distance increases

with the exception at 0.3 AU that has a standoff distance smaller than that at 0.5
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Table 7.6: Comparison of contact surface standoff distances. The contact surface
standoff distances from multi-species are listed in the column multi-species. CS1 is
contact surface standoff distances calculated from the analytic solution. They are in
units of 103 km.

Case r(AU) Multi-species CS1 β
1 0.17 84.2 22.7 0.04
2 0.3 14.5 6.4 0.12
3 0.5 20.4 7.9 0.34
4 0.75 5.9 3.2 0.75
5 1.0 4.1 2.3 1.27
6 1.25 2.4 1.83 1.87
7 1.5 1.3 1.0 2.7
8 1.75 0.72 0.71 3.7

AU. The trend is similar to that found for bow shock results. The variation is larger

than that of the bow shock subsolar standoff distances. The length scale of the cavity

at 0.17 AU is more than 100 times of that at 1.75 AU. This indicates that the standoff

distance of the contact surface is more sensitive to the changes of the production rate

and the neutral velocity than the bow shock.

The analytic solution was first derived by Cravens (1986) and improved by Gom-

bosi (2015). It can be written as

rcs =

√√√√ mi

msw

kin
4πnswu2

sw

√
ν0/r2

H

4παun
Q3/4,

where ν0 is the ionization rate at 1 AU and rH is the heliocentric distance in the unit

of AU. kin and α are ion-neutral collision and ion-electron dissociative recombination

rate coefficients, respectively. Here we take the same form for the coefficients as in

Cravens (1986) kin=1.1×10−9 cm3/s and α=1.21×10−5/
√
Te cm3/s. The underlying

physics is that the J×B force and the ion-neutral friction balance each other at the

contact surface. Since the formation of H3O+ has a smaller chemical reaction time

scale than the transportation time scale inside the contact surface, chemical equi-
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Figure 7.2: The subsolar standoff distances of the contact surface at various heliocen-
tric distances calculated by the analytic solution CS1 (black circles) and extracted
from our model (solid blue circle).

librium is assumed to calculate the ion and electron densities. A constant electron

temperature of 200 K, which is a typical electron temperature near contact surface

(Häberli et al., 1996), is used in the calculation. One can also notice that the analytic

solution does not consider the magnetic field, because the original derivation assumes

that the magnetic pressure in front of the contact surface is equal to the solar wind

dynamic pressure. In addition, the ion pile-up region in front of cavity is neglected

(Häberli et al., 1995). From Table 7.6, we can see that the analytic solution results

(CS1) are able to produce the same trend for all cases. They are in good agree-

ment with our model results for cases at distances larger than 0.75 AU. The better

agreement at larger heliocentric distances can be explained by the assumption in the

derivation, which does not include the magnetic field of the solar wind and the pile-up

in front of the cavity. However, the general agreement between the analytic solution

and the model also indicates that most assumptions and approximations made above
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Table 7.7: Comparison of the ratios between bow shock and contact surface standoff
distances.

Case r(AU) Multi-species BS1/CS1
1 0.17 7.5 13.2
2 0.3 30.3 64.1
3 0.5 32.35 88.6
4 0.75 62.7 193.8
5 1.0 75.6 278.3
6 1.25 112.5 338.8
7 1.5 123.1 430.0
8 1.75 138.9 428.6

are reasonable.

We list the ratios of the bow shock standoff distance to the contact surface standoff

distance in Table 7.7 from the multi-species model and the analytic solutions. There is

a clear trend in both model and the analytic solutions that the contact surface standoff

distance relative to the bow shock standoff distance decreases, as the heliocentric

distance of comet increases. This is also consistent with the model results of weak

comets at very large heliocentric distances. Hansen et al. (2007) shows no contact

surface is formed at comet 67P/Churyumov-Gerasimenko at 3.25 AU in either single-

species MHD or Hybrid simulations. The ratios from the analytic solutions are at

most 3 times larger than those from the model, which indicates the analytic solutions

can be used to provide an upper bound of the ratio between the distances of the

contact surface and the bow shock.

7.3.3 Water group ion abundance ratios

To model the composition and dynamics of the extremely long comet tail, two

special treatments are made for the 0.7 AU case as mentioned in the Methodology

section: (1) elongate the computation domain; (2) apply a “spherical wave” boundary

condition to allow for the realistic divergence of the solar wind over large distances.
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Figure 7.3: Modeled total ion density contour in the magnetic field plane. The
computing domain is larger than the region shown in the figure. The comet nucleus
is at the origin which corresponds to 0.75 AU from the Sun.

In Fig.7.3, we present the global view of the total ion density, which highlights the

extremely long ion tail. In the results we find the density of the background solar

wind does drop with 1/r2, as it should. With this modified boundary condition, the

angle between the bow shock flank and the comet-sun line spreads wider than that

without the spherical expansion treatment.

In this section, we focus on the abundance ratios of water group ions close to

the nucleus and in the distant tail. Fig. 7.4 shows the modeled water group ion

abundance ratios close to the nucleus. It can be easily seen that H3O+ ions dominate

inside and near the contact surface. Farther away, H2O+, OH+ ,and O+ take their

turns to be the major ion species in that order. It can be readily explained by

where they are born. H2O+, OH+, and O+ are mainly generated by photo-ionization,

so they have highest densities if their parent neutral species is most abundant in

that region. Fig 7.5 shows densities of neutral species as functions of cometocentric

distances. We find H2O density to be highest near the nucleus but decaying fastest,

therefore H2O+ is only concentrated in a relatively small region, as is H3O+ because it

is mostly produced by proton exchange reactions between H2O+ and water molecules.

In contrast, atomic O is decaying the slowest and constantly gets ionized to O+, so

we can expect O+ to have a very broad distribution and be dominant at distances far

away from the comet.

Fig. 7.6 shows the modeled water group ion abundance ratios in the distant

tail. H3O+ and H2O+ are concentrated in the center of the tail, while O+ has highest

relative abundance in the outer part. This is a natural outcome of the scale lengths of
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Figure 7.4: Abundance ratios of water group ions near the nucleus.
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Figure 7.5: Density distributions of neutrals following a Haser-type distribution for
comet McNaught at 0.75 AU. This neutral density is then used as a background input
for the MHD model.

the original neutrals. The similarity of the abundance ratios between the near nucleus

region and the distant tail implies that in this model each streamline preserves some

information upstream that one can obtain downstream.

Next we examine the evolution of water group ions in different regions and try

to establish the link between ions near the nucleus and far down the tail. As neu-

tral densities decay exponentially due to the photo-chemical destruction and expand

spherically with 1/r2, they become very depleted at some distance away from the

comet nucleus. For example, H2O, OH, and CO densities drop below 1/cm3 around

1 Mkm. This can be seen from Fig.7.5. The neutral-related reactions such as photo-

ionization and charge-exchange are important within this distance. Here we define

the area where all chemical reactions are active as the chemistry-active region. Be-

yond that distance down the tail, only electron recombination is significant. This

region is defined as a chemistry-quiet region. Less complicated by other processes,

it is easier to analyze the asymptotic behavior in this region. From Table 7.4, we
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Figure 7.6: Abundance ratios of water group ions in the distant tail (about 1.6 AU
from the nucleus). The black solid lines with arrows represent streamlines.
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notice that the recombination coefficient constants for H2O+ and H3O+ are the same.

In the chemistry-quiet region, the continuity equations of H2O+ and H3O+ in a one

dimensional steady state case, can be written as

ux
∂nH2O+

∂x
= −(αne)nH2O+ ,

ux
∂nH3O+

∂x
= −(αne)nH3O+ .

We also have

∂nH2O+/nH3O+

∂x
=

∂nH2O
+

∂x
nH3O+ −

∂nH3O
+

∂x
nH2O+

n2
H3O+

.

The above equations yield

∂(nH2O+/nH3O+)

∂x
= 0.

This observation indicates if one parcel of H2O+ and one parcel of H3O+ are travelling

together along the same streamline at a same speed, they will have the same fraction of

ions convert to neutrals and thus the abundance ratio will remain the same under the

assumption that α(H2O
+) equals α(H3O

+). Therefore, given one point with a specific

H2O+/H3O+ down the tail in the chemistry-quiet region, one is able to trace upstream

along the streamline and locate a point with the same ratio at the outer boundary of

the chemistry-active region. It also implies the possibility to extrapolate the relative

abundances at very large cometocentric distances if the chemical composition in the

chemically active region is known. Here we should note that that streamline’s ability

to preserve the abundance ratio requires that streamlines do not interact with each

other. But realistic solar wind conditions can change rapidly and there are turbulence

and various wave activities, all of which are capable of twisting the streamlines and

potentially mixing the chemical compositions.
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Table 7.8: Comparison of abundance ratios from model and observation.

Model Observation
O+/OH+ 7.3 10
OH+/H2O+ 3.1 3.3
H2O+/H3O+ 5.9 3

7.3.4 Comparison with Ulysses observations

To make an accurate comparison, we need to determine where the comet was,

when the observed water group ions were produced at the comet. Since there is a

great uncertainty in the ion speed, our simple calculation shows the comet might be

at 0.5 AU to roughly 0.8 AU, if the ion speed ranges from 200 km/s to 800 km/s.

Here we choose 0.7 AU, which can give the best match. The abundance ratios from

the model and from the observed results published by Neugebauer et al. (2007) are

listed in Table 7.8. It can be seen that the species densities in our model are of the

same order as those of the observations. The modeled abundance ratios are also close

to the observational data.

We have also performed a simple calculation to approximate the relative abun-

dance ratios that considers only one parent species, water, and neglects all charge

exchange reactions. With the reaction rates for different products, we are able to

calculate ratios between them. For instance, the ionization rate for H2O to produce

H2O+ is 5.4×10−7/s and the dissociation rate to produce OH is 10−5/s. From this

follows the ratio of H2O+ to OH of 5.4×10−7/10−5=0.054. The simple calculation

shows O+/OH+=16.5 and OH+/H2O+=1.2. However, if proton exchange reactions

of H2O+ are involved, some H2O+ ions will be transformed to H3O+. The number

density of H2O+ without undergoing charge exchange reactions is higher than the

resulting number density of H2O+ with charge exchange reactions included. It is

reasonable to increase the ratio of OH+ to H2O+ by a factor of two or three to ac-
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count for this effect. Similarly, O+/OH+ can also be modified by some other charge

exchange reactions listed in Table 7.3. Hence, we can see from this analysis that both

our model results and the observational data are consistent with this expectation.

However, we notice the ratio between H2O+ and H3O+ is not as favorable as other

two. The difference may come from the uncertainty of the chemical reaction coeffi-

cients especially if in reality recombination rates for H2O+ and H3O+ are different, or

there is numerical diffusion in the MHD model. We get the ratio of 5.2 from model

results at 10 Mkm tailward from the nucleus, where the grid resolution is higher and

the streamlines with different origins are not mixed.

In addition, we show the 1-D profile of proton density, plasma velocity, and plasma

temperature along a vertical line cutting across the ion tail at x= -240 Mkm in Fig.7.7.

The modeled proton density in the tail is lower than the ambient solar wind, which

results from the bow shock’s shielding effect. We attribute the bump in the center

to the concentration of ions, which are originating from near the contact surface and

following the draped magnetic field. The modeled proton density is larger than the

observation by a factor of 2. The modeled ion temperature is in the same range as

obtained by Ulysses/SWOOPS. Our model results of the plasma velocity show the

center of the tail has the lowest velocity of about 200 km/s, which is lower than the

350 km/s observed by Ulysses. This would be the case if Ulysses did not fly exactly

across the center of the tail but about 1 Mkm away from the center (cf. Fig.7.7).
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Figure 7.7: Plasma temperature, velocity, and proton density along a vertical line
across the tail.
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CHAPTER VIII

A study of the effects of activity and nucleus

rotation on dust grain behavior in comet

67P/Churyumov-Gerasimenko

In this chapter, we will apply the dust model introduced in Chapter 4 to study

the Rosetta target comet 67P/Churyumov-Gerasimenko. Since we limit our study to

the vicinity of comet 67P, the radiation pressure and the sublimation of dust grains

are not considered. We will first compare our model with the DSMC approach and

then study the effects of the cometary rotation and activity on dust grains’ behavior

using a real-shaped nucleus. In addition, interpretations of some dust observations of

the Rosetta target comet 67P/Churyumov-Gerasimenko are also provided.

8.1 Boundary conditions

In the first study we do a comparison with DSMC model and we use a spherical

nucleus with a radius of 2 km and run the model in the inertial frame at four heliocen-

tric distances. We also assume the body are not rotating and the solar illumination

does not change. The gas flux and temperature are fixed at the surface of the body.

The inner boundary conditions of the four cases are compatible with those in Ten-

ishev et al. (2011). The surface temperature profile and the water flux distribution
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Figure 8.1: Surface temperature profiles (left) and water flux distributions (right)
at four heliocentric distances: 1.3, 2.0, 2.7, and 3.3 AU, which is reproduced from
Tenishev et al. (2011).

are shown in Fig. 8.1. The dust flux is assumed to be proportional to the H2O flux

and the multiplier is given by the ratio of dust-to-gas production rate. The initial

velocities of all dust grains are set to be 10−4 times of the H2O gas velocity and the

gas drag is then allowed to lift and accelerate the dust. The number density of dust

grains follows the power of law, with an exponent of -3: n(a) ∼ a−3, where a is the

radius of the dust grain. Since by definition all particles are initially started at the

same small velocity the local density distribution as well as the normally used dust

production flux distribution have the same power law at the surface. The gas-dust

physics then naturally produces the appropriate dust fluxes as a function of particle

size. All of the steady state runs are performed on a spherical grid. The highest

resolution is applied to the place close to the nucleus, where it is about 0.02 km in

the radial direction and 2.8 and 1.4 degrees in polar and azimuthal directions. Float-

ing boundary conditions are applied to the outer boundaries, where the resolution in

radial direction is about 2.5 km.

In section 8.2.2 the actual shape of the nucleus of comet 67P/Churyumov-Gerasimenko

is used to study the effects of a rotating nucleus on dust grain behavior. The geome-

try of the nucleus affects not only the gravity near the nucleus, but also the surface

area that can be illuminated by the sun. The activity map obtained in Fougere et al.

108



H2O H2O

Figure 8.2: The activity map on the nucleus surface of comet 67P from Fougere et al.
(2016).

(2016), combined with the changing solar zenith angle, provides the boundary con-

dition on the surface, which is shown in Fig. 8.2. At some regions on the nucleus,

the surface normal can be perpendicular to the direction of the gravity, which allows

very large dust grains to leave the surface. At other locations where the gas flux is

low and the gravity is large, heavy dust grains cannot be lifted by the gas. The max-

imum size of liftable dust grains can be calculated by the local flux and the gravity

force in the normal direction of the surface, which is expressed as amax = 3
8
Cdzuout
ρggnormal

,

where z is the local gas mass production rate, uout is the normal velocity of gas, ρg

is the bulk density of dust grains (1 g/cm3 in this work) and gnormal is the normal

component of the gravitational acceleration. If one dust fluid has a size larger than

the local maximum liftable size, the density of that fluid is set to a small number

and the velocity is set to zero. In addition, the model is run in the co-rotating frame

of the comet to fully account for the rotational effects. Case 1 applies an imaginary

condition when the sun is rotating with the comet at the same rate, to illustrate the

effect of a fixed boundary condition. Case 2 is more realistic, with a revolving sun in

the rotating frame, which results in a time-varying boundary condition. Our setup

may be still different from the real solar and cometary condition, but it is enough for

our purpose of a theoretical study.
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8.1.1 Treatment of returning dust grains

Because of the varying surface boundary conditions, there are dust grains of the

same size that can be lifted in some regions on the comet but cannot in other regions.

Some of the lifted grains are carried away by the gas from the nucleus forever, but

some on different trajectories may be lifted first and then at some point in space

are subjected to more gravity than the dust drag force. These latter ones are called

returning dust grains and will end up resting on the surface region unless the boundary

condition changes to lift them again.

The returning dust grains can be treated in a straightforward way with the DSMC

approach, but require special considerations in a fluid model. As vacuum is not

allowed in fluid models, every dust fluid has to have a density at every point in

the computational domain, even if it can never be lifted at the inner boundary. If

no measure is taken, the very small amount of dust in the whole domain will be

attracted to the nucleus and accelerated by the gravity, resulting in a density pile-

up and a relatively high speed near the inner boundary. To minimize the numerical

artificial effects, we prescribe a “free falling zone”, which is a small zone compared

to the whole domain. Inside the “free falling zone”, returning dust grains or grains

of unlifable sizes are allowed to fall back to the comet. Outside of that zone, if dust

grains there cannot be dragged away by the gas, they will stay fixed at where they

are. The “free falling zone” is within 15 km from the nucleus in this work.

8.2 Results and discussion

8.2.1 Comparison with the DSMC model

This section studies the differences and similarities between the results from our

model and the DSMC model in Tenishev et al. (2011). Fig.8.3 shows the number

densities of gas and dust grains in the vicinity of the nucleus and at a larger scale
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obtained by our fluid model. We can spot density spikes in both dust number density

figures, but not in figures of gas. The spike exists near the surface and grows bigger

and more significant at a larger distance. Similar spikes can also be found in Fig. 8.4

from Tenishev et al. (2011), and are regarded as a signature of dust grains. It appears

where sharp gradients in the water flux and temperature take place. The spike region

has a lower velocity than the lower solar zenith angle (SZA) region and a resulting

higher density than the higher SZA region. The velocity difference caused by the

boundary condition is relatively large compared to the low dust velocity. Therefore,

the spike cannot be found in gas figures and is also contributed by slower dust particles

that drift from the higher gas flux to the lower gas flux region.

Fig.8.5 offers an example of returning dust grains close to the comet. The results

are similar to those in Fig. 13 of Tenishev et al. (2011), which is reproduced in

Fig. 8.6. Differences are due to the fluid nature of these calculations and the particle

nature of the DSMC models. The sun is in the negative x-axis direction. Near x=0

km, the once lifted dust grains fall back to the nucleus. At the higher SZA region,

dust grains that are originally in space get accelerated by gravity and are drawn

toward the nucleus. The dust speed at the higher SZA region is comparable to that

in the lower SZA region, but the density of accumulated dust grains on the night side

is much lower than the day side. We also want to point out that our returning dust

grains are fewer and travel a much shorter distance along the ground than those in

the DSMC model. Our explanation is that the dust grains in the DMSC model can

go in various directions at one point in space and those with a tangential velocity

are more likely to return. In addition, the cells in DSMC model are much smaller

than the fluid model near the surface. With individual dust particles there is more

opportunity for small scale structures in the DSMC. However, in the fluid model, all

dust grains of the same size are treated as one fluid and share a single bulk velocity.

In our case, most of the lifted dust grains only have a radial velocity, which make it
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Figure 8.3: The number of densities of H2O (upper panel) and all dust grains (lower
panel) in the vicinity of the nucleus (left) and at a larger distance over 30 km (right)
at a heliocentric distance of 1.3 AU. The solid black lines are contour lines and the
solid black lines with arrows are streamlines of H2O and dust velocities.
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Figure 8.4: The total dust number density in the vicinity of the nucleus (left) and at
a distance of up to 80k̃m from the nucleus (right) for the heliocentric distance of 1.3
AU, extracted from Tenishev et al. (2011).

difficult for them to return to the nucleus.

Figs.8.7-8.8 show the total dust number densities and the the mean dust speeds

extracted from radial lines at several SZAs. The left column represents our model

results and the right are the DSMC model results reproduced from Tenishev et al.

(2011). The four rows represent four cases at different heliocentric distances: 1.3, 2.0,

2.7, and 3.3 AU, respectively.

In Fig.8.7, two columns show similar trends: densities drop more sharply within

20 km than beyond that distance; lines at a lower SZA tend to have a larger density.

We also notice that the dust number densities in our model are about 2∼3 times of

that in the DSMC model. The major reason for the difference is the number of bins

used to group dust grains by the radius or the resolution of dust particle. Since the

dust number distribution follows the power law with an index of -3, i.e., n(a) ∼ a−3,

the lower end of the spectrum has a higher number density. If the same amounts of

dust mass are distributed into different bins of sizes by the same power law, each bin

should have the same amount of mass, since the mass of the dust grain m(a) ∼ a3

and the mass density distribution is not dependent on size, n(a)m(a) ∼ 1. Therefore,

if the same amount of mass is distributed in fewer bins, the bins of the smaller size

113



Figure 8.5: The number density and the speed of the dust grains with a radius of
10−4m near the nucleus at a heliocentric distance of 2.7 AU.

Figure 8.6: The total number density of dust grains integrated over the radius interval
of (1-1.5)×10−4 m and the speed of dust grains with radius of 10−4 m, reproduced
from Tenishev et al. (2011).
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Figure 8.7: Dust number densities along radial lines at several subsolar angle as func-
tions of cometocentric distance. The four rows represent four heliocentric distances
of 1.3, 2.0, 2.7, and 3.3 AU respectively. The left column show our model results and
the right column are reproduced from Tenishev et al. (2011).
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receive more mass. For example, in the case of 6 bins, the 10−7m sized grains have

1/6 of the total mass. Using the distribution function and increasing the number of

logarithmically spaced discrete dust sizes to 40, now the 1/6 of the total mass will

be distributed among bins of sizes ranging from 10−7m̃ to 10−6.25m̃. As a result, the

same amount of mass creates fewer dust grains in the case of 40 bins than in the

case of 6 bins. Our model has 6 logarithmically spaced discrete dust sizes, while the

DSMC model has about 50 bins and has a continuous distribution of sizes within each

bin rather than one size per bin. Following the reasoning above, we expect our model

with fewer bins overestimates the total number density. One can also find that in the

left column, the number density at the SZA of 90 degrees is higher than that at 135

and 175 degrees in almost all cases, while the most cases in the right column do not

show the same pattern. It may be caused by the dust grains, which are ejected at

the lower SZA region but fall back to the surface at the higher SZA region.

In Fig.8.8, the speeds in all plots increase sharply within 20 km, before reaching

their terminal speeds. Similar to the behavior in the density plots, the speeds at lower

SZAs are higher than those at larger angles, which are the results of the boundary

condition on the nucleus surface and the almost radial expansion of the dust grains

and gas. In the fluid model, the speeds at the SZAs of 135 and 175 degrees are very

close, while the DSMC model has a higher speed at 135 degrees, which may indicate

a more diffusive coma in the DSMC model, consistent with observations in other

model comparison papers (Bieler et al., 2015). In addition, there are probably more

odd particles coming from various original locations in the DSMC returning onto the

nightside in different orientations, compared with the fluid model. We also notice

that the terminal speeds in the DSMC model are about 10% higher in most cases. It

is likely to be caused by the dust grain’s drag effect on H2O, which is included in our

model but not in the DSMC model.

Figs.8.9-8.10 show number densities and speeds of different sized dust grains at a
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Figure 8.8: Mean dust speeds along radial lines at several subsolar angle as functions
of cometocentric distance. The four rows represent four heliocentric distances of 1.3,
2.0, 2.7, and 3.3 AU respectively. The left column show our model results and the
right column are reproduced from Tenishev et al. (2011).
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Figure 8.9: Dust number densities at a cometocentric distance of 30 km as functions
of the solar zenith angle. The four rows represent four heliocentric distances of 1.3,
2.0, 2.7, and 3.3 AU respectively. The left column show our model results and the
right column are reproduced from Tenishev et al. (2011).
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Figure 8.10: Dust number densities at a cometocentric distance of 30 km as functions
of the solar zenith angle. The four rows represent four heliocentric distances of 1.3,
2.0, 2.7, and 3.3 AU respectively. The left column show our model results and the
right column are reproduced from Tenishev et al. (2011).
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distance of 30 km to the nucleus as a function of the SZA. Similar to the previous

figures, the left column represents our model results and the right are from the DSMC

model. The four rows represent four cases at four heliocentric distances: 1.3, 2.0, 2.7,

and 3.3 AU, respectively. The expected difference in the dust number densities of

neighboring sizes is about 3 orders of magnitude, according to the number distribution

at the surface. Because of the difference in the velocities, the results have a difference

in the number dust densities of neighboring sizes smaller than the expected value,

indicating the number distribution in space is flatter than that at the boundary. In

addition, both models display the classical dust speed’s dependence on size, v ∼ a−0.5.

If one group of dust grains have sizes 10 times than another group, the dust speed of

the larger dust grains is about 1/3 of the smaller ones’ speed.

From Figs.8.9-8.10, we can see that both models have quite similar profiles of

dust densities and speeds, which in general have higher values at higher SZAs. Local

maxima or spikes, corresponding to the spikes in the previous 2-D plot, are also

spotted in the line plots of dust number densities from both models. The spikes in

our model occur at a slightly lower SZA and appear less prominent than those in the

DSMC model. For the dust grains that can be lifted, the variations in densities and

speeds at different SZAs are less than one order of magnitude. Some large dust grains

cannot be lifted on the nucleus surface beyond certain certain critical SZA, because

their sizes exceeds the local maximum liftable size. As a result of the boundary

condition, the densities and speeds of the large-sized dust grains are much lower

beyond that critical SZA. The plots also show at 30 km from the comet, such critical

SZAs exist in both model results as well. For example, in the 2.7 AU case, the critical

SZA for 10−4 m dust grains at the inner boundary is about 70 degrees. Our fluid

model shows at 30 km from the comet, the density and speed of 10−4 m sized dust

grains appear to be cut off beyond 70 degree, while in the DSMC model, the cut-off

occurs near 150 degree, with a less abrupt change in the speed profile. The difference
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is likely to be caused by the limitation of the fluid model in treating the returning

dust grains as we discussed before. The observation above indicates once again that

dust grains in the DSMC model are more diffusive than those in our model, which

we already mentioned in the previous discussion.

8.2.2 The effects of the cometary activity and rotation

This section studies the effects of the cometary activity and rotation on dust

grain’s behavior. Fig.8.11 shows the dust densities of 10−6m and 10−3m size at T=20

hours under different conditions of Case 1 (left)and Case 2 (right). We also want to

restate here that in Case 1 the sun’s subsolar point is fixed on the big end of the

nucleus, while in Case 2 the sun is rotating around the nucleus with a period of 12.4

hours in the comet’s reference frame.

In Fig.8.11 we can find that the density of 10−3m sized dust grain shows a clear

spiral pattern. In contrast, light and fast 10−3m sized dust grains are not affected

significantly by the cometary rotation, because their dust speed are much larger than

the co-rotating speed of about 5 m/s at a distance of 40 km. We can also see the

spiral pattern in Case 1 is much more prominent than Case 2. Case 2 has more spirals

and more uniformly distributed dust grains. These results may suggest that if there

is one dominant jet or activity independent of the solar illumination, a clear spiral

pattern is highly probable to exist in the plane perpendicular to the rotating axis.

The combination of the solar illumination and the nucleus rotation is also able to

produce spirals, which may be more difficult to observe.

Fig.8.12 shows the speeds of different sized dust grains at distances of 30 km (left)

and 50 km (right) from Case 2 as a function of the azimuthal angle φ. We find the

10−5m-sized dust grains are consistently faster than the other two groups. Because

of the cometary activity and rotation, the speeds of 10−3m-sized and 10−4m-sized

dust grains are close to each other and do not reveal clear dependence on size as
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Figure 8.11: Number densities of dust grains with radii of 10−6m (upper panel) and
10−3m (lower panel) from Case 1 (left) and Case 2 (right).
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Figure 8.12: Speeds of 10−3 to 10−5m sized dust grains at cometocentric distances of
30 km and 50 km from Case 2.

runs in section 8.2.1 do. A similar conclusion is also reached by dust measurements

(Rotundi et al., 2015). Some measurements were made in the coma of comet 67P by

the impact sensor (IS) and the grain detection system (GDS) on GIADA, and are

listed in Table 1 of their paper, which is reproduced here in Table 8.1. The GDS is

able to detect dust grains when they pass through a laser curtain near the spacecraft,

when the IS can measure the momentum of dust grains impacted on the plate of the

sensor. GDS alone provides the speeds and optical cross-sections of grains. When it

is combined with the IS momentum measurement, the dynamics of dust grains can

be more accurately characterized than by one instrument. The measured dust grains

have sizes within 10−4m and 10−3m and most of them are detected at cometocentric

distances between 30 and 50 km. Our model may offer an interpretation as to why

there is no clear dust speed dependence on size, as shown by the GIADA observations.
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Table 8.1: GIADA GDS and IS observations made at heliocentric distances between
3.6 and 3.4 AU, reproduced from Table 1 of Rotundi et al. (2015). The event number,
detected dust velocity and cross section, and the detection distance are listed.

Event number dust velocity (m/s) cross section (m2) cometocentric distance (km)
5 3.2 5.6±1.9×10−8 92.9
16 2.6 1.4±0.4×10−7 61.7
21 4.7 2.3±1.2×10−8 54.0
23 2.6 9.2±3.0×10−8 57.4
26 2.9 2.7±1.9×10−8 53.2
27 2.8 7.4±2.3×10−8 51.8
33 3.0 3.1±0.3×10−8 29.7
34 2.8 7.4±0.6×10−8 29.7
35 3.6 3.1±1.6×10−8 30.1
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CHAPTER IX

Conclusion

In this thesis, we have introduced the complicated cometary environment that

results from the interactions among neutral gases, plasma, and dust grains. The cur-

rent understanding of the physical and chemical processes underlying the interactions

are also revisited. As technologies advance and accurate observations accumulate,

more mysterious phenomena tend to emerge, challenging our current understand-

ings. Numerical models powered by supercomputers are in demand to interpret the

observational data and test hypotheses proposed by new theories. Therefore, numer-

ical models are indispensable in deepening our understanding despite being built on

current knowledge.

Three models all using a fluid approach have been developed to study the plasma,

neutral gas, and the dust grains, respectively. Many important and relevant physical

and chemical processes are incorporated into the models. Tailored to specific needs,

the three models have been applied to studying the problems arising in observations.

The plasma environment of comet C/2006 P1 (McNaught) is simulated using a

multi-species MHD model over a wide range of heliocentric distances from 0.17 AU to

1.75 AU. The model input parameters are taken from various published observations,

which should lead to reasonably realistic model results. The solar wind interaction

of the comet at various locations is characterized and typical subsolar standoff dis-
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tances of the bow shock and the contact surface are presented. Analytic solutions of

bow shock and contact surface positions are also compared with the model results

and show good agreement in general. These comparisons enable us to improve our

understanding of the underlying physics of the plasma environment of the comet. In

addition, we modified the computational mesh of the multi-species model for the case

when the comet is at 0.7 AU so it can be compared with the measured water group

ion abundances from the Ulysses/SWICS 1.7 AU down-tail from the comet and mod-

eled velocity and temperature compared with the observations by Ulysses/SWOOPS.

The model results show reasonable agreement with the observed water group ion

abundances as well as the specific species abundance ratios. The similarity of the

SWOOPS data across the tail and the model results is also displayed.

The multi-fluid neutral gas coma model is applied to comet 67P at various helio-

centric distances and demonstrated that it produces comparable results as the DSMC

model, which is based on a kinetic approach and physically correct in all collisional

regimes encountered at the comet. Therefore, our model may serve as a powerful

alternative to the particle-based model, especially for computationally intensive 3D

and/or time dependent simulations.

As the model is capable of simulating the photochemical reactions and the redis-

tribution of the excess energies via collisions in all collisional regimes, we are able

to show the nonlinear relationship of production rate and heliocentric distance on

the water expansion speeds. For the case at 1.0 AU, when the production rate is

lower than 1028 s−1, the increase in production rate will not make much difference.

If the production rate is equal to or larger than 1029 s−1, H2O is accelerated and

heated significantly by the photochemically produced hot daughter species, mostly

atomic hydrogen. The variations in temperature and mean molecular mass along the

cometocentric distances are also discussed. In addition, our results are comparable to

previous model results and remote observations, suggesting validity and applicability
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of the model to interpret cometary observations over a wide variety of production

rates and heliocentric distances.

The new 3-D cometary dust model, which takes into account the major physics

characterizing the dust-gas interaction, is compared with the DSMC model, which

has been successfully applied to studying various cometary problems. The comparison

shows a good agreement, and also illustrates the limitation of the fluid model in mod-

eling the returning dust grains. In order to study the effects of the cometary activity

and rotation, time-dependent simulations are run on a newly developed “roundcube”

mesh in the rotating cometary reference frame. Our results reveal that a spiral pat-

tern can be found for heavy and large dust grains. If a dominant jet persists on the

comet, the spiral can be more prominent. Dust spirals can be an indicator of the par-

ticle size and the particle velocity, which may also give information about the local

gas flux. In addition, the effect of rotation offers one explanation to the question why

there is no clear dust speed dependence on size in some of the dust observations.

9.1 Future Work

Our models’ capability of solving complex and time-dependent problems is demon-

strated, showing the promising future applications to more complicated problems. In

the future, the multi-fluid ion and the multi-fluid neutral models can be coupled to-

gether to treat the different scales of spatially extended OH+, H2O+, O+ and H+

pickup effects on the solar-wind interaction with the comet. Combined with the

roundcube mesh for rotation and the dust fluid model including sublimation, the

multi-fluid neutral gas model can be used to study wide-scale ground-based images of

daughter species. Charged dust models can be developed based on the neutral dust

model and can also be coupled with multi-fluid ion model, in order to study the effect

of charged dust on the cometary plasma environment.

As all of the three models are based on the BATSRUS code of the Space Weather
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Modeling Framework (SWMF), coupling between them can be implemented easily.

In addition, the powerful framework can also make challenging numerical simulation

feasible and efficient. For example, it is difficult to couple the heavy dust grains

moving at 10 m/s with the normal solar wind plasma, which has a speed of 400 km/s.

As in time-dependent simulations the global time step is determined by the fastest

fluid, a huge computational inefficiency is introduced by the large differences in speeds

of different fluids. However, in the SWMF the plasma and the dust grains can run in

two separate codes with their own time steps but on the same grid. The two codes

can exchange information with each other to calculate the coupling terms at a certain

frequency. Therefore, the model coupling can be done in a physical and efficient way

in the SWMF.
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Gombosi, T. I., D. L. De Zeeuw, R. M. Häberli, and K. G. Powell (1996), Three-
dimensional multiscale MHD model of cometary plasma environments, J. Geo-
phys. Res., 101, 15,233–15,252, doi: 10.1029/96JA01075.

Grad, H. (1949), On the kinetic theory of rarefied gases, Communications on Pure
and Applied Mathematics, 2 (4), 331–407, doi: 10.1002/cpa.3160020403.

Häberli, R. M., K. Altwegg, H. Balsiger, and J. Geiss (1995), Physics and chemistry
of ions in the pile-up region of comet P/Halley., A&A, 297, 881.
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