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ABSTRACT

Nanoengineered Functional Structures for Photonic and Microfluidic Applications

Owing to their extraordinary ability to interacting with external stimuli as well as their versatile functionalities hardly observed in bulk systems, micro- and nano-scale materials, structures, and phenomena have been the subject of increasing interest from both academia and industry. Many diverse fields including optoelectronics, photonics, bioengineering, and energy conversion have all shown significant increases in utilization of, and need for, micro/nano-scale features. To meet this demand, not only novel manufacturing methodologies, but also underlying physics and design principles are called for.

This thesis work addresses these issues while focusing on three main topics: (1) how certain fundamental nanostructures such as periodic nanopatterned surface, multilayers and charged particle-line can be utilized as functional building blocks for multidisciplinary applications ranging from nanoparticle/biomolecule manipulation to optoelectronics/photonics; (2) how these functional nanoarchitectures can be engineered in a continuous and scalable manner to increase the manufacturing throughput; and (3) the underlying physics and the design principles of these nanostructures in particular application systems.
More specifically, large area, 1D/2D periodic sinusoidal nanopatterned surface based on Dynamic Nano-inscribing (DNI) patterning technique is developed. And its applications to nanoparticle assembly/sorting and light extraction from GaN LED are investigated. By exploiting this sinusoidal nanovoid pattern and geometry-dependent ionic entropy, we successfully realized the size-selectively confinement and patterning of submicron-sized particles over a large area. Moreover, general method of light extraction from trapped modes by using these 1D/2D sinusoidal nanogratings have been developed. We applied our method to flip-chip GaN LED and a further enhancement of the total radiative power in addition to the PSS structures have been observed.

Metal/dielectric multilayer structures are widely used as fundamental building blocks for photonic crystal/metamaterials, color filters and anti-reflection coatings. Here in this work, we are focus on the applications of metal/dielectric multilayers on hyperbolic metamaterials (HMM) and surface-plasmon coupled light emission from 2D materials and organic light emission materials. For hyperbolic metamaterials, we show that by using thin (~7nm) Al doped Ag metal films, we can dramatically improve the performance as well as the photon density of state (DOS) of the HMM. However, a further discussion on the nonlocal response of electrons in ultrathin (sub-1nm) metal films have been conducted and shows that the nonlocality induced by quantum effects of electrons (degeneracy pressure, diffusion kinetics and tunneling) can dramatically induce the transitions of the photonic topology of the metamaterials and intrinsically limit the DOS. Metal/dielectrics multilayers are also used to study the exciton-plasmon energy transfer and surface plasmon coupled
light emission from 2D semi-conductors (WSe2) and organic light emission materials (Super Yellow). Based on one optimized planar multilayer structure we observed an 8 times enhancement of the PL signal. And we applied this concept to OLED structure, enhancement of the efficiency were also observed from SY-based OLEDs.
Chapter 1

Introduction

1.1 Background

In our daily life, lot of things naturally or artificially share similar fundamental structures in vary scales and areas, showing dramatically different functionalities. These fundamental structures, even those are very common in macroscale and in our daily life, could show fantastic novel properties and enable great applications when reproduce and implement smartly in nanoscale. Those nanoscale structures are of great interests due to their ability to sensitively interacting with external stimuli such as light, force, charges and chemical species, as well as their extraordinary properties (e.g. mechanical, electrical, optical, and chemical) which are hardly observed in bulk systems. These outstanding characteristics found in nanoscale structures have led to a significant amount of research effort for their utilizations to a variety of applications ranging from photonics to microfluidics. Thus nanostructures, working as functional building blocks, are of great interest and not only novel fabrication technique but also the “smart” way of utilizing them are highly desired. This PhD thesis presents some of the recent developments of the above aspects.

Periodic nanoscale patterned surfaces are one of the most widely used nanostructures, due to their various functionalities and all kinds of established fabrication methods. However, the applications of nanopatterned surfaces are still far to be fully explored and making
desirable, large area nanopatterned surface on specific substrate in a low cost manner are still demanded. Here in this thesis, we introduce a kind of 1D/2D sinusoidal nanopattered surface by utilizing Dynamic Nano-inscribing (DNI) patterning technique. This technique enables large area patterning on flexible substrate in a very cheap manner. Based on a 2D DNI nanovoid pattern, we realized size-selective confinement, patterning and sorting of different size of sub-micron particles. Size-selective particle confinement, separation and sorting are highly desired in various applications such as diagnostics, chemical and biological analyses. But conventional methods such as pinched flow fractionation (PFF), lateral displacement sorting, dielectrophoresis (DEP), optical and acoustic manipulation usually require a continuous driving flow, complicated streamline and microfluidic channel design and usually work for particles with size in microns. Thus separation and sorting submicron-sized particles and biological objects with high throughput are still very challenging and demanding. The size-selective localization of particles in the void patterns are due to the interplay among the nanoparticle-pattern geometry, electrostatic interaction and ionic entropy change induced by charge regulation in the electrical double layer (EDL) overlap region. The principle can be generally applied to other particle-surface systems of different sizes and geometry, and this method could be extended to applications of biological objects directed assembly, separation and patterning.

Trapped modes of light are very general, which intrinsically limit the performance and applications of many photonic/plasmonic systems such as LED, OLED and photonic metamaterials (HMM). Here in this thesis, we experimentally demonstrate a mask-free,
low-cost and highly scalable method of light extraction from trapped modes by using 1D sinusoidal nanogratings fabricated by Dynamic Nanoinscribing patterning technique (DNI). We applied our method to flip-chip GaN LED and a further enhancement of 10% of the total radiative power in addition to the PSS structures have been observed. A general model describing the light-out coupling from trapped modes by using gratings are also developed in the language of photon population distribution and photon momentum transforming. Based on this model, we discovered the general efficiency enhancing conditions and the design principles to optimize the out-coupling efficiency by engineering both the nanoscale grating structures and the photonic density of states in the systems.

Planar metal/dielectric multilayer structures are one of the most important fundamental structures for nanophotonics and plasmonics with various applications like metamaterials, plasmonic waveguide, thin film color filter and multilayer optoelectronic devices. Here in this thesis, we demonstrated a high performance hyperbolic metamaterials based on metal/dielectric multilayers with home developed ultrathin (7nm), smooth, wetting layer free Al-doped Ag films. This hyperbolic metamaterial showed continuous optical response, great hyperbolic dispersion and much higher photonic density of states compared to conventional HMM made with thicker metal films. This ultrathin Al-doped Ag film also provide other potential applications such as transparent electrode and plasmonic waveguide. Moreover, motivated by the question of exploring ultrathin limit of HMM by using some atomic level thin metal films and 2D materials, an theoretic study on the nonlocal response of electrons in ultrathin (sub-1nm) metal films have been conducted and
shows that the nonlocality induced by quantum effects of electrons (degeneracy pressure, diffusion kinetics and tunneling) can dramatically induce the transitions of the photonic topology of the metamaterials and intrinsically limit the DOS. We demonstrated that the mechanism is due to the reduced electron response and excited bulk plasmon induced by electron-electron interactions. These results also provide an alternatively explanation to the plasmonics behaviors of monolayer and multilayers graphene based materials.

Plasmonics enhanced light-matter interaction obtain great interest in optical and quantum communities due to its fundamental importance and various applications such as Raman detection, LED, photodetector, light modulators and so on. Metal/dielectrics multilayers are also used to study the exciton-plasmon energy transfer and surface plasmon coupled light emission from 2D semi-conductors (WSe2) and organic light emission materials (Super Yellow). Based on a 3 layers, deep sub-wavelength, dielectrics/metal/dielectrics structures, we observed a very sensitive separation distance dependent light emission enhancement phenomena. Based on one optimized planar multilayer structure we observed an 8 times enhancement of the PL signal. And we applied this concept to OLED structure, the distance dependent enhancement of light emission were also observed from SY-based OLEDs with both optical and electrical pumping. A decent analysis were conducted for the mechanism of these phenomena. We found the well-established conventional light-emitting theory cannot give a good explanation. A new model considering the FRED like non-radiative exciton-surface plasmon energy transfer have been suggested for the explanation.
1.2 Thesis outline

The thesis can be categorized into two parts: Periodic 1D/2D DNI nanopatterns and their applications for nanoparticle assembly/sorting and light-extraction from trapped modes; Metal/dielectrics multilayer structures and their applications for hyperbolic metamaterials and surface-plasmon-coupled light emission. These parts are closely correlated with each other.

DNI nanopatterns and their applications for nanoparticle assembly/sorting and light-extraction

Chapter 2 presents a sinusoidal nanovoid surface enabled by Dynamic Nano-inscribing (DNI) patterning technique and its application for nanoparticle assembly/sorting. We introduce briefly this DNI fabrication technique. We demonstrates the size-selective confinement, patterning and sorting of sub-mirosized particles which are typically difficult in other particle sorting system. The mechanism is also demonstrated as geometry induced ionic entropy change and electric double layer overlapping.

Chapter 3 presents the application of 1D DNI patterned nanograting in application of light extraction. For demonstration, we integrate this nanograting to flip-chip GaN LED and a further enhancement of 10% of the total output power in addition to the PSS structures
have been observed. A general model describing the light-out coupling from trapped modes by using gratings are also developed in the language of photon population distribution and photon momentum transforming. A mixed level simulation is also introduced.

**Metal/dielectrics multilayers and their applications for hyperbolic metamaterials and surface-plasmon-coupled light emission**

**Chapter 4** presents a high performance hyperbolic metamaterials (HMM) enabled by ultrathin, smooth and low-loss Al-doped Ag film. We briefly introduce this Al-doped Ag film and the basics of HMM. HMMs consisting of thin constituent layers of Al-doped Ag films have both a low-loss and homogenous response. Also, they support a broader bandwidth of high-k modes as well as higher photonic density of states compared to HMMs made of thicker layers.

**Chapter 5** presents a theoretic study exploring the ultrathin limit of HMM based on ultrathin (sub-1nm) metal films or 2D materials. The nonlocal response of electrons are studied, showing that the nonlocality induced by quantum effects of electrons (degeneracy pressure, diffusion kinetics and tunneling) can dramatically induce the transitions of the photonic topology of the metamaterials and intrinsically limit the DOS. The mechanism is demonstrated as the reduced electron response and excited bulk plasmon induced by electron-electron interactions. These results also provide an alternatively explanation to the plasmonics behaviors of monolayer and multilayers graphene based materials.
Chapter 6 presents a 3 layer, deep sub-wavelength DMD structures to study the exciton-plasmon energy transfer and surface plasmon coupled light emission from 2D semiconductors (WSe2) and organic light emission materials (Super Yellow). A great enhancement of the PL signal has been observed from this 2D material-DMD structure and the enhancement shows very rapid distance dependence. Similar phenomena are presented in SY-based OLEDs with both optical and electrical pumping. The mechanism is discussed and a model considering the FRET like non-radiative exciton-surface plasmon energy transfer have been suggested for the explanation.

Chapter 7 summarizes the work in this thesis.
Chapter 2
Size-selective Confinement of Nanoparticles in Nanovoid Patterns by Exploiting Ionic Entropy

2.1 Introduction

Nanoparticles are of great interest in various research areas where their unique properties are exploited such as the strong interaction with light[1]–[3], their well-defined surface properties[4], [5], their high catalytic activity[6], [7] and in sufficiently small particles, their quantum confinement[8], [9] properties. In particular, if particles of a certain size can be placed in the array format many other applications can be exploited including photonic crystals[10]–[12], nanoelectronic devices[13]–[15], optical switches[16], [17] and filters[18], [19], filtration devices[20] and biological assays[21]–[23]. A prerequisite for these applications using particles ensembles as functional entities is the control and position selectivity of their arrangement on a surface. Doing so with standard microfabrication techniques is difficult, and it is often time-consuming and inefficient to create sparse patterns of small nanoparticles using subtractive top-down processing[24], [25]. Therefore a suitable particle patterning and assembly method with low cost and complexity are highly desired. Besides, size-selective particle confinement, separation and sorting are highly desired in various applications such as diagnostics, chemical and biological analyses, food and chemical processing and environmental assessment[26].
A number of methods have been reported for size-selective particle confinement, separation and sorting, including pinched flow fractionation (PFF)[27], lateral displacement sorting[28], hydrodynamic chromatography[29], electrophoretic deposition (EPD)[30], dielectrophoresis (DEP)[31], [32] and other active means utilizing magnetic, optical and acoustic manipulation techniques[26]. But most of these methods require a continuous driving flow, complicated streamline and microfluidic channel design and usually work for particles with size in microns. For submicron-sized particles, the intrinsic limitation of these methodologies make them not applicable. Thus separation and sorting submicron-sized particles and biological objects with high throughput are still very challenging.

In comparison, self-assembly emerge from particle-particle interactions enables the possibility of packaging particles over large scale. However, most self-assembly processes lack size-selectivity and the controllability of the particle arrangements as well as pattern features. However, directed assembly of particles utilizing particle-substrate interactions allow the greater control of the final particle positions as well as the selectivity. In contrast to conventional self-assembly, the geometry-induced electrostatic interaction[33] between charged particles and nanostructured substrate in ionic solution enable the directed assembly of particles, which does not merely fill predefined structures with randomly dispersed nanoparticles in solution, yet arranges nanoparticles at positions that are defined by the substrate’s nanostructured geometry and surface charge.
Here in this work, based on a nanovoid substrate fabricated by 2D dynamic nano-inscribing (DNI) patterning technique[34], [35], we present a low-cost and highly scalable method of trapping and sorting nanoparticles in a size-selective manner governed by the geometric-induced electrostatic and entropic interaction between nanoparticles and the nanovoid surface patterns.

2.2 Methods and Materials

2.2.1 Experimental system

Colloidal particles assemble into arrays whose order depends closely on the relative dimensions of the spheres as well as the pattern geometry. In the methodology proposed here, discrete nanoparticles are arranged on nanostructured surfaces using directed self-assembly of particles which is governed by the geometry-induced electrostatic interaction between the particles and the substrate. This is accomplished by creating a nanostructured 2D sinusoidal void pattern on a polymer substrate using the Dynamic Nano-Inscribing (DNI) technique (as seen in Figure 2.1). A sputter-coated oxide layer provides this void pattern with a surface charge when exposed to an ionic solution containing charged nanoparticles of opposite charge polarity, which initiates the spatial confinement.
Figure 2.1: Dynamic nano-inscribing patterning technique. (a) Schematic illustration of dynamic nano-inscribing (DNI) process for single-stroke 1D nanopatterning or 2D nanopatterning by sequential combination. A well-cleaved edge of the 700 nm-period nanograting mold of SiO2 (b) contacts to and slides over a polymeric substrate under a conformal contact and localized heating, continuously creating 1D grating (c) and 2D nanovoid patterns (d) having well-defined sinusoidal surface profiles. (e) Perspective view of 2D-DNI-fabricated nanovoid arrays.

Our process is based on generating a sinusoidal electrostatic potential on the 2D-DNI-patterned substrate that has the ability to couple with oppositely charged nanoparticles in an ionic solution ($10^{-3}$[M]). Most macromolecules as well as many oxide surfaces develop a net electric charge (by either the dissociation of chemical groups or the adsorption of ions from solution) when suspended in an ionic solution. The charged NPs undergoing Brownian motion in solution experience an electrostatic attraction in the vicinity of the oppositely charged surface. Our experimental device (Figure 2.2a) consists of a microfluidic cell chamber consisting of two transparent cover slips. One of these cover slips contains the 700 nm-pitched nanovoid array fabricated by 2D-DNI, coated with 10 nm thick Al2O3 oxide layer which is positively charged when immersed in an ionic solution. The other acts as a transparent medium for top-down microscopic characterization. As the suspension of negatively charged polystyrene NPs ($-1.8$ e/nm$^2$ -
−56 ± 13 mV) flows into the fluidic cell, their size and surface charge density control the trapping behavior. We can directly visualize the instantaneous confinement and assembly of fluorescently labelled 500 nm diameter polystyrene particles in the patterned voids. The 2D sinusoidal potential profile accentuates the trapping process, enabling the size specificity of this confinement methodology. A schematic, shown in Figure 2.2a, depicts the experimental setup.

![Figure 2.2: Experimental and simulation systems. (a) Experimental fluidic cell chamber schematic. (b) Simulation characteristics as the particle descends into the nanovoid in the z-direction.](image)

### 2.2.2 Nanostructured substrate preparation

Commercially available flexible substrates films like phenol formaldehyde resins (PF), polycarbonate (PC) and polyethylene terephthalate (PET) were pre-cleaned before patterning. Details of DNI processes along with mold preparation and cleaving procedure can be found elsewhere[34], [35]. All polymer substrates (PET and PC from Tekra Corp.) were used as purchased and cleaned using IPA followed by nitrogen drying before the
patterning process. To Perform DNI, we prepare a well-cleaved SiO₂ nanograting mold containing the desired pattern along the edge; then bring the mold edge in contact with the substrate at a proper angle and force, and then slide the mold edge over the substrate while maintaining a conformal contact. The polymer surface is plastically deformed by the nano-features on the mold edge, leaving behind a well-defined nanograting pattern. This process is subsequently repeated in the orthogonal direction, which produces the sinusoidal void pattern as shown in Figure 1. In DNI, the pattern period is dictated by that of the grating mold and voids of various sizes and geometry can be inscribed in a continuous manner at high speed (~ 1 m/min or greater). For instance, we used a SiO₂ grating mold with 700 nm-period for 2D nanovoid patterning in this work (unless otherwise noted in our data). Therefore the void patterns can be precisely inscribed to a certain size, depending on the size of the particle to be selectively trapped. Furthermore, the morphologies of the sinusoidal voids created by 2D-DNI can be specifically tailored by changing the substrate material, applied force, and processing temperature.

2.2.3 Microfluidic cell preparation

For the NP confinement cell fabrication, a 2D-DNI-patterned PC substrate was coated with a 10 nm-thick Al₂O₃ layer by RF sputtering (Lab 18-2, Kurt J. Lesker) and was put in the microfluidic cell chamber held at a separation of 1 mm by PDMS spacers between two transparent cover slips. Fluorescent labelled (FITC-525nm) polystyrene nanoparticles were purchased from Molecular Probes Ltd. and centrifuged and re-aliquoted into solutions with
varying ionic concentrations. This nanoparticle suspension at an initial volume fraction of 0.1 % wt was injected into the chamber at a fixed flow rate (10 μl/min). The ionic solution containing NPs was allowed to equilibrate inside the chamber for 15 minutes before microscopic observation.

2.2.4 Microscopic Characterization

Electron Microscopy was performed using a Philips XL30-FEG at the typical operating voltage of 5-25 kV. Solution conductivity and nanoparticle measurements were quantified using commercial DLS light scattering instrumentation (Zetasizer Nano, Malvern Instruments). For Fluorescence microscopy, we used an Olympus BX-100 to gather frames at various time intervals. Exposure times of 10ms, 30ms and 100ms were used to visualize the movement of particles in solution. As the particles were coated with FITC dye molecules, a 485 nm excitation light source was used to illuminate the sample. The experimental microscopy setup is shown in the Figure below.

Figure 2.3: Fluorescence microscopy setup for in-situ visualization.
2.2.5 Surface charge characterization

Solution conductivity and nanoparticle measurements were quantified using commercial DLS light scattering instrumentation (Zetasizer Nano, Malvern Instruments). The value of the zeta potential for the slit surfaces was estimated from electro-osmotic flow measurements in fluidic slits. For the oxide coated void patterns, the electrostatic potential distribution was theoretically estimated by solving the Poisson-Boltzmann equation using constant-charge boundary conditions and verifying overall electroneutrality of the system. Experimental surface charge density deviated from theoretical results due to three dimensional structuring of the surface. Metallic oxides form surface charges in the presence of ionic solution through dissolution and subsequent adsorption of hydroxyl ions in solution. Alumina surfaces immersed in an ionic solution acquire a positive surface charge density primarily through the dissociation of terminal -OH groups (see below). The degree of dissociation and thus the surface charge density results from an equilibrium between counter ions at the surface and free ions in the bulk electrolyte:

\[
\begin{align*}
\text{Al-OH} + \text{H}^+ & \longrightarrow \text{Al}^+ \text{OH}_2 & \text{pH} < 7.0 \\
\text{Al-OH} & \longrightarrow \text{AlO}^- + \text{H}^+ & \text{pH} < 8.2 \\
\text{Al-OH} + \text{OH}^- & \longrightarrow \text{AlO}^- \text{OH}_2 & \text{pH} > 8.2
\end{align*}
\]

This behavior and the polarity is highly dependent on the pH of the interacting solution. Electroosmotic flow experiments were performed to quantify and estimate the surface charge density of our void pattern. As seen in Figure 2.4, for a sputter coated Al$_2$O$_3$ film the surface charge density is positive at neutral pH and can be tuned by changing the pH of the solution.
Figure 2.4: Zeta potential (a) and electroosmotic surface charge density (b) estimations at various pH and ionic concentrations.

The charging behavior and capacity of Al2O3 films in solution have been extensively studied in the past and it should be noted that the surface charge density of Al2O3 films degrade overtime in ambient conditions caused by the above mentioned reactions. Conformity of the coating was confirmed using an SEM. The deduced surface charge densities are in relatively good agreement with other research groups that experimented with similar volumetric structures3. Furthermore, various other oxides like CaO, NiO and MgO can also be used to vary the polarity and degree of charging at the desired operating pH.

2.3 Directed nanoparticle assembly

Figure 2.5 shows the microscope images of 500nm PS nanoparticles trapped on the substrates with different surface conditions. In the absence of the nanovoid pattern on the substrate, only very few amount of particles are randomly adsorbed on the surface, even in the case when surface charges are presented by the Al2O3 layer. In contrast, in the presence
of the patterned surface with the oxide layer, much larger amount of particles are trapped onto the substrate. Moreover, as seen in the zoom-in image (and verified by SEM image) in Figure 2.5C, almost all trapped particles are well confined inside the nanovoids, i.e. they assemble into the pre-defined pattern on the substrate. The trapping is stable, even without any direct chemical linkage. The confined particles adhere to the surface strongly and cannot be removed by rinsing the channel with DI water. Only by using stronger physical force e.g. placing the substrate in an ultrasonic bath, most of the particles can be dislodged from the surface.

Figure 2.5: Particle directed assembly. Epi-fluorescent micrograph of 500nm diameter particles on (a) Un-patterned, uncoated polycarbonate substrate. (b) Un-patterned, 10nm Al₂O₃ coated polycarbonate substrate. (c) Patterned substrate coated with 10nm Al₂O₃. The insert charts show the zoon-in microscopy and SEM images of the trapped particles. (d) Nanovoids fill ratio as the function of the particle concentration. The diameter of the particles is 500nm.
In order to improve the trapping efficiency and particle pattern quality, we studied how the particle concentration affect the void pattern fill ratio. As this process is diffusion limited and no external stimuli is applied, increasing the particle concentration increases the fill ratio to a certain degree and further increasing the particle concentration beyond 0.01M did not appreciably increase the fill ratio as shown in Figure 2.5d. The fill ratio is saturated around 50% and this can be possibly explained due to the electrostatic repulsion from the particles already confined on the surface. Thus by increasing the spacing between the nanovoid or increasing the attractive particle-substrate interaction such as by increasing the nanovoid surface charge density, the fill ratio can be enhanced as well as the pattern quality.

2.4 Size-selectivity

While the 500nm size particles trapped in a similarly sized void could be expected, but an equally interesting occurrence would be whether a nanoparticle with other sizes could also be trapped in these voids. Therefore we performed experiment with a fixed void size and tested three different particle sizes (200nm, 500nm, 1000nm) to evaluate the trapping behavior. Under similar conditions and at the same mentioned flow rate we found that only particles of 500nm diameter were confined in the voids (Figure 2.6b and e). In the case of 200nm particles some non-specific adsorption was observed but no appreciable confinement in the voids (Figure 2.6a and d). Similar results were obtained when testing 1μm particles (Figure 2.6c and f).
2.5 Mechanism of size-selective nanoparticle confinement

These results indicate the size-selective nature of this method and provide the possibility for submicron-sized particle separation and sorting based on their size and surface charges. To understand this size-selective behavior, we modeled this system and simulated the interaction between the charged particles and the charged void surface using finite element analysis (FEA) method in COMSOL Multiphysics. We calculated the free energies for this system based on mean field Poisson-Boltzmann (PB) theory[36] and analyzed in detail the
The electrostatic potential contributed by both surface charges and ions can be calculated by the dimensionless PB equation,

\[ \nabla^2 \psi = \kappa^2 \sinh (\psi) \]  

(2.1)

where \( \psi = \frac{eQ}{k_BT} \) is the dimensionless electrostatic potential, \( \kappa = \frac{2c_0e^2}{\varepsilon\varepsilon_0 k_BT} \) and \( \kappa^{-1} \) defines the “Debye length” of the electrical double layers (EDLs).

We assume fixed surface charge at both particle surface and the surface of the void structures. The boundary conditions for the potential are defined by the surface charge densities:

\[ n \cdot \nabla \psi = -\frac{\sigma}{\varepsilon\varepsilon_0 k_BT} \]  

(2.2)

These equations were numerically solved using COMSOL Multiphysics, and next we calculated the free energy of the system by taking into account both the energetic and entropic contributions as a function of particle position above the patterned structure. The free energy of a charge distribution may be analyzed in terms of its electrostatic potential energy and the configurational entropy of the ions and solvent in the electrolyte. The electrostatic energy of the system is given by [36]:

\[ U_{es} = \frac{\varepsilon\varepsilon_0}{2} \int_V (E \cdot E) dV \]  

(2.3)

The entropy change of the system is given by (details see Section 2.8):

\[ \Delta S = k_B \int_V \left\{ \sum_i c_0 \left[ z_i \psi \exp(-z_i \psi) + \exp(-z_i \psi) - 1 \right] \right\} dV \]  

(2.4)
The integration volumes in both equations are the whole simulation system comprising the charged particle, ions and the surface of the nanovoids. The system’s free energy is then obtained:

\[ F = U_{es} - T\Delta S \quad (2.5) \]

So for our system, we can write the free energy as:

\[ F = \int_{V} \left\{ \frac{E_{0}}{2} (\mathbf{E} \cdot \mathbf{E}) - 2e_{0}k_{B}T (-\psi \sinh \psi + \cosh \psi - 1) \right\} dV \quad (2.6) \]

Figure 2.7: Energy profiles of the traps. (a, b, c) Geometry of the particles at the lowest positions in the voids for 200nm, 500nm and 1μm particles respectively. (d, e, f) Calculated energy change of the system, when particles are approaching the bottom of the void in z-direction for 200nm, 500nm and 1μm particles respectively.

Figure 2.7 shows the calculated energy change of the system, when particles with different size approach the bottom of the void in z-direction. Though from a purely electrostatic energy standpoint, there exists a counterintuitive energetic barrier preventing the particles reaching the bottom of the voids, which is due to the high E field as well as the stored
electrostatic energy between the particle and the substrate surface when they get close that depletes the initial screening ions in the EDLs, the free energy of the system that governs the final net force and potential experienced by the particles shows a clearly attractive interaction between the particles and the voids. The appearance of electrostatic energy barrier can be better understood by considering two parallel charged surface, which can be found in Section 2.6.1. The free energy of the two surfaces follow exactly the same behavior as the particle-void system. The attractive interaction governed by the free energy of the system makes the void behave like a trap and clearly for the 500nm particle, this trap has the deepest potential well and strongest confinement as compared to that for the 200nm and 1μm diameter particles. These results perfectly explained that the size-selectivity observed in the experiment is due to the free energy potential well for particles with size that appropriately fits the void.

It is instructive to examine the different roles of electrostatic and entropic contributions to the trapping process. The electrostatic interaction is responsible for attracting the particles toward the void surface, but when the surfaces of the particle and the void get close, the EDLs of the two oppositely charged surfaces overlap, the surrounding cations and anions are depleted in the EDL overlapping region, which weakens the screening of surface charges and thus increases the stored electrostatic energy between these two surfaces. However as the particle approaches the nanovoid surface, some ions from the overlapped EDL region are displaced to the free space above, thus increasing the entropy of the system and leading to strong confinement force. In our cases, the entropic energy contributes much
more to the final potential well and dominated the size-selective confinement as is shown in Figure 2.7. And a better geometric fit of the particle and the void will displace larger amount of ions as the gap between the two surfaces closes in, and therefore causes higher increase in entropy, which leads to deeper free energy well. Similar ion depletion process and the appearance of electrostatic energy barrier as well as free energy wells can also be observed in a simpler system of two oppositely charged parallel surfaces. Detailed discussions can be found in Section 2.6.1.

To verify this explanation, we calculate the depth of the free energy potential well experienced by the particles when they are at the lowest positions in the voids for particles of different sizes from 100nm to 1 μm, and we also calculate the areas of overlapping EDLs between the particles and the structures. As is shown in Figure 2.8, the depth of the potential well shows direct correlation with the EDLs overlapping areas and both of these two plots expect that the nanovoid structure with current geometry works best for the 500nm size particles. These numerical results support our explanations: the “best fit” particles have the largest overlapping areas with the nanovoid structures, which release most amount of ions and cause the largest entropy change. As a result, much deeper and sharper energy traps form for the particles of particular size. Since the nanovoid geometry is fixed in our experiment, only particles of particular size can be confined, leading to the observed size-selective confinement and separation of particles. Based on this explanation, the nanovoid pattern design can be optimized in order to better confine and extract desired particles with particular size and geometry, all in a single step process. A more detailed
discussion about the geometry of the nanovoids are conducted in Section 2.6.2. There we compare our DNI sinusoidal nanovoid structure with a better designed hemispherical nanovoid structure, which show a deeper free energy well for the desired particles and a much higher particle size selectivity. Thus a high resolution selective confinement and separation can be achieved with a well-designed geometry of the void structure.

Figure 2.8: Explanation of the size-selectivity. (a) Depth of the free energy potential well for particles in the voids with different sizes. The insets show the geometry of the nanovoids and particles at the lowest positions in the voids. (b) EDLs overlapping areas for particles in the voids with different sizes. The insets show the schematics of EDLs overlapping when particles are located at the lowest positions in the voids for 200nm, 500nm and 1μm particles. Only particles with particular size fit the void geometry well can obtain largest EDLs overlapping areas.
2.6 Discussions

2.6.1 Electrical double layers (EDLs) overlapping process

In order to explain the energy profiles and associated trapping process in our simulations, we conduct an analytical study on the overlapping process of the EDLs of two oppositely charged planar surfaces. The details of the methods can be found in Section 6 of this Supporting Information. Here we consider two charged planar surfaces with surface charge density of +2.03mC/m² and -1.6mC/m² immersed in the KCl solution with the ionic concentration of $10^{-4}$M as the same condition in our experiment.

![Figure 2.9](image)

Figure 2.9: Interaction energy of two charged planar surfaces. The surface charge density and ionic concentration are the same as we used in our experiments. A potential barrier has been observed from pure electrostatic energy around 2.5 Debye length.
Figure 2.9 shows the calculated interaction energy profiles for the charged surfaces with different separation distance (d). As we can see here, a potential barrier is also obtained from the electrostatic energy profile around 2.5 Debye length when the two surfaces are getting close, which indicates the electrostatic potential barrier we observed in our particle-nanovoide system is not unique of that system but the intrinsic nature of the overlapping EDLs.

![Figure 2.9: Electrostatic energy profiles for charged surfaces with different separation distances.](image)

Figure 2.10: Ions distribution (a) and E field distribution (b) between the two charged surfaces with different separation distance. When the two surfaces get closer, both cations and anions initially confined in the EDLs are released, leading to a high average E field between the two surfaces.

![Figure 2.10: Ions distribution and E field distribution.](image)
Moreover, if we plot the distribution of the screening ions and the E field between these two surfaces (Figure 2.10), it’s very clear that both the concentrations of the cations and anions decrease rapidly when the two surfaces are getting closer, which weakens the screening of the surface charges and leads to higher E fields (Figure 2.10b) as well as stored electrostatic energy between the two surfaces. But as we know, the stored electrostatic energy is an integral across the volume between the surfaces, so the electrostatic energy profile finally drops due to the decrease of the volume when the surfaces get very close to each other. Thus, it’s not difficult to understand why we observed electrostatic potential barrier for both particle-nanovoids system and the two planar surfaces. Furthermore, the depletion of the ions in the EDLs overlapping region shown in Figure 2.10a support perfectly about our explanation of the entropy change: ions initially confined in the EDLs are released into the solution, resulting in the increase of the entropy as well as the decrease of the free energy of the ionic system.

2.6.2 Effect of geometry: hemispherical vs sinusoidal nanovoids

As we explained in the main context, the size-selective confinement is due to the geometrical match of the particle and the nanovoid structure. Thus we conduct a further study focusing on the influence of the geometry by comparing the DNI sinusoidal nanovoid structure with a hemispherical nanovoid array (void diameter 500nm, period 700nm) as shown in the insert pictures of Figure 2.11a. As we can see in Figure 2.11, both the potential well calculation and the EDLs overlapping areas calculation indicate that the hemispherical nanovoid structure works as a better size-selective trap for 500nm particles with much
deeper potential well out-standing from the other sized particles compare to the DNI nanovoid structure. These results support perfectly of our explanation of the size-selective confinement by using the model of geometry matching and EDLs overlapping. Moreover, these results also indicate the possibility of more controllable and more precisely sorting of desired nanoparticles or bio-objects with method by using particularly designed nanovoid patterns.

Figure 2.11: Hemispherical nanovoid structure vs. DNI sinusoidal nanovoid structure. (a) Depth of the potential well, (b) EDLs overlapping areas for particles in the voids with different sizes. With better geometry match, a better selectivity can be achieved. The insert pictures in (A) show the geometry of the hemispherical nanovoids and particles at the lowest positions in the voids.

2.6.3 Influence of the ionic concentration and ion type

The influence of the ionic concentration and ion type are also studied. Here in Figure 2.11a shows the depth of potential well with different ionic concentration. As we can see from the figure, for high concentration ($10^{-3}$M) case, because the Debye length is very short in this case, a considerable interaction only happens when the geometric matching is very
good as it requires sufficient EDLs overlapping area in much closed separation. Thus for our case, almost particles of all size cannot be confined in the void. While for the case of low concentration \((10^{-5} \text{M})\), though shows selectivity, but the strong trapping forces will confine almost all sizes of the particles in our case. Thus choosing an appropriate ionic concentration is also very critical for the size-selective trapping.

Figure 2.12: Depth of the potential well for (a) different ionic concentration (b) different ion type CaCl\(_2\) vs KCl. In (b), the concentration of anions for both CaCl\(_2\) and KCl are kept the same as \(10^{-4}\)M.

Besides, the type of the electrolyte also have influence on the process. Figure 2.12b compares the depth of the potential well for CaCl\(_2\) and KCl solutions with keeping the anions concentration (or equally keeping the charge density) the same as for both cases. As is shown in figure, monovalent electrolyte like KCl works better than CaCl\(_2\) as providing a deeper well as well as higher selectivity. The reason for that can be attribute to the slightly longer Debye length of KCl (30nm vs. 25nm) and more cations participating in the process, which can contribute to much larger entropy change when filling in the same charge requirement.
2.7 Conclusions

Based on DNI patterning technique and directed self-assembly of nanoparticles controlled by the geometric-induced electrostatic and entropic interactions, we experimentally demonstrate a single-step, low-cost methodology to selectively confine, pattern and sort nanoparticles based upon their size on a flexible substrate with nanovoid patterns over a large area. This size-selective confinement is due to the free energy change of the system which arises from EDLs overlapping, ionic redistribution and the associated entropy change. The patterning methodology used here can enable continuous and high speed production of 2D nano-patterns on flexible substrates. Application of this selective nanoparticle confinement method could potentially be extended to scalable localization, sorting and manipulation of charged biological objects such as proteins, lipid vesicles, cancer cells and bacteria.

2.8 Theory basics

2.8.1 Poisson-Boltzmann (PB) equations calculation in multivalent electrolyte solution

Here we consider the PB equation in a general multivalent electrolyte solution (AB\textsubscript{m}) with cations of A\textsuperscript{m+} and anions of B\textsuperscript{-}. Thus the electrostatic Poisson equation can be written as:

\[ \nabla^2 \varphi = -\frac{\rho}{\varepsilon \varepsilon_0} \]  

(2.7)
Here $\varphi$ is the electrostatic potential, $\varepsilon$ is the relative dielectric constant of the solvent and 

$$\rho = \sum_i e z_i n_i,$$

is the net charge density which determined by the concentration ($n_i$) and valence ($z_i$) of each kind of ions.

By considering the Boltzmann distribution of the ions $n_i = n_{i0} \exp\left(-\frac{ez_i \varphi}{k_B T}\right)$ and defining dimensionless electrostatic potential $\psi = \frac{e \varphi}{k_B T}$, the Poisson equation can be written as:

$$\nabla^2 \varphi = -\frac{e^2}{\varepsilon_0 k_B T} \sum_i z_i n_{i0} \exp\left(-z_i \psi\right)$$

(2.8)

Define the screening strength $\kappa^2 = \frac{e^2}{\varepsilon_0 k_B T} \sum_i z_i^2 n_{i0}$, thus:

$$\nabla^2 \psi = \kappa^2 \left(\sum_i z_i n_{i0} \exp\left(-z_i \psi\right) - \sum_i z_i^2 n_{i0}\right)$$

(2.9)

For the case of ABm, $n_{i0}^+ = mn_0^+$ or $n_{i0}^- = n_{i0}^- / m$, thus:

$$\kappa^2 = \frac{e^2 n_{i0} (m+1)}{\varepsilon_0 k_B T}$$

(2.10)

And the Poisson equation comes to be:

$$\nabla^2 \psi = \kappa^2 \frac{e^{\psi} - e^{-m \psi}}{1 + m}$$

(2.11)

Once we solve the PB equation in the system and define the dimensionless potential $\psi$, then we can define the total electrostatic energy of the system:
\[ U_{es} = \frac{\varepsilon \varepsilon_0}{2} \iiint (E \cdot E) dV \] (2.12)

Here \( E = -\nabla \varphi = -\frac{e}{k_B T} \nabla \psi \) is the electrostatic field. And the entropy can be defined as\([36], [37]\):

\[ \Delta S = -k_B \iiint \sum_i \left[ n_i \ln \left( \frac{n_i}{n_{i0}} \right) - n_i + n_{i0} \right] dV \] (2.13)

Thus for ABm:

\[ \Delta S = k_B \iiint n_0 \left[ -\psi \left( e^\varphi - e^{-m \varphi} \right) + \left( e^\varphi + \frac{1}{m} e^{-m \varphi} \right) - \left( 1 + \frac{1}{m} \right) \right] dV \] (2.14)

And the free energy:

\[ F = U_{es} - T \Delta S \] (2.15)

Practically for monovalent electrolyte AB, \( n_0^+ = n_0^- = n_0 \):

\[ \nabla^2 \psi = \kappa^2 \sinh (\psi) \] (2.16)

\[ \Delta S = k_B \iiint \sum_i n_0 \left[ z_i \psi \exp (-z_i \psi) + \exp (-z_i \psi) - 1 \right] dV \] (2.17)

\[ \Delta S = 2k_B n_0 \iiint \left[ -\psi \sinh (\psi) + \cosh (\psi) - 1 \right] dV \] (2.18)

\[ F = \iiint \left\{ \frac{\varepsilon \varepsilon_0}{2} (E \cdot E) - 2n_0 k_B T \left( -\psi \sinh \psi + \cosh \psi - 1 \right) \right\} dV \] (2.19)
2.8.2 Poisson-Boltzmann (PB) equations calculation for two charged planar surfaces

Here we consider two charged planar surfaces as established in Section 2 of this Supporting Information. And to simplify this problem, we calculate the interaction energy only for monovalent electrolyte and in the linear approximation region, which should give qualitatively accurate description of the system[37].

The linear PB equation can be write as[37], [38]:

$$\nabla^2 \varphi = \kappa^2 \varphi$$  \hspace{1cm} (2.20)

With surface charge boundary conditions: \((\nabla \varphi) \cdot \mathbf{n} = \frac{\sigma}{\varepsilon \varepsilon_0} \). And here \( \kappa = \sqrt{\frac{2e^2n_0}{\varepsilon \varepsilon_0 k_B T}} = 1/\lambda_d \).

Thus by solving Eq. S14 in this 1D system, we can obtain the potential and E field distribution as:

$$\varphi(z) = \frac{1}{\varepsilon \varepsilon_0 \kappa \sinh(\kappa d)} \left[ \sigma_2 \cosh(\kappa z) + \sigma_1 \cosh(\kappa d - \kappa z) \right]$$  \hspace{1cm} (2.21)

$$E(z) = \frac{1}{\varepsilon \varepsilon_0} \frac{1}{\sinh(\kappa d)} \left[ \sigma_2 \sinh(\kappa z) - \sigma_1 \sinh(\kappa d - \kappa z) \right]$$  \hspace{1cm} (2.22)

Recall Eq. S6 and Eq. S13, then we can calculate the electrostatic energy and free energy of this system:

$$U_{es} = \frac{1}{2 \varepsilon \varepsilon_0 \kappa} \frac{1}{2 \sinh(\kappa d)} \left[ \left( \sigma_1^2 + \sigma_2^2 \right) \cosh(\kappa d) + 2 \sigma_1 \sigma_2 - \frac{\kappa d}{\sinh(\kappa d)} \left( \sigma_1^2 + \sigma_2^2 + 2 \sigma_1 \sigma_2 \cosh(\kappa d) \right) \right]$$  \hspace{1cm} (S1)
\[ F = \frac{1}{2e\epsilon_0\kappa} \frac{1}{\sinh(\kappa d)} \left[ (\sigma_1^2 + \sigma_2^2) \cosh(\kappa d) + 2\sigma_1\sigma_2 \right] \]  
\[ (2.23) \]

And the ion distribution can also be calculated by using Boltzmann distribution:

\[ n_\pm(z) = n_0 \exp \left( \pm \frac{e\phi}{k_B T} \right) \]  
\[ (2.24) \]
Chapter 3
Light Extraction from Flip-chip GaN LEDs based on Dynamic Nano-inscribing (DNI) Patterning Technique

3.1 Introduction

GaN-based nitride compound semiconductors are very attractive materials due to their superior material properties and their versatility for use in a variety of optoelectronic applications such as light-emitting diodes (LEDs), solar cells, and laser diodes [39]. In particular, III-nitride based LEDs have been considered as a candidate of next generation solid-state light sources for replacement of general lighting sources such as fluorescent lamps due to their environmentally friendly properties and long lifetime (~40,000 hrs) [40]. Currently, the internal quantum efficiency of GaN-based LEDs can exceed 90%, but the external quantum efficiency is relatively low due to total internal reflection (TIR) of the generated light at the nitride-air interface resulting from their very different refractive indices [41], [42]. Numerous methods have been explored to solve the problem of inefficient optical extraction and the most well-established one is the Patterned Sapphire Substrate (PSS) technique [43]. Patterning on the substrate scatters a large number of photons emitted outside the TIR escape cone back into the cone, which helps more light to be extracted, creating an effect equivalent to increasing the critical angle of the escape cone. As a result, light extraction efficiency has been found to increase by as much as
Though PSS works very well to break the TIR at the GaN-Sapphire interface, there is still a lot of light trapped in the ITO electrode or the sapphire substrate for the flip-chip LED. These modes are typically called substrate modes and in order to overcome the total internal reflection at the substrate–air interface, many methods such as microlens arrays [44]–[46] and microsphere scattering layers[47] have been used. Though these structures can efficiently extract the substrate mode especially on OLED structure, but all those structures are at micro-scale and utilize geometric optical reflection/refraction induce light extraction.

Here in this work, based on sinusoidal grating structures fabricated by 1D dynamic nano-inscribing (DNI) patterning technique[34]. [35], we investigate and present a mask-free, low-cost and highly scalable method of light extraction from flip-chip GaN LED by using such nano-scaled structure with which interference governed scattering and photon dynamics are counted. Significant improvements in light extraction from blue LEDs are achieved. A theoretical analysis is conducted using a mixed-level simulation combining rigorous coupled-wave analysis (RCWA) and Monte Carlo ray-tracing methods in which both the particle and wave nature of photon are considered. Those analysis provide general working and design principles of the nano-grating based light extraction and agree well with the experimental results.
3.2 Methods and materials

3.2.1 DNI nanograting mold fabrication

The proposed light-extraction is accomplished by using a nanostructured 1D grating pattern with sinusoidal profile on a polymer substrate using the Dynamic Nano-Inscribing (DNI) technique. All polymer substrates (PET and PC from Tekra Corp.) were used as purchased and cleaned using IPA followed by nitrogen drying before the patterning process. For performing DNI, we prepare a well-cleaved SiO2 nanograting mold containing the desired pattern along the edge; then bring the mold edge in contact with the substrate at a proper angle and force, and then slide the mold edge over the substrate while maintaining a conformal contact. The polymer surface is plastically deformed by the nano-features on the mold edge, leaving behind a well-defined 1D nanograting pattern. For 2D DNI, this process is subsequently repeated in the orthogonal direction, which produces the sinusoidal void pattern as shown in Figure 1. In DNI, the pattern period is dictated by that of the grating mold and voids of various sizes and geometry can be inscribed in a continuous manner at high speed (~ 1 m/min or greater). For instance, we used a SiO2 grating mold with 700 nm-period for 1D/2D nanovoid patterning in this work (unless otherwise noted in our data). Furthermore, the morphologies of the sinusoidal nanograting created by 2D-DNI can be specifically tailored by changing the substrate material, applied force, and processing temperature. More details of DNI processes along with mold preparation and cleaving procedure can be found elsewhere [34], [35].
3.2.2 Flip-chip GaN LED fabrication

The flip-chip GaN LED is fabricated from a bare GaN LED wafer. Figure 3.1 shows cross-sectional views and top views of the LED during the fabrication process. Step 1, inductively coupled plasma (ICP) etching based on BCl$_3$/Cl$_2$ gas chemistry is employed to define three via holes (40 μm in diameter) by etching through the p-GaN layer and MQW layer to expose the n-GaN layer. Step 2, electron-beam evaporated indium-tin oxide (ITO) transparent conductive layer (100-nm-thick) is deposited on top of the p-GaN layer followed by thermal annealing in N2 ambient at 540°C for 20 minutes to improve Ohmic contact between the ITO and p-GaN. Step 3, the insulating DBR reflective layer comprising an array of alternating SiO$_2$/TiO$_2$ dielectric layers are deposited on the top of ITO and filled the via holes obtained in Step 1 to prevent light absorption by the opaque metal electrodes. The DBR layer is patterned by photolithography and then etched down to n-GaN layer to form three n-contact via holes (19 μm in diameter) and to p-GaN layer to form a plenty of p-contact via holes (13 μm in diameter) by ICP etching based on CHF$_3$/Ar/O$_2$ mixture gas. P-contact via holes are uniformly arranged around n-contact via holes to enhance current spreading. By forming via holes and filling them with metal, current injection can be achieved.

Step 4, Cr/Pt/Au metal layer (20 nm/50 nm/1.5 μm) is evaporated to form n-type and p-type contacts through n- and p-contact via holes, respectively. Isolation trench is introduced to divide the Cr/Pt/Au metal layer into first n- and p-electrodes. Step 5, 500-nm thick SiO$_2$ insulating layer is deposited by plasma enhanced chemical vapor deposition (PECVD) for
passivation and isolation of the first n- and p-electrodes, followed by forming two n-interconnect holes (46 μm in diameter) and six p-interconnect holes (36 μm in diameter) defined by buffer oxide etchant (BOE) wet etching. Step 6, Cr/Pt/Au metal layer (20 nm/50 nm/1.5 μm) is evaporated to form second n- and p-electrodes, respectively. The AuSn bumps are then formed on the second n- and p- electrodes to serve as the bonding material for the flip-chip process. The first and second n-electrodes are connected through two n-interconnect holes, and the first and second p-electrodes are connected through six p-interconnect holes. The LED wafers are thinned down to be about 100 μm by mechanical grinding and polishing. Finally, the LED wafers are diced into chips with size of 254 × 838 μm².

Figure 3.1: Schematic illustration of the process of flip-chip GaN LED fabrication.
3.2.3 Nanograting integration

After preparing the flip-chip GaN LED, we treated the sapphire surface with oxygen plasma and spin coated with SU-8. Then a prepared PC DNI nanograting mold is placed on the surface of the SU-8 with the grating side facing the SU-8 surface. After the grating channels on the PC mold are fully filled with SU-8 polymer, a curling process is conducted under UV light till the SU-8 polymer is fully curled. Then a demolding process is taken place manually, leaving a stamped sinusoidal nanograting pattern on the SU-8 layer which is between the sapphire substrate and the air. The nanograting patterns are characterized by SEM, and a sinusoidal feature of 750nm in period and 200nm in depth have been confirmed. Figure 3.3 shows the integration process of the gratings to the flip-chip GaN LED. Figure 3.4 shows the SEM images of the gratings after integration.
Figure 3.3: Light extraction nano-grating fabricated by a mask-free, stamping process. The figures show process of the nano-grating integrating with flip-chip GaN LED.

Figure 3.4: SEM images of the 1D DNI nanogratings.
3.2.3 Characterization

SEM imaging was performed using a Philips XL30-FEG at the typical operating voltage of 10-25 kV, after sputtering a thin Au film (≈3-5 nm) to avoid electron charging. An integration sphere was used to connecting all the light emitted by the LED and connected to a spectrometer (Ocean Optics HR4000) with optical fiber for the spectra measurement. The photocurrent measurement was done by using a semiconductor parameter analyzer (HP-4156A) and a calibrated Si photodiode.

3.3 Enhanced light emission from nanograting integrated LED

After integrating the flip-chip LED with the DNI nanogratings, we conduct experimental measurements to characterize the performance of the LEDs, in order to see the influence of the DNI nanograting on light extraction of the trapped mode in GaN LEDs.

Figure 3.5 shows experimental results for 1D DNI nanograting integrated flip-chip GaN LED. In Figure 3.5a, the measured photocurrent curves clear show the enhancement of factor of around 10% for the LED with the integrated 1D DNI structure. Besides, this enhancement was also verified in the EL spectrum measurement (Figure 3.5b). Here we also show an around 10% enhancement of the peak value of the spectrum. Interestingly, an obvious blue-shift (~3nm) of the spectrum were observed and if we calculate the enhancement as function of the wavelength, we can clearly see that the enhancement of the out-coupling efficiency is very sensitive to the wavelength of the light source. For our SU-8 grating, it can work very well in the short wavelength range (420~450nm) and an
enhancement of over 30% can be expected, while for the long wavelength region, it seems depress the light extraction efficiency.

Figure 3.5: Experiment results of filp-chip GaN LED integrated with 1D DNI nanograting with period of 750nm and depth of 200nm. (a) Photocurrent vs. injection current (b) EL spectrum. (c) EL spectrum of 1D DNI nanograting with different materials. (d) Enhancement of the EL signal at different wavelength.

In order to test the index dependence of the grating, we tried different grating materials while keeping the grating features as the same. Figure 3.5c and d show the EL spectrum and enhancement spectrum with grating materials with different index. As is shown, the performance of the grating is also very sensitive to the index of the materials. For low index
materials like (epoxy 1.56), it will enhance the extraction efficiency in short wavelength range but depress it in the long wavelength range similar to SU-8. While for high index materials, the grating will actually work in the long wavelength range and depress the extraction efficiency in the short wavelength range. The wavelength-selectivity of the gratings can be explained by the photon momentum matching mechanism which will be discussed later on.

3.3 Simulation and modeling

3.3.1 General mechanism of light extraction from trapped mode

The trapped mode of light typically results from the momentum mismatch of photons in different media with different index, e.g. total internal reflection (TIR). Let’s consider a planar system with Air as the final out-going media. In Air, only the photon modes with momentum \( k_0 \) can be supported, thus only photons with the parallel component of the momentum \( k_\parallel \) smaller than \( k_0 \) are allowed. As in planar systems, the parallel component of momentum conserves in all the layers, thus photons with parallel momentum initially greater than \( k_0 \) have no way to come out if nothing is used to break the momentum conservation. Gratings are good candidate to break this momentum conservation as they can adding/subtracting momentum with the value well defined by the grating period. The use of grating is to scatter the incident field in order to reset the parallel momentum \( (k_\parallel) \) of the photons, which give photons beyond the transmitting region a chance to return to the transmitting region \((|k_\parallel|<k_0)\). But there is a tradeoff here because the photons originally
within the transmitting region may also have the possibility to be scattered out of the transmitting region or absorbed by the grating.

Let’s consider a general initial photon population distribution \( F \) in \( k \) (here \( k \) represents the \( k \) component along the grating axis). So the photons in the region \((-k_0<k<k_0)\) can come out directly. If we consider the first order scattering of the grating are dominated over other order, which is applicable in most cases. The new photon population distribution is:

\[
F_{\text{new}}(k) = F(k) \cdot P(k \to k) + F(k + k_g) \cdot P(k + k_g \to k) + F(k - k_g) \cdot P(k - k_g \to k) \quad (3.1)
\]

Here \( P \) is the momentum transfer efficiency of the grating. \( k_g \) represents the momentum change due to first order scattering. Thus, the new population of photons which can come out is:

\[
F_{\text{new}}(-k_0 \sim k_0) = \int_{-k_0}^{k_0} F(k) \cdot P(k \to k) \, dk
\]

\[
+ \int_{-k_0 + k_g}^{k_0 + k_g} F(k) \cdot P(k \to k - k_g) \, dk + \int_{-k_0-k_g}^{k_0-k_g} F(k) \cdot P(k \to k + k_g) \, dk
\]

\[
(3.2)
\]

\[
F_{\text{new}}(-k_0 \sim k_0) = \int_{-k_0}^{k_0} F(k) \cdot P(k \to k) \, dk
\]

\[
+ \int_{-k_0}^{k_0} F(k + k_g) \cdot P(k + k_g \to k) \, dk + \int_{-k_0}^{k_0} F(k - k_g) \cdot P(k - k_g \to k) \, dk
\]

\[
(3.3)
\]

Here by considering the fact that: \( P(k_1 \to k_2) = P(k_2 \to k_1) \),

\[
F_{\text{new}}(-k_0 \sim k_0) = \int_{-k_0}^{k_0} F(k) \cdot P(k \to k) \, dk
\]

\[
+ \int_{-k_0}^{k_0} F(k + k_g) \cdot P(k \to k + k_g) \, dk + \int_{-k_0}^{k_0} F(k - k_g) \cdot P(k \to k - k_g) \, dk
\]

\[
(3.4)
\]

If we only consider the first order scattering and absorption:
\[ P(k \to k) + P(k \to k + k_g) + P(k \to k - k_g) + P_A(k) = 1 \quad (3.5) \]

\[
F_{\text{new}}(-k_0 \sim k_0) = F(-k_0 \sim k_0) - \overline{P}_A \cdot F(-k_0 \sim k_0) \\
+ \int_{-k_0}^{k_0} \left[ F(k + k_g) - F(k) \right] P(k \to k + k_g) \, dk + \int_{-k_0}^{k_0} \left[ F(k - k_g) - F(k) \right] P(k \to k - k_g) \, dk
\]

\[ (3.6) \]

Here \( \overline{P}_A \) is the average absorption coefficient. Thus the difference can be written as:

\[
F_{\text{new}}(-k_0 \sim k_0) - F(-k_0 \sim k_0) \\
= -\overline{P}_A \cdot F(-k_0 \sim k_0) \\
+ \int_{-k_0}^{k_0} \left[ F(k + k_g) - F(k) \right] P(k \to k + k_g) \, dk + \int_{-k_0}^{k_0} \left[ F(k - k_g) - F(k) \right] P(k \to k - k_g) \, dk
\]

\[ (3.7) \]

As we can see from this expression, if we want a great enhancement, we should expect:

1. The absorption of the grating is low: \( \overline{P}_A \to 0 \)

2. High momentum transfer efficient: \( P(k \to k + k_g) + P(k \to k - k_g) \to 1 \)

3. \( F(k \pm k_g) > F(k) \), or roughly:

\[ F(-k_0 + k_g \sim k_0 + k_g) + F(-k_0 - k_g \sim k_0 - k_g) > 2F(-k_0 \sim k_0) \], which means the regions which are \( \pm k_g \) far away from the region \([-k_0, k_0]\) should have as many photons as possible.

That means for a good design of the grating structure, we should channeling the highest photonic density region to the transmission region\([-k_0, k_0]\).
3.3.2 Mixed-level optical simulation

In order to understand the enhancement of the light out-coupling efficiency observed in our experiments, we developed a mixed-level model by combining rigorous coupled-wave analysis (RCWA) and Monte Carlo ray-tracing methods in which both the wave and particle nature of the photon are considered. In conventional LED simulation, Monte-Carlo ray-tracing methods are most commonly used in which light are treading as random beams and only the geometric optics are considered in the light-structure interaction, which is usually valid when the feature size is much larger than the wavelength. While in our case, a full wave treatment of the light-structure interaction is recalled as the grating features size is comparable with the wavelength. However, as the sapphire substrate is very thick (15um) in our LED devices, light transporting inside the sapphire substrate will lose the coherency. Thus in our simulation, the system can be divided into two part as is shown in Figure 3.6. In each part, a full wave treatment of the light-structure interaction are considered by using RCWA methods, while when photons are traveling between these two parts in the sapphire layer, only the energy are recorded and neglecting the phase information as the loose of the coherency.
We assume that photons are generated randomly in the active MQW layer and the photon dynamics are simulated based on their transmission/scattering/reflection/absorption coefficients with the structures and multilayers. According to our calculation, because of the scattering of the PSS structure, the photon population distribution is also nearly random inside the sapphire layer. Thus, we can assume a randomly distributed photon source inside the sapphire layer and study the extraction efficiency with the DNI nanograting structure. Figure 3.7 shows the transmittance of the 1D DNI SU8 gating structure as we used for experiment. We calculate the transmittance as function of photons with different incident angle ($\theta$), conical angle ($\phi$) and polarization (TE or TM). As we can see here, nanograting actually work to scatter light and help the out-coupling of photons at large incident angle or momentum, while it also sacrifice quite amount of photons at small incident angle or of
small momentum. However, usually this kind of photon states exchange is beneficial as in
lot of cases (e.g. random photon distribution), the population of photons at large incident
angle/momentum are larger than those at small incident angle/momentum as is established
in Figure 3.7. Thus by increasing the scattered transmittance of photons of high population
and sacrifice those photons of low population at small incident angle, the overall extracted
photon population will increase. According to this picture, the key design principles of a
scattering type out-coupling structure are: (1) channeling the regions of highest photonic
density of states in both the light-trapping media and the outside, which means transferring
the trapped photons population into a highly transmitted channel and decrease the loss of
the initially transmitted photons as low as possible; (2) high scattering efficiency as we
want this photon states exchanges occurs efficiently; (3) low absorption of the gratings.
More details about this theory can be found in the Section 3.3.1. With this model, it’s easy
to quantitatively explain the EL enhancement observed in our experiment. As is expected
from Figure 3.7, the average out-coupling efficiency with the 1D DNI nano-grating is about
16.75% by averaging conical angles, polarizations and photon population, while the
average out-coupling efficiency for the reference sample is only 15.15%, leading to a
10.55% enhancement of the out-coupling efficiency, which agree very well with our
experiments.
Figure 3.7: Simulated transmittance of the 1D DNI nanograting as function of photon properties: incident angle (θ), conical angle (ϕ) and polarization (TE (a) or TM (b)). The dashed light blue lines show the photon population distribution in the sapphire layer.

3.4 Conclusions

Based on DNI patterning technique, we experimentally demonstrate a single-step, low-cost methodology for light extraction from flip-chip GaN LED on a flexible substrate with nanograting patterns over a large area. This nanostructure induced light extraction were explained in the language of photon population exchange and momentum transferring by using a mixed level simulation in which both wave and particle nature of the photons are
considered. The patterning methodology used here can enable continuous and high speed production of 1D nano-patterns on flexible substrates. Application of this light extraction method could be extended to scalable out-coupling of trapped photon modes in other systems like OLED and hyperbolic metamaterials.
Chapter 4

Hyperbolic Metamaterials based on Ultra-thin, Low-loss, and Stable Al-doped Ag Films

4.1 Introduction

Planar multilayer structures are widely used in various photonic systems such as photonic crystal, color filter, antireflection coating, metamaterials, plamonic interconnects, organic solar cell and OLEDs. More specifically, hyperbolic metamaterials (HMMs), typically realized by alternative metal/dielectric multilayers, which are known to have a hyperbolic dispersion contour due to extreme anisotropy, recently drew much interest because of their unique photonic topology and ultrahigh photonic density of states (PDOS) in broad-band, leading to many applications such as enhancing spontaneous emission[48], thermal radiation[49], subwavelength lithography[50] and multimode resonators[51], [52]. An ideal hyperbolic metamaterial (HMM), which has a perfect hyperbolic dispersion curve, theoretically can support modes with indefinite wavenumbers, leading to infinitely large photon local density of states (LDOS) and ultrahigh light-matter interactions as promised by the effective media theory (EFM). However the promised hyperbolic topology of the iso-frequency surface and the ultrahigh PDOS are limited by the size of the building blocks and loss. Thus a lot of efforts have been taken to pursue high performance HMM by
breaking down the dimension of the building blocks, like using ultrathin metal films and even atomically-thin 2-D materials such as graphene.

Consequently, there is now a significant effort to explore alternative materials and methods to improve the performance of plasmonic metals especially in low dimension. One material of significant interest is silver (Ag), as it has the highest performance ($\text{Re}\{\varepsilon\}/\text{Im}\{\varepsilon\}$) of any plasmonic material in the visible and near infrared. Unfortunately, Ag is well documented to have several fundamental problems, including difficulty to form continuous thin films (< 15 nm), rough surface morphology, poor chemical and thermal stability, and inferior adhesion to popular substrates like silicon and fused silica. In fact, spontaneous de-wetting for a thin Ag film occurs even at room temperatures (such degradation is greatly accelerated even for modest temperatures ~100°C), whilst the entirety of Ag films can removed by ultrasonic vibrations or even Scotch tape.

Upon these issues, we developed an effective approach to achieve ultra-thin and smooth Ag film by co-depositing small amount of Al during the film deposition. Al could suppress Ag 3D growth mode and promote thin/smooth film formation. By using this methods, wetting-layer-free thin Ag films can be achieved for a thickness down to 6 nm with a sub-nanometer roughness on various substrates, including silicon, fused silica, and flexible substrates (e.g., PET films). Additionally, Al-doped Ag not only maintains Ag’s superior optical properties, but also is shown to have a substantially improved substrate adhesion, and is stable at both room temperatures and elevated temperatures up to 500 °C.
The details of the fabrication and characterization of this Al-doped Ag can be found elsewhere [59], [60]. Here in this chapter we are focusing on utilizing Al-doped Ag for building high-performance hyperbolic metamaterials.

### 4.2 Ultra-thin Al-doped Ag Films

The Al-doped Ag films were co-sputtered on fused silica substrates by a DC magnetron sputter tool (Lab18, Kurt J. Lesker Co.) with Argon (Ar) gas at room temperatures. The chamber base pressure was pumped down to about 1×10^{-6} Torr before the film deposition. During deposition, the Argon gas pressure was 4.5 mTorr and the substrate holder was rotated at a rate of 10 rpm. Two pure Ag and Al targets were co-sputtered to create Al-doped Ag films. By varying the source powers for Al and Ag targets, the composition of sputtered films was adjusted. The sputtering rates of Ag at 0.9 nm/s and Al at 0.06 nm/s produced Al-doped Ag films with optimized optical properties.

The scanning electron microscopy (SEM) and atomic force microscope (AFM) characterization have been used to check the morphology of the films. And the Al-doped Ag film has a smooth surface morphology with a significantly reduced root-mean-square (RMS) roughness less than 1 nm. The SEM characterization shows drastically different film morphologies between a 9 nm (nominal thickness) pure Ag film by sputtering (Figure 4.1a) and a 9 nm Al doped Ag film (Figure 4.1b). The grain or island-like morphology in Figure 4.1a is very typical for a pure thin Ag film. However, the 9 nm Al-doped Ag film is
very uniform and smooth. Besides, AFM images (insets in Figure 4.1a and b) confirm these results as the RMS roughness of 9 nm pure Ag film is 10.8 nm while the Al-doped Ag films has an over one order lower RMS value of 0.86 nm.

Figure 4.1: SEM and AFM images of pure Ag and Al-doped Ag film. SEM images of (a) 9 nm pure Ag film, (b) 9 nm Al-doped Ag film. The insets in each figure are their corresponding tapping mode AFM images. All films are deposited on fused silica substrates. The scale bar for AFM images in (a) and (b) is 80 nm. The scale bar for SEM images is 500 nm. The 9 nm pure Ag film has an RMS roughness of 10.8 nm, 12 times higher than 9 nm Al-doped Ag film (0.86 nm).

Thickness of these Al-doped Ag ultra-thin films and their corresponding optical properties were characterized by spectroscopic ellipsometry using the reflection plus transmission method[61]. In general ellipsometry measurement, there is a correlation between the thickness and the optical constants in thin absorbing films, as the reflection and absorption depend on both the film thickness and its optical coefficients. To break this correlation and precisely determine both the film thickness and its optical constants, “interference enhancement” method was used by depositing the metal film on the silicon substrate with a 300 nm thermal oxide layer on top[62].
Figure 4.2: Measured permittivities of a freshly deposited 7nm Al-doped Ag film on fused silica substrate and a sample deposited 6 months ago, which show close values.

As is shown in Figure 4.2, the measured permittivities of these Al-doped Ag films are very close to the value of pure Ag. And the samples show pretty good long-term stability.

4.3 Hyperbolic metamaterials

HMMs are highly anisotropic structures which exhibit a metallic response (i.e., $\text{Re}\{\epsilon\} < 0$) in one (two) directions and a dielectric response (i.e., $\text{Re}\{\epsilon\} > 0$) in the other two (one) directions. Such a high anisotropy endows HMMs with a theoretically unbounded hyperbolic dispersion and thus, an ultra-high photonic density of states (PDOS)[63].
Figure 4.3: Iso-frequency surface of type I and type II hyperbolic metamaterials.

One way to fabricate HMMs is by depositing alternating layers of thin metal and dielectric films (inset of Figure 4.4a), leading to a dielectric response (i.e., \(\text{Re}\{\varepsilon_{\perp}\} > 0\)) in the direction normal to the layers and a metallic response (i.e., \(\text{Re}\{\varepsilon_{||}\} < 0\)) in-plane. The electromagnetic response of such HMMs is described by an effective magnetic permeability equal to the value of the free-space, and an effective electric permittivity in the tensor form: 

\[
\varepsilon_{\text{eff}} = \begin{pmatrix}
\varepsilon_{||} & 0 & 0 \\
0 & \varepsilon_{||} & 0 \\
0 & 0 & \varepsilon_{\perp}
\end{pmatrix},
\]

where \(\varepsilon_{||}\) and \(\varepsilon_{\perp}\) are complex values (\(\varepsilon_{||} = \varepsilon_{||}' + i\varepsilon_{||}''\) and \(\varepsilon_{\perp} = \varepsilon_{\perp}' + i\varepsilon_{\perp}''\)).

The dispersion relation of HMMs is given by: 

\[
k_x^2 / \varepsilon_{\perp} + k_z^2 / \varepsilon_{||} = k_0^2,
\]

where \(k_x\) and \(k_z\) are the complex amplitudes of the transverse and normal components of the complex wave-vector, and \(k_0\) the free-space wave-vector (with respect to the coordinate system in figure 4.4a). Since \(\varepsilon_{||}' < 0\) and \(\varepsilon_{\perp}' > 0\), HMMs are governed by hyperbolic iso-frequency curves. For example, in the case of the HMM shown in Figure 4.4a (four periods of 7nm...
Al-doped Ag and 20 nm Ta$_2$O$_5$ films), the measured $\varepsilon'_\parallel$ and $\varepsilon'_\perp$ at 700 nm are -1.41529 and 7.86797, respectively. This leads to a dispersion curve plotted in Figure 4.4b. There is a cut-off band defined by $|k_x| < k_c$, where $k_c = \sqrt{\varepsilon_\perp} k_0$. Electromagnetic waves with transverse wave-vector $k_x$ located within this band decay evanescently in the $z$ direction. In contrast, for electromagnetic waves with transverse wave-vectors $|k_x| > k_c$, they are propagation modes in the HMM (high-$k$ modes).

![Figure 4.4](image)

Figure 4.4: (a) Measured transmission efficiency of the fabricated HMM consisting of 4 period of 7 nm Al-doped Ag and 20 nm Ta$_2$O$_5$. The inset is its schematic drawing. (b) Dispersion curve of HMM at 700 nm. The HMM supports the propagation of modes with transverse wave-vectors larger than $k_c$.

However, there is a limit of the maximal allowed high-$k$ modes, which is determined by the inverse of the HMM unit cell size, i.e., $\Lambda = t_{\text{metal}} + t_{\text{dielectric}}$. This is because that at a large value of $k_x$, the normal component of wave-vector $k_z$ is also large (consistent with the hyperbolic dispersion). Consequently, the effective wavelength ($\lambda_z = \frac{2\pi}{k_z}$) along the normal direction is getting comparable with the unit size cell and therefore, the effective
medium theory approximation breaks down. Instead, the photonic band structures originating from the multi-layer configurations of HMMs should be considered, which seriously compromises the ultra-high PDOS predicted by the theoretical hyperbolic dispersion of HMMs. Therefore, it is desirable to have thin constituent layers in HMMs. Also, maintaining thin constituent layers increases the transmission per period and enabling light to propagate farther into the material. However, since it is challenging to obtain thin and smooth Ag films, most reported HMMs use relatively thick (and rough) Ag films, and suffer from a lossy and non-homogeneous response (e.g., oscillating transmission spectra which deviates from effective medium theory). In contrast, the ultra-thin and smooth Al-doped Ag films greatly improve upon these limitations, facilitating the fabrication of low-loss and homogeneous HMMs with a high transmission, small unit cell size, and optical properties which are well approximated by effective medium theory.

4.4 High performance hyperbolic metamaterials based on ultrathin Al-doped Ag films

The fabricated HMM consists of four periods, alternating layers of 7 nm Al-doped Ag and 20 nm Ta_2O_5, starting with the Al-doped Ag film on the fused silica substrate (inset of Figure 4.4a). The measured transmission at normal incidence is plotted in Figure 4.4a. It has both a high and smooth transmittance across the visible range, which benefits from the ultrathin, smooth and low-loss metallic layer.
The structure’s optical properties were characterized using spectroscopic ellipsometry (M2000, J. A. Woollam Co.), where the HMM was modelled as a uniaxial anisotropic medium with different in-plane (parallel) and out-of-plane (perpendicular) optical constants. The simulated and measured permittivities are plotted in Figures 6.5a and b (real and imaginary part, respectively), which corresponds closely with each other. In the parallel direction, the epsilon near zero (ENZ) point is around 610 nm, and beyond this wavelength, the HMM’s dispersion transits from an ellipsoidal to hyperbolic behavior.

![Figure 4.5](image.png)

**Figure 4.5**: Measured permittivities of the fabricated HMM. (a) Simulated (solid curve) and measured (dotted curve) of the real part of the permittivity of the fabricated HMM. The permittivity along the parallel direction turns into negative beyond 610 nm and therefore, the HMM has a hyperbolic dispersion. (b) Simulated (solid curve) and measured (dotted curve) of the imaginary part of the permittivity of the fabricated HMM.

As noted previously, the maximal allowed high spatial wave-vectors (high-k modes) in HMMs are determined by the inverse of HMM unit cell sizes. One way to demonstrate this is by examining the transmission amplitude of an electromagnetic wave with a large-value $k_x$ through the HMM[64]. Figures 4.6a and b show the local photonic density states
distribution vs $k_x$ values in HMM, which have an identical thickness and ratio of metal-dielectric layers, but a different unit cell size. The HMM considered in Figure 4.6a consists of 8 periods of 7 nm Al-doped Ag and 20 nm Ta$_2$O$_5$, while the HMM in Figure 4.6b consists of 4 periods of 14 nm Al-doped Ag and 40 nm Ta$_2$O$_5$. Although these HMMs have an identical ratio and total thickness of metal and dielectric layers (thus an identical behavior predicted by the effective media theory), the HMM with thinner constituent layers supports a much broader transmission band for high-k modes, which contributes to a larger photonic density of states (PDOS)[65]. A high PDOS is essential to many extraordinary phenomena enabled by HMMs (broadband absorption, enhanced spontaneous/stimulated emission, engineered thermal radiation, etc). As an example, for a dipole emitter located 10 nm above the HMM, the Purcell enhancement factor of the emitter on top of HMM with thinner layers is much larger than that of the emitter on top of HMM with thicker layers (Figure 4.7).

Figure 4.6: (a) Calculated transmission amplitude of an electromagnetic wave with different transverse wave-vectors ($k_x$) through a HMM made of 8 periods of 7 nm Al-doped Ag and 20 nm Ta$_2$O$_5$. (b) Calculated transmission amplitude of an electromagnetic wave with different transverse wave-vectors ($k_x$) through a HMM made of 4 periods of 14 nm Al-doped Ag and 40 nm Ta$_2$O$_5$. HMM consisting of thinner constituent layers supports a broader bandwidth of high-k modes.
Figure 4.7: Calculated Purcell factor of a dipole emitter located 10 nm above two HMMs studied in Figure 4.6a and 4.6b. The Purcell factor is averaged over different dipole orientations (2/3 contribution from parallel dipoles and 1/3 contribution from vertical dipoles). HMM with thinner constituent layers provides a larger Purcell factor.

In a planar system, when a dipole is placed at a distance \( d \) above a single or multilayer films with a perpendicular (\( \perp \)) or parallel (\( \parallel \)) orientation to the interfaces, the corresponding Purcell factors \( F \) can be written as the following:[66], [67]

\[
F_{\perp} = 1 - \eta_0 + \frac{3}{2} \eta_0 \text{Re} \left[ \int_0^\infty dk_x \frac{1}{k_2} \left( \frac{k_x}{\sqrt{\varepsilon_1 k_0}} \right)^3 \left( 1 + r_p e^{2i k_2 d} \right) \right] = 4.1
\]

\[
F_{\parallel} = 1 - \eta_0 + \frac{3}{4} \eta_0 \text{Re} \left[ \int_0^\infty dk_x \frac{1}{k_2} \frac{k_x}{\sqrt{\varepsilon_1 k_0}} \left( 1 + r_s e^{2i k_2 d} + \frac{k_2^2}{\varepsilon_1 k_0^2} \left( 1 - r_p e^{2i k_2 d} \right) \right) \right] = 4.2
\]

Here, \( \eta_0 \) is the internal quantum efficiency of the emitter in free space and is assumed to be unity in this calculation. \( k_x \) and \( k_z \) are the components of the wave-vector along the x and z axis, respectively. \( k_0 \) is the free-space wave-vector. \( r_s \) and \( r_p \) are the reflection
coefficients of the structure at the interface for an s and p polarized light, and are calculated using the transfer matrix method. $\varepsilon_1$ is the relative permittivity of the host media of the emitter and is unity in this calculation. The integrands in the above two equations refer to the normalized dissipated power spectra, which represents the energy emitted into different dissipation channels. In the case of isotropic orientated emitters (2/3 contribution from parallel dipoles and 1/3 contribution from vertical dipoles), the average Purcell factor can be calculated as: $F = \frac{1}{3} F_\perp + \frac{2}{3} F_\parallel$.

4.5 Conclusions

This chapter presents one specific application of planar metal/dielectric multilayer structures: hyperbolic metamaterials (HMM). And indeed the performance of HMMs can be improved by using ultrathin and low loss building layers such as the ultrathin and smooth Al-doped Ag films as we established here. HMMs consisting of these thin constituent layers of Al-doped Ag films have both a low-loss and homogenous response. Moreover, they support a broader bandwidth of high-k modes as well as higher photonic density of states (PDOS) compared to HMMs made of thicker layers, which are highly desired for systems require ultra-strong and ultrafast light-matter interactions.
Chapter 5

Hyperbolic Metamaterial based on Ultrathin Building Blocks:
Nonlocality Induced Topological Transitions

5.1 Introduction

As we mentioned in last Chapter, an ideal hyperbolic metamaterial (HMM), which has a perfect hyperbolic dispersion curve, theoretically can support modes with indefinite wavenumbers, leading to infinitely large photon local density of states (LDOS) and ultrahigh light-matter interactions as promised by the effective media theory (EFM). But in practice, one of the main factors that limits the performance of HMM is the finite size of the unit-cell. When the thickness of the unit-cell becomes large as compared with wavelength, the EFM theory starts to break down. Instead, photonic crystal like band structures will appear[68] in the dispersion, and the high k modes as well as the ultrahigh LDOS as promised by effective media theory will be seriously limited[63]. The topology of the iso-frequency surface will be changed and even spit into different branches[69], which dramatically change the way of wave propagation and the optical properties of the metamaterials for both high k and low k regions. On the other hand, with recent interest in atomically-thin 2-D materials[70] (e.g. graphene) and the ability to fabricate ultrathin and low-loss metal films[71], [72], the optical properties of the HMMs will improve
dramatically due to the reduction of unit-cell thickness. Thus it’s natural to raise the question whether the ideal HMM and ultrahigh LDOS can be realized as promised by the effective media theory if we can make the building layers thinner and thinner, even down to atomic level e.g. by using some 2D materials?

In this work, based on the hydrodynamic model[73], [74] of the nonlocal response of electrons and a transfer-matrix method considering both the transverse and longitudinal modes, we investigate the effect of nonlocality on the performance (such as dispersion relation, ray refraction, local density of states and spontaneous emission) of HMMs based on ultrathin metal-dielectric multilayers. We find that nonlocality will induce topological transitions of the iso-frequency surfaces of both type I and type II HMMs and intrinsically limit the wavenumber as well as photon local density of states. Those effects give an alternatively explanation to the plasmonics behaviors of monolayer and multilayers graphene materials. We also discuss the influence of electron diffusion kinetics and electron spill-out effects based on the newly developed generalized nonlocal optical response model (GNOR) [75] and self-consistent hydrodynamic model (SC-HDM)[76] respectively. The underlying physics will be illustrated as well.

In order to probe the ultrathin limit of the building layers, we should be careful to re-examine the assumptions used in conventional E&M theory. Under conventional E&M, the electron response in a metal are described by the local theory in which the response only depends on the local field and the induced charges are confined in a surface. But in
reality, the induced charge densities cannot be perfectly localized at the surface but spread over a thickness described by the Tomas-Fermi screening length as shown in Figure 5.1a due to the electron-electron interactions from Coulomb repulsion and degeneracy pressure[74], [77]. Thus in this case, nonlocal treatment of the electron response is required. Actually, this effect have been widely investigated in many plasmonic systems both theoretically and experimentally, and showing that it has significant influence on systems with near-atomic length scale, such as diminishing the impact of geometric singularities[78], blue-shifting plasmonic resonance[79], limiting light concentration and plasmonic enhancement due to the nonlocality [73].

One of the most popular models to describe the nonlocal response of electrons in plasmonic nanostructures is the hydrodynamic Drude model (HDM). As compared to conventional Drude model, HDM introduces one term related to the electron-electron interaction induced pressure to the equation of motion of the electron gas[74]. According to the Tomas-Fermi theory, this pressure term can be expressed in the form of electron density by taking into account the fermion statistics of the electrons. As conclusion of this model, the induced charges are no longer perfectly confined in the metal surface but spread over a thickness inside the metal. Moreover, by solving the equation of electron response together with the Maxwell’s equations, one can find that apart from the normal transverse mode in the local theory and the permittivity described by a local Drude model, there is another longitudinal mode characterized by a spatially dispersive permittivity according to the
hydrodynamic model, which only exists under the nonlocal response. Details about the HDM can be found in the Methods section.

Moreover, some recent works have shown that not only the electron-electron interactions, but also some other quantum effects can add new features to this nonlocality when dealing with near atomic level plasmonic systems[75, 76, 79–81]. Mortensen et al.[75] developed a semi-classical generalized non-local optical response theory (GNOR) considering both quantum pressure convection effects and the induced charge diffusion kinetics, which successfully explained not only the frequency shifts, but also size dependent damping as well as broadening in plasmonic metallic nanoparticle systems which cannot be explained by the standard HDM. In a recent work, David et al.[82] showed that a better agreement between the HDM results and experimental data can be obtained if the spill-out of conduction band electrons into dielectric region is considered and an equilibrium electron density from density functional theory (DFT) calculations is employed. They found that this electron density profile at the metal surface (both inside metal and spill-out in the dielectric region) as well as induced tunneling effect are of critical importance for quantitatively predicting the surface optical response. More recently, Toscano et al.[76] introduced a semi-classical self-consistent hydrodynamic model (SC-HDM) in which both the ground state and induced inhomogeneous electron gas can be determined self-consistently instead of using quantum-mechanical ab initio approach but are in good agreement with experiments and more advanced quantum methods. In that work, redshift instead of blueshift of surface plasmon resonance and a Bennett resonance
have been observed in the systems of sub-2nm nanowires and particles of alkali metals where the electron density spill-out effect shows much stronger influence on the plasmonic response.

Based on these facts, it is of great importance and interest to study the influence of the nonlocal effects on the performance of hyperbolic metamaterials when the size of unit-cell is approaching the ultrathin limit or atomic level. Some pioneering works conducted by Yan et al.[83], [84] on hyperbolic metamaterials with nonlocal response based on standard hydrodynamic model showed that the nonlocal effect regularize broadband supersingularity and limits the PDOS of a multilayer type II HMM. Upon the application for hyperlens, the nonlocal response can blueshift the optimal imaging frequency with respect to that based on the local response theory. However, these works have focused on type II HMM at low frequency range and its optical performance in certain specific applications. However there have been lack of studies on the photonic topology and the underlying physical origin of these effects. Moreover, the contemporary theories on this topic are based on typical hydrodynamic model that only considers the electron-electron interaction induced nonlocal correction, which presents opportunity to study the other quantum effects such as electron diffusion kinetics and electron spill-out effect as well as tunneling which have been proved of equal importance in most recent papers[75], [76], [82].
5.2 Methods

5.2.1 Hydrodynamic model (HDM)

The hydrodynamic Drude model (HDM)\cite{74}, \cite{85}, \cite{80} of the electron gas is one of the most commonly used methods to describe the nonlocal response of electrons. In this model, the motion of free electrons can be described in terms of hydrodynamic variables: the charge density $n(r,t)$, the electron fluid velocity $v(r,t)$, and the electron pressure $p(r,t)$. Thus the equation of motion for the electron fluid under an applied E&M field can be written as\cite{74}:

$$\frac{\partial n}{\partial t} + n (v \cdot \nabla) v + \gamma n v = -\frac{ne}{m_e} (E + v \times B) - \frac{\nabla p}{m_e} \tag{5.1}$$

Here $\gamma$ is the damping of the electrons, $m_e$ is the electron effective mass. By defining the current density $J = -en v$, and using the equation of continuity:

$$\dot{n} = \frac{1}{e} \nabla \cdot J \tag{5.2}$$

we get:

$$\frac{\partial J}{\partial t} - \frac{J}{en} \nabla \cdot J - J \cdot \nabla \left( \frac{J}{en} \right) - \gamma J = \frac{ne^2}{m_e} E - \frac{e}{m_e} J \times B + e \frac{\nabla p}{m_e} \tag{5.3}$$

By neglecting the high order terms and defining the electric polarization vector $P = J$, then we can get the equation of the electron response related to the electron pressure:

$$\dot{P} + \gamma \dot{P} = \frac{ne^2}{m_e} E + \frac{e}{m_e} \nabla p \tag{5.4}$$
We can see clearly that the only difference compared to conventional Drude model is to add one term related to the electron-electron interactions induced pressure, which can be expressed in form of electron density based on Thomas-Fermi theory:

\[ p(r, t) = \xi n(r, t)^{5/3} \]  

(5.5)

Here \( \xi = \left(3\pi^2\right)^{2/3} h^2 / (5m_e) \) and \( h \) is the Plank constant. Based on this model, we can write the new equation for electron response as:

\[ \beta^2 \nabla (\nabla \cdot P) + \left(\omega^2 + i\gamma\omega\right) P = -\varepsilon_0 \omega_p^2 E \]  

(5.6)

Here \( \beta^2 = \frac{3}{5} v_f \) [80], [81], [86] is a measure of the strength of the nonlocality and only depends on the Fermi velocity of the metal \( v_f \). And here \( \omega_p \) is the plasma frequency. By solving this equation of electron response together with the E&M wave equation:

\[ \nabla \times \nabla \times E = \frac{\omega_p^2}{c^2} E = \omega^2 \mu_0 P \]  

(5.7)

we can find out that for nonlocal response, there are actually two modes in the metal: one is the conventional transverse mode as in the local theory and its permittivity is described by a local Drude model (eqs 8); and the other is the longitudinal mode characterized by a spatially dispersive permittivity according to the hydrodynamic model, which only exists under nonlocal response (eqs 9):

\[ \varepsilon_T(\omega) = \varepsilon_\infty - \omega_p^2 / \left[ \omega (\omega + i\gamma) \right] \]  

(5.8)

\[ \varepsilon_L(k, \omega) = \varepsilon_\infty - \omega_p^2 / \left[ \omega (\omega + i\gamma) - \beta^2 |k|^2 \right] \]  

(5.9)

And the propagating \( k \) values for the transverse and longitudinal modes are:

\[ k_T^2 = \varepsilon_T \kappa_0^2 \]  

(5.10)
\[ k_L^2 = \frac{\omega (\omega + i\gamma) - \omega_0^2 / \varepsilon_c}{\beta^2} \]  \hspace{1cm} (5.11)

We should notice that when the frequency is higher than the plasma frequency, the longitudinal mode will become a propagating mode and at high frequency region, the \( k \) value becomes:

\[ k_L \approx \frac{\omega}{\beta} = k_0 \frac{c}{\beta} \]  \hspace{1cm} (5.12)

which defines the upper limit of the allowed longitudinal mode in the metal and also defines the cutoff \( k \) value we observed for the allowed modes in multilayer metamaterials.

By comibing the hydrodynamic model and a transfer-matrix method considering both transverse and longitudinal modes in the metal, we studied the optical properties of HMMs as the unit cell changes from finite thickness to atomically thin.

### 5.2.2 Generalized nonlocal optical response model (GNOR)

In GNOR[81], [86], [75], not only the quantum pressure due to electron-electron interactions but also the diffusion due to density gradient has been considered. In conventional hydrodynamic model (HDM), the response of the induced current is governed by:

\[ \frac{\beta^2}{\omega(\omega + i\gamma)} \nabla (\nabla \mathbf{J}_{\text{conv}}) + \mathbf{J}_{\text{conv}} = \sigma_D \mathbf{E} \]  \hspace{1cm} (5.13)
Here \( J_{\text{conv}} = (-e)n_0v \) is the convection current, and \( n_0 \) is the background electron density and \( \sigma_D \) is the usual Drude conductivity. In GNOR model, by considering the electron diffusion, the new induced current is given by Fick’s law:

\[
J = (-e)n_0v - D\nabla(-e)n_1
\]  

(5.14)

Here \( D \) is the diffusion constant and \( n_1 \) is the induced electron density. After solving the equation-of-motion, finally we can get the new response equation[75]:

\[
\xi^2\nabla(\nabla \cdot J) + J = \sigma_D E
\]  

(5.15)

\[
\xi^2 = \frac{\beta^2}{\omega(\omega + i\gamma)} + \frac{D}{i\omega} = \frac{\beta^2 + D(\gamma - i\omega)}{\omega(\omega + i\gamma)}
\]  

(5.16)

Compared with the conventional HDM, we can see clearly that the only difference is that the nonlocal parameter modified into a complexed value: \( \beta^2 \rightarrow \beta^2 + D(\gamma - i\omega) \). Thus implementation of this model is straightforward as we can keep the framework of the HDM and just replace the nonlocal parameter with this complexed value. More details about this model can be found in ref 1.

### 5.2.3 Self-consistent hydrodynamic model (SC-HDM)

Both the HDM and the GNOR are not considering the electron spill-out effect as well as the associated quantum-tunnelling, in which as a consequence, the hard-wall boundary conditions (\( n \cdot J = 0 \)) are used on the metal surfaces as no electrons can escape from the metal. However, in SC-HDM [76] the electron spill-out effect is intrinsically considered. In SC-HDM, the calculation consists of two steps: the first step is the calculation of the
equilibrium (background) electron density with abrupt jellium distribution, while the second step deals with the calculation of the induced electron response as well as the optical field.

The equation-of-motion of the electron gas can be written as:

\[
\frac{\partial}{\partial t} (\mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v}) = -n \nabla E - ne (\mathbf{E} + \mathbf{v} \times \mathbf{B})
\]

Where \( G \) is the internal energy of the electron gas, and it’s assumed to be a function of the electron density. Here the density \( n \) satisfies the charge continuity equation:

\[
\frac{\partial n}{\partial t} = -\nabla \cdot (n \mathbf{v})
\]

In the linear response of the electrons gas region, we assume the induced electron density \( n_i(r,t) \) is a small perturbation to the equilibrium density \( n_0(r) \) as \( n(r,t) = n_0(r) + n_i(r,t) \).

Then we can get:

\[
\left( \frac{\delta G}{\delta n} \right)_0 + e (\phi_0 + V_{\text{back}}) = \mu
\]

Here \( \mu \) is the chemical potential, \( \phi_0 \) is the potential generated by the equilibrium electrons:

\[
\nabla^2 \phi_0 = -\frac{en_0}{\varepsilon_0}
\]

\( V_{\text{back}} \) is the potential generated by the jellium background with density \( n^+ \):

\[
\nabla^2 V_{\text{back}} = \frac{en^+}{\varepsilon_0}
\]

Finally we can get the equation that determines the equilibrium electron density.

\[
\nabla^2 \left( \frac{\delta G}{\delta n} \right)_0 - \frac{e^2}{\varepsilon_0} n_0 + \frac{e^2}{\varepsilon_0} n^+ = 0
\]
The induced charge density can be written as:

\[
\rho_i = \frac{1}{\gamma - i\omega} \left[ -\nabla \cdot \mu_0 \nabla \left( \frac{\delta G}{\delta n} \right)_1 + \varepsilon_0 \nabla \cdot \nabla \omega_p^2 + \omega_p^2 \frac{p \varepsilon_i}{\varepsilon_r} \right]
\]  

(5.23)

and the equation for the E&M field:

\[
\nabla \times \nabla \times \mathbf{E} = k_0^2 \varepsilon_r \mathbf{E} + \frac{i \omega \mu_0}{\gamma - i\omega} \left[ -\mu_0 \nabla \left( \frac{\delta G}{\delta n} \right)_1 + \omega_p^2 \varepsilon_0 \mathbf{E} \right]
\]

(5.24)

In our calculation, we solved eqs 20 in COMSOL Multiphysics to get the equilibrium electron density and for our planar system a homemade code with transfer matrix method was used to calculate the E&M field as well as the induced charges. In the transfer matrix calculation associated with electron spill-out, we divided our planar system into layers as thin as 0.001nm and solved E&M equation and the nonlocal response equation layer by layer using the equilibrium electron density profile obtained from the COMSOL simulation. The details of this transfer matrix method can be find in ref [82]. The internal energy function (\(G\)) of the electron gas typically has a very complicated expression with the contributions from various origins such as the Thomas-Fermi functional, von Weizsacker functional, exchange-correlation energy functional and so on[76]. But here in our calculation, only the Thomas-Fermi energy have been considered. Though the calculation cannot obtain the accurate electron profiles but it is sufficient to catch the main feature of the electron spill-out effect as well as the associated quantum tunneling. More details of the SC-HDM and the functional for the electron internal energy can be found in ref [76].

In our calculations, we applied a simple Drude model to describe the local permittivity of gold,
\[ \varepsilon_m = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\gamma\omega} \]  

(5.25)

with the parameters of: \( \varepsilon_\infty = 1 \), \( \omega_p = 9.02 eV \), \( \gamma = 0.071 eV \) [81], [86]. And for the nonlocal response, \( \nu_F = 1.39 \times 10^6 ms^{-1} \) [81], [86], [84] with \( \beta = \frac{3}{5}\nu_F \) has been used. For the GNOR model, \( D = 1.90 \times 10^{-4} m^2 s^{-1} \) [81], [86] has been used.

### 5.3 Topological transitions

Based on the nonlocal Hydrodynamic model, we first study the hyperbolic metamaterial based on 1:1 SiO\(_2\)/Au multilayer with different size of unit-cell. When the thickness of both Au and SiO\(_2\) layers are reduced and approaching zero while keeping the ratio of these two components, we can show clearly that there are topological transitions of the iso-frequency surfaces for both type I and type II HMMs regarding to those under local theory. For type II HMM, the iso-frequency surface transforms from a hyperbola to a bullet shape (Figure. 5.1c). While for type I HMM, more interestingly, the surface splits into two branches: a cylindrical-like branch at high k region and an elliptical branch at the low k region as shown in Figure. 5.1b. In both cases, high k states are restricted as compared with the dispersion relationship predicted by the ideal effective HMM medium.
Figure 5.1: (a) Sketch of the HMM based on 1:1 Au/SiO2 bilayers. For a local response, the induced charge density reduces to a Dirac delta function at the metal surface. For nonlocal response, the induced charge density spreads out in the bulk region of the metal. Iso-frequency surfaces of type I (b) and type II (c) HMMs under the ultra-thin limit of the unit cell.

In order to see more clearly of the nonlocality induced topological transition process, we calculate the dispersion curves of type I HMM with the unit cell thickness changing from tens of nanometer to the ultrathin limit (Figure 5.2b). The local response theory (Figure 5.2a) predicts that the iso-frequency curve will infinitely approach a perfect hyperbola with decreasing unit cell thickness. While under nonlocal treatment the curve first evolves from a bounded hyperbolic-like shape to an unbounded hyperbola, but then pass through the local limit and finally degenerates to an elliptical-like shape as shown in Figure 5.2b. This hyperbola to ellipse transition of the iso-frequency surface indicate that the type I HMM will behave like a normal media when the building layers are approaching ultrathin limit instead of a perfect HMM as promised by conventional local theory.
Figure 5.2: (a) and (b): Evolution of the iso-frequency curves of a type I HMM from thicker unit cells to ultrathin limit under (a) local and (b) nonlocal considerations. (c) and (d): Gaussian beam refraction at Air/HMM interface with type I HMM under ultrathin limit with (c) local and (d) nonlocal theory. The beam incidents at 30°. (e) and (f): Calculated magnitude (logarithmic scale) of the electromagnetic field transmission coefficient $|t|$, for a free-standing HMM stack composed of 6 bilayers of Au (0.1 nm) and SiO2 (0.1 nm), for (e) local (f) nonlocal case with TM mode.

As an example of the result of this topological transition, we show that the way of wave propagation inside this metamaterial is very different compared to the local theory’s expectation. Here in the Figure 5.2c-d show the refraction phenomena at the Air/HMM interface with the incidence of Gaussian beams at 30 degree: negative refraction (Figure 5.2c); and normal refraction (Figure 5.2d) due to the different directions of group velocities determined by their iso-frequency surfaces of the metamaterial.
In order to verify these topological transitions, we also study a finite-size HMM based on 60 pairs of metal/dielectric multilayers with each layer 0.1nm thickness, where the metal is assumed to be Au and the dielectric assumed to be SiO$_2$. We plot the field transmission coefficient as the function of tangential $k$ as shown in Figure. 5.2e and f. Such field transmission plot are widely used to demonstrate the photonic band information, plasmonic features and allowed normal modes in metamaterials[87], [88]. As according to the local theory, the allowed modes form a single band which can extend to ultrahigh $k$ region for both type I (Figure. 5.2e upper space) and type II (Figure. 5.2e lower space) HMM. However when the non-local responses are taken into account, we can see clearly that for type I HMM the allowed modes form two bands: one at low $k$ region and the other at high $k$ region, which correspond to the two branches of the iso-frequency surface as shown in Figure. 5.1a. For type II HMM there is only one continuous band start from the low $k$ region and extends to the high $k$ region, which is also consistent with our finding. As an important feature, we can observe that both of them experience a cut off $k$ value, which indicates that under nonlocal theory the allowed modes cannot extend to high $k$ states indefinitely. Instead they will be limited by a cut-off $k$ value that is determined by the Fermi velocity of the metal as we will show in the Methods section. These results clearly establish that the nonlocality induced topological transitions of the iso-frequency surface intrinsically and significantly change the optical properties of HMM for both low $k$ and high $k$ regions.
5.4 Local density of states and spontaneous emission

Figure 5.3: Purcell factor of a spontaneous emitter just above the HMM. The HMM is built with 1:1 SiO$_2$/Au multilayers with fixed total thickness of 20nm and different unit-cell thickness from 20nm to 0.1nm.

As a direct result from the limitation of the allowed modes in $k$ space, we also studied the spontaneous emission rate enhancement and local density of states of the HMM in the ultra-thin limit. Figure. 5.3 shows the Purcell factor of a spontaneous emitter placed just above a 1:1 SiO$_2$/Au multilayer HMM with the total thickness fixed as 20nm but with different unit-cell thickness from 20nm to 0.1nm under both local and nonlocal treatment. As is shown, under local theory the Purcell factor can approach infinity with decreasing unit cell thickness while for nonlocal case a finite saturation value exists. This saturation phenomena is a direct result of the limited LDOS due to the bounded high $k$ modes. It is
yet another good example of limiting light concentration and plasmonic enhancement due to the nonlocality.

Figure 5.4: LDOS distribution for different HMM under local ((a), (c), (e)) and nonlocal ((b), (d), (f)) treatment. In (a) and (b), the unit-cell size is 0.2nm. In (c) and (d), the unit-cell size is 0.8nm. In (e) and (f), the unit-cell size is 2nm.

While we show the great divergence between the results expected by local and nonlocal theory but we should also notice that the nonlocal effect can make a considerable difference only when the metal layers are thinner than 5Å. For thicker metal layers the LDOS is still determined by the unit-cell thickness. For example when the Au film thickness is 1nm, though the LDOS distribution features show some difference (Figure. 5.4), but the “bright” areas are almost the same for the local and nonlocal cases. However for atomic layered structures (e.g. graphene) and naturally occurring HMMs such as graphite, the nonlocal effect should be considered, which will be discussed later.
5.5 Optical properties and electron response of a monolayer metal film

In order to get a better understanding of the underlying physics of these particular phenomena induced by nonlocality, we conduct further study on the optical behavior and electron response of a monolayer metal film. Figure 5.5a and b show the reflectance of a 0.1nm and 1nm free standing Au film with incident light at different angle.

Figure 5.5: (a) and (b): Reflectance of a monolayer Au films with the thickness of (a) 0.1nm and (b) 1nm. (c) and (d): transmitted field coefficient of 1nm Au film under (c) local and (d) nonlocal treatment. (e) and (f): transmitted field coefficient of 0.1nm Au film under (e) local and (f) nonlocal treatment.

As is shown in the figures, the reflectance under nonlocal treatment drops significantly for ultrathin film compared to the local case, while for the thicker one (1nm), only tiny difference exists. However, for the plasmonic behaviors as shown in the transmitted field diagrams (Figure 5.5c-f), the difference at high $k$ region is very obvious even for 1nm metal
film. More interestingly, the limitation to the wavenumber $k$ are also observed even for monolayer film, which indicates that the observed limit of the high $k$ mode as well as LDOS for HMM should be attributed to the intrinsic plasmonic limitation of a single film.

![Figure 5.6](image)

**Figure 5.6:** (a) Sketch of a free standing Au film put in an oscillating E field. (b) induced charge distribution inside the metal film. The induced charge density is normalized with the applied field. (c and d) induced surface charge density (c) and average free electron polarization vector (d) of gold films with different thickness. Blue solid lines: nonlocal case. Green dash lines: local case.

A further study relates these phenomena and results to the electron response in metal film under nonlocal consideration. Here we consider the case of a gold monolayer in an oscillation E field with the field vector perpendicular to the film surface. As we know, according to the local theory, the induced electron density distribution should exhibit a delta function at the surface. While under nonlocal response framework, the induced charge will spread over a distance inside the metal as established by the Hydrodynamic model,
due to the consideration of the electron pressure. Figure 5.6b shows the induced charge distribution inside the metal film normalized to the applied field. As the metal film gets thinner, the induced charge density becomes lower as well. Because of this decrease of the induced charge, the total induced surface charge density and the average free electron polarization vector becomes weaker and weaker when decreasing the metal film, while under local theory these values will maintain the same regardless of the thickness change. This means that less electrons can response to the applied field and at ultrathin limit, the metal films will eventually behave more like a dielectric layer without any free electron response. Based on these observations, it is easy to understand why the topological transition under ultrathin limit takes place, and why the HMM will transform to a normal media in low k region. All those findings are the consequence of the reduced electron response in an ultrathin metal film.

5.6 Surface plasmon and bulk plasmon in nonlocal metal

Another interesting result of the nonlocal electron response is that not only for thin metal film but even for a bulk metal, there is a limit to the wavenumber $k$ of the plasmonic mode. Figure 5.7a shows the dispersion of the surface plasmon polaritons at Au/Air and Au/SiO$_2$ interface under local and nonlocal theory respectively. Unlike the SPP mode expected by the local theory which can be supported only in the low frequency region below $\omega_p/\sqrt{1+\varepsilon_d}$ and can be extended to ultrahigh $k$ region at resonance frequency, in the nonlocal case the SPP mode can extend to ultrahigh frequency region even beyond plasma frequency in which the metal’s dielectric permittivity becomes positive ($\varepsilon_m > 0$).
Figure 5.7: Surface plasmon response at gold-dielectrics interface. (a) Dispersion of surface plasmon polaritons at Au/Air and Au/SiO$_2$ interface under local or nonlocal treatment. (b) Induced surface charge density. Here the charges are not located in an ideal surface, so the induced surface charge density here represents the total induced charges per area. (c) Induced charge screen length. HFL stands for high frequency limit and the screen length increase linearly with the frequency $\sim (1+1/\epsilon_d)\omega\beta/\omega_p^2$. For (a)–(c), the insert charts show the zoom in view of the low frequency region. (d)–(f): Induced oscillating charge distribution inside Au under 0.3, 0.8 and 1.5 $\omega_p$ with nonlocal effect. The color bars have different scale for these three cases.
Moreover, in the high frequency and high $k$ region, both the dispersions of SPP at Au/Air interface and Au/SiO$_2$ interface converge to the dispersion curve of the longitudinal mode (bulk plasmon mode) in the bulk metal and experience the same limitation of the $k$ value. These results indicate that at high frequency and high $k$ region the SPP modes at metal/dielectric interface are gradually coupled into the longitudinal mode of the metal itself which is independent of the dielectric properties. Figure 5.7a-c show the transition process in views of polaritons dispersion, the total amount of induced charges per area and the distribution screen length of the charges. As we can see, in the low frequency region below $\omega_p / \sqrt{1+\varepsilon_d}$, the dispersion curve or the total induced charges are almost identical in both local and nonlocal cases. The only difference is that the charges distribute in a very thin layer thinner than 1Å instead of perfectly confined in the metal surface. While when the frequency is increasing even exceeding the SPP resonance frequency defined in the local case, when considering the nonlocal response, both the total induced charges or the distribution screen length increase rapidly, which indicates more free electrons deeper from the bulk region are involved in the plasmon oscillation (Figure 5.7d-f). These results clearly explained the topological transitions and LDOS limitations in the high $k$ region by attributing them to the intrinsic properties of the bulk plasmon in the metal and the frequency related transition from highly confined surface plasmon to the bulk plasmon.
5.7 Effects of electron diffusion kinetics

Figure 5.8: GNOR results for HMM based on 60 period 0.2nm 1:1 SiO2/Au multilayers for (a) transmitted field (b) LDOS distribution (d) dispersion. (c) transmitted field for a 1nm Au free standing film. For (d), the frequency is 0.8ωp for this case.

All the results discussed above are based on the traditional Hydrodynamic model in which only the electron-electron interaction induced nonlocal correction were considered. Actually other factors such as electron diffusion and electron spill-out effects as well as tunneling may have equal significance in these processes and have been studied in some very resent works[75], [76], [82]. Though in this work we mainly focus on the traditional HDM, we also investigate the influences of these factors on the performance of HMM.
Here we use the newly developed general nonlocal optical response model (GNOR)\cite{75} to investigate the influence of electron diffusion effects; and later we will show the discussion about the spill-out effect studied by using recently developed self-consistent hydrodynamic model (SC-HDM)\cite{76}. The general formulism of these models are described in the Methods section.

Figure 5.8 shows the results based on the GNOR model. In general the electron diffusion effect create more loss to the material which eliminates the high $k$ modes even allowed in HDM according to the transmitted field diagrams for both HMM based on multilayers (Figure 5.8a) and monolayer film (Figure 5.8c). We can see clearly it eliminates the high $k$ branches of type I HMM and set a more aggressive limit to the wavenumber $k$. While if we look at the LDOS distribution of an emitter on this HMM, more interestingly, it seems that the emitter can emit photons into ultrahigh $k$ modes even beyond the cut-off $k$ as demonstrated in HDM. A further study on the dispersion of this HMM uncovers this puzzle by showing that the electron diffusion kinetics indeed help to extend the modes to a higher $k$ region however these modes have high losses as shown in Figure 5.8d. These high loss modes can indeed make contribution to the LDOS and enhance the spontaneous rate, but photon emitted into those modes will have ultrashort life time and be dissipated very quickly. So in general, the effect of electron diffusion kinetics can change the topology of the iso-frequency surface by creating high loss modes which can extend to much higher $k$ region.
5.8 Effects of electron spill-out and tunneling

Figure 5.9: (a) and (b): equilibrium electron density profile for HMM based on 6 period 0.2nmAu/0.2nmAir multilayers and 12 period 0.1nmAu/0.1nmAir multilayers respectively. The electron density profiles are normalized by the jellium density in the metal. (c) and (d): optical eigen modes inside the HMM based on 6 period 0.2nmAu/0.2nmAir multilayers and 12 period 0.1nmAu/0.1nmAir multilayers respectively. The frequency is $0.8\omega_p$ for this case.

In line with the local-response Drude model, the standard implementation of the HDM usually considers the so-called hard-wall boundary condition that implies that the electrons are strictly confined in the metallic structure, with a uniform equilibrium density and without spill-out in free space. In SC-HDM however, the spill-out effects as well as tunneling effects are taken into consideration. In SC-HDM, the calculation consists of two steps: the first step is the calculation of the equilibrium (background) electron density with abrupt jellium distribution, while the second step deals with the calculation of the induced
electron response as well as the optical filed. Details of the method can be found in the Methods section. Here we study two 1:1 Au/Air multilayered metamaterials with the same total thickness of 2.4nm but with different unit-cell thickness as shown in Figure 5.9a: 6 pairs of 0.2nmAu/0.2nmAir and Figure 5.9b: 12 pairs of 0.1nmAu/0.1nmAir. As we can see from Figure 5.9a and b, under SC-HDM the equilibrium electron density profiles are smooth and continuous throughout the whole systems, quite different from those sharp and abrupt features obtained in the traditional HDM case. In order to investigate the optical performance of these metamaterials, we calculate the eigen modes inside these metamaterials at the frequency of $0.8\omega_p$ which typically correspond to type I HMM. However, as shown in Figure 5.9c and d the iso-frequency curves show neither hyperbolic nor two-brunches features as expected by local theory or traditional HDM, especially for the case of 12 pairs of 0.1nmAu/0.1nmAir multilayers. More interestingly, if we plot the eigen modes of a diluted metal with the jellium density 1/2 of that in the metal, the 12 pairs of 0.1nmAu/0.1nmAir multilayers case fits very well with the diluted metal case for both transverse mode and longitudinal mode (Figure 5.9d). For the case of 6 pairs of 0.2nmAu/0.2nmAir multilayers, the eigen modes also show similar features as the those in diluted metal case but it is also very obvious that it has not fully degenerated to the diluted metal case, especially for the low loss brunch around $100k_0$ to $150k_0$ which may correspond to the residue of the high $k$ brunch observed in HDM case. These results are not difficult to understand because when the unit-cell gets thinner and thinner, the equilibrium electron density levels between the metal regions and the air regions get closer and closer and at ultrathin limit, the material will just behave like a diluted metal with uniformly distributed
electron density. In that case, neither the high \( k \) mode promised in local theory nor the high \( k \) branch observed in HDM will exist, which indicates the electron spill-out or tunneling effect can change the picture drastically as the boundary between the metal and dielectric becomes blurred and the material behaves more like a diluted metal. This may explain why graphite cannot be considered as a naturally occurring HMM in most of the frequency range, despite of atomically thin layers (graphene) separated by very thin (~0.335nm) dielectric layers (vacuum).

5.9 Connection to real materials

All the results discussed above are focusing on ultrathin ideal Drude metal with the consideration of the quantum effects of the free electrons. As we showed that the nonlocality induced effects can be considerable only when the thickness of the metal is below 5Å, which is not real concern for deposited metals in current experimental conditions. However, those effects should be important factors to consider for some naturally materials with atomic level thickness such as graphene and naturally occurring HMMs made of 2D materials. Here in this section, we will connect our findings to such materials such as graphene.

Figure 5.10a and b show the plasmon polaritons dispersion of graphene on glass calculated by the random phase approximation method (RPA) \([89]-[91]\) and a simple 2D free electron gas model based on local theory\([89]\). We can see clearly that the RPA model and the classical local theory expect very different pictures of the plasmon behaviors: under local theory the plamonic mode can extended to ultrahigh \( k \) while under RPA, the dispersion
experiences the same limited $k$ value as we observed for the nonlocal metal thin film. The reason for that is the RPA method intrinsically involves the Fermi statistics of the electrons as well as the electron-electron interactions. And this high $k$ limitation is an intrinsic result from the plasmon property of graphene. Very recently, an around $300k_0$ wavenumber cut-off was also expected for graphene ribbon based hyperbolic metasurfaces[92], [93].

Figure 5.10: (a) and (b) Plasmon mode dispersion in 2D graphene (solid red line) calculated within RPA. The dashed blue line indicates the local long-wavelength plasmon dispersion based on classical local method. The black solid lines represent the boundaries of the single-particle excitation (SPE) Landau damping regime for intra- and interband electron-hole excitations. (a) the $k$ value is normalized as $k_F$, (b) the $k$ value is normalized as $k_0$ in unit of $\pi$. Here . (c) and (d): Experimental measured dispersion of the $\pi$ plasmon for one to six graphene layers based on momentum-resolved electron energy-loss spectroscopy (EELS) compared and graphite. In (d), the momentum $q$ is normalized to $k_0$. The data of (a) and (b) are adapted from ref [89] and (c) and (d) are from ref [94].
Another interesting thing we should notice is that though the dispersion curve showed the allowed high $k$ mode can be extended to ultrahigh frequency approaching the cut-off $k$ value, the single-particle excitation (SPE) Landau damping from intra- and interband electron-hole excitations will dramatically increase the loss of those modes and thus make them very hard to be observed in experiments[95], [96]. This result shares the same conclusion we obtained from the GNOR model by considering the electron diffusion kinetics as these effects will turn the allowed high $k$ modes into high loss modes. Though the Landau damping and the electron diffusion kinetics have very different physical nature, the GNOR model itself is far more powerful by boiling down the underlying complex physics of all kind of interactions into a phenomenological parameter - the diffusion constant $D$. In this case, the damping from other origins can also be applied in the GNOR model. Actually, a recent work [97] already studied the Landau damping near the surface of plasmonic nanoparticles by using this method. Thus it is not very difficult to understand why we also observed very similar damping phenomena, and also very similar cutoff line of the high $k$ and high frequency modes in our system as compared to the graphene plasmon by comparing Figure 5.8a, c with Figure 5.10b. These results show that these semi-classical models can indeed provide fruitful physics insight and shed light on the behavior of these low-dimensional materials.
Figure 5.11: Metamaterials based on graphene/Air multilayers compare to graphite. (a) measured conductivity of monolayer graphene from ellipsometry[98]. (b) and (c): permittivity of the graphene/air metamaterials compared to graphite with different separation distance (d). d=0.335nm case represents a “fake” graphite. The graphite permittivity are adapted from ref [99]. The insert chart shows zoom in view of the permittivity at high frequency region (240nm-340nm).

Besides monolayer graphene, it’s also of great interest to check HMM based on graphene multilayers and some natural HMM like graphite. When increasing the number of layers of graphene, multiple plamonic modes will exist and finally form a continuous band instead of a single plasmonic mode in monolayer graphene[100], [101], [94]. Figure. 5.10c and d
show the measured dispersion of the π plasmon for graphene multilayers based on momentum-resolved electron energy-loss spectroscopy (EELS) from ref [94]. As we can see clearly here, not only for the monolayer graphene, but also for the other multilayers graphene as well as graphite, their plasmon dispersion curves converse to an almost linear dispersion in the high k and high frequency region (Figure. 5.10c). That means they all will experience a same cutoff k value when normalized to k₀ (Figure. 5.10d). These experimental results agree very well with our predictions in typical nonlocal metal system, which provide strong evidence that the intrinsic bulk plasmon of the material itself will dominate the plamonic properties in high k region no matter the thickness of the film.

Here we also compared the permittivity of a “fake” graphite by considering a graphene/Air multilayer metamaterial with the real graphite in Figure. 10. The conductivity of monolayer graphene was adapted from ref [98], in which a CVD graphene was measured by ellipsometry. The effective permittivity of the graphene HMM are obtained by following the methods based on transfer matrix as established in ref [102]–[104]. For the “fake” graphite case, we just set the separation between graphene layers as 0.335nm, mimicking a real graphite structure. The graphite permittivity is adapted from ref [99]. As shown in Figure 5.11b and c, both the graphene metamaterials and the graphite show one band of hyperbolic type (εₓ•εᵧ < 0) in UV range (~below 280nm). However the graphene metamaterials show another hyperbolic band starting from mid-IR (~2.5um), while the graphite is always a dielectrics in this region. Actually three hyperbolic bands of graphite are reported: two narrow bands in UV range[99], [105], [106], and a broad band in far
inferred (20um~60um)[107]. It’s interesting to notice that when the separation thickness between graphene layers decrease, in principle the tangential permittivity should be more negative as increasing the metal filling ratio, but actually in the extreme case of a real graphene, the permittivity turns out to be positive and only be negative again at much larger wavelength. One possible reason for that may be the effect of electron spill-out. As we demonstrated above, once the metal films get close the electrons will spill out and fill all the regions. In this case, the electron density is much diluted compared with that in the metal film itself, which leads to a much lower plasma frequency and shifting the hyperbolic band to much longer wavelength range. This may be one possible explanation, and a more comprehensive understanding may require the analysis of the electron band structures.

5.10 Conclusions

Based on hydrodynamic model of electron response, we have shown that the nonlocal effect originated from the electron-electron interactions will induce the topological transitions of the iso-frequency surface and intrinsically limits the wavenumber as well as LDOS for both type I and type II HMMs. They are due to the reduced electron response induced by electron-electron interactions. At ultrathin limit, the ability of finite density of electrons to screen the electric field is significantly reduced, as a result the metals behave more like a dielectrics. These results indicate that in the aim of achieving high performance HMMs, merely thinning the constituent films according to the local theories is no longer valid. However, we also showed that the nonlocality induced effects can be considerable
only when the thickness of the metal is below 5Å, which is not real concern for deposited metals but should be an important factor to consider for graphene and naturally occurring HMMs made of 2D materials. In addition, by taking into account other effects beyond HDM, we found that the effect of electron diffusion kinetics can definitely change the topology of the iso-frequency surface by rendering the high $k$ branch into high loss modes, while the spill-out effect can also change the iso-frequency surface and finally turn the HMM into a diluted metal under the ultrathin limit. Thus we show clearly that these effects can also provide significant influence upon the performance of HMM and a more sophisticated model with consideration of all these factors are highly desired.
Chapter 6
Surface Plasmon-Coupled Light Emission Based on Metal/Dielectrics Multilayer

6.1 Introduction

Two-dimensional (2D) materials, especially monolayers of transition metal dichalcogenides (TMDCs) are crystalline materials comprising only a single layer of atoms. They are direct bandgap two-dimensional (2D) material semiconductors and show dramatically properties different from the bulk materials, making them promising light active materials for optoelectronic applications[108]. Recently, TMDCs have shown great potential in ultrafast and ultrasensitive photodetectors and as ultrathin light absorbers and emitters[109], [110]. However, their application in photonic devices is limited by their low absolute photoluminescence (PL) caused by low quantum efficiency and weak absorption[111]. Thus, a lot of effort have been made towards achieving enhanced light emission from TMDCs[112]–[117].

Plasmonic systems are widely used to enhance light emission from active materials. And significant enhancement is also reported by integrating 2D materials with noble metal nanostructures such as nanoparticles, nanowires and nanotrenches[112] supporting localized surface plasmons[113]–[115] and propagating surface plasmon polaritons
(SPPs)[116], [117]. However, several intrinsic issues may arise when integrating 2D materials with these plasmonic nanostructures. First, the direct deposition of metallic nanostructures on 2D materials often results in unavoidable damage[118]. In addition, direct contact between metal and a 2D materials may induce charge transfer as well as associated exciton loss and extra electron/hole doping[119]. Furthermore, because the strong EM resonance exists only in the tiny gaps between adjacent metallic nanostructures, only a small area of 2D materials would experience strong light–matter interactions, which intrinsically limits the efficiency of utilizing the whole light active layer. Thus a novel system avoiding these issues are highly desired.

In addition, a simple system integrating 2D materials and plasmonic structures provide a perfect platform to study the fundamental physics of the exciton relaxation kinetics in a light-emitting system. For example, surface plasmon can active manipulate the exciton relation kinetics by providing new photonic states (SP states) as new relaxation pathways. That’s how surface plasmon associated Purcell effects come into being. As 2D materials are just one atomic thick, it’s a perfect probe to investigate the local E&M filed, photonic local density of states and local exciton energy transfer rate in the spatial accuracy which is hard to achieve by other light active materials. Thus the understanding of the underlying physics of the 2D materials-surface plasmon interacting systems may shed light on other similar light-emitting systems with other active materials such as OLED and photodetectors.
Here in this work, we report our finding of enhanced light emission from TMDC (WSe2) by using simple, deep subwavelength, 3 layers dielectrics/metal/dielectrics (DMD) structures. The enhancement is extremely sensitive to the dielectrics layer separating the 2D materials and the metal film in the level of several nanometer. Distinct from previous plasmon-enhanced structures[112]–[117] our system is purely planar, much simpler but provide more powerful platform to study the fundamental physics of exciton dynamics when interacting with surface plasmon.

![Schematic drawing of the system.](image)

6.2 Methods and materials

Our planar dielectrics/metal/dielectrics (DMD) structure consist with glass substrate, 40nm Au film and one SiO2 spacer (5nm-25nm) layer separating the metal film and the WSe2 monolayer as in shown in Figure 6.1. The glass substrates were cleaned by acetone cleaning
and piranha cleaning (H2O2: H2SO4 = 1:1) for 30 mins, and then DI water cleaning before deposition. The Au films (40nm) were deposited via evaporation with a rate of 1.31~1.38 A/s. In order to investigate the separation dependence, SiO2 spacer layer with different thickness were deposited on to the Au films via PECVD with rate of 6.4~6.7 A/s. The thickness and deposition rate were calibrated on cleaned Si samples via ellipsometer. WSe2 (2D Semiconductors) samples were exfoliated mechanically using adhesive Scotch tape and then transferred onto PDMS substrates first and then transfer to the DMD samples.

Figure 6.2: Optical microscopy image of exfoliated WSe2 flakes. The red triangle marks the region of monolayer WSe2.

PL measurements were performed using a home-made micro-PL system by modifying florescent microscope () equipped with an excitation laser operated at a wavelength of 532 nm. A laser power of 30uW with a focus spot of 10um (focused by a 40X objective lens) on the sample. A spectrometer (Andor 550i) were used to detect the PL signal with
integration time of 20s. All the measurement conditions were kept same for all the samples except special noticing.

6.3 PL Enhancement

![PL Spectra](image)

Figure 6.3: Measured PL spectra of exfoliated monolayer WSe2 flakes on SiO2/Au/Glass DMD structures with the SiO2 spacer layer range from 5nm to 25nm. The spectra are normalized to the peak value of the case of WSe2 directly on PDMS.

In order to investigate the separation dependence, DMD structures with SiO2 spacers of different thickness were tested. Here Figure 6.3 shows the measured PL spectra of WSe2 monolayers on SiO2/Au/Glass DMD structures with the SiO2 spacer layers ranging from 5nm to 25nm. As we can see from the plot, either enhancement or inhibition have been observed when the 2D materials are interacting with the DMD structures. And considerable
shifts of the spectra peak were also observed. Both of the enhancement and shift show dramatically sensitive dependency on the thickness of the spacer layer even changing in step of only 5nm.

Figure 6.4: Enhancement factor and spectrum shift of the PL peak of monolayer WSe2 flakes on SiO2/Au/Glass DMD structures with the SiO2 spacer layer range from 5nm to 25nm. All the enhancement and shift are compared with WSe2 on PDMS.

Figure 6.4 summarizes the enhancement and shift of the spectra peaks compared to the case of WSe2 monolayers on pure PDMS substrate. Only the sample with 5nm spacer layer shows a inhibition of the PL signal, which can be easily understood with optical quenching of a metal surface when emitters are too close to it. For all of the others, obvious enhancement have been observed and an optimized case have been obtained when the spacer layer is 20nm in which the enhancement is as high as 8 times compared with the case on pure PDMS substrate. More interestingly, very rapid increase (from 3.5 to 8 for
thickness changing from 15nm to 20nm) and decrease (from 8 to 2.5 for thickness changing from 20nm to 25nm) near the optimized thickness have been observed, which makes the optimized case looks like the outcome of matching some kind of resonance conditions. This rapid distance dependence cannot be explained with conventional interference theory or considering any resonance relay on wave interference as the change is so tiny and subwavelength, which leads to very trivial change of the phase or optical path. As the structures are purely planar without out any scattering and the pumping laser beam incident from air, there is no obvious reason of exciting localized or propagating surface plasmon from the pumping laser as widely used and established in some previous works[112]–[117]. More detailed discussions about the mechanism will be conducted in the Discussions section.

Figure 6.5: Laser power dependence of the measured PL signal of monolayer WSe$_2$ PDMS compared with that on DMD structure with 20nm SiO$_2$ spacer and 40nm Au film. (a) WSe$_2$ on PDMS. (b) WSe$_2$ on DMD structure.
Table 6.1: Calibrated laser power and enhancement factor for monolayer WSe2 on DMD structure with 20nm SiO2 spacer and 40nm Au film under different laser power. All the peak intensities are normalized to the case of WSe2 on PDMS with laser voltage of 1V.

<table>
<thead>
<tr>
<th>Laser Voltage [V]</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Power [μW]</td>
<td>0.83</td>
<td>2.50</td>
<td>5.62</td>
<td>14.02</td>
<td>22.40</td>
<td>30.44</td>
</tr>
<tr>
<td>Peak Intensity on PDMS</td>
<td>0.034</td>
<td>0.088</td>
<td>0.201</td>
<td>0.46</td>
<td>0.752</td>
<td>1.0</td>
</tr>
<tr>
<td>Peak Intensity on DMD</td>
<td>0.216</td>
<td>0.676</td>
<td>1.47</td>
<td>3.61</td>
<td>5.91</td>
<td>7.92</td>
</tr>
<tr>
<td>Enhancement Factor</td>
<td>6.35</td>
<td>7.68</td>
<td>7.31</td>
<td>7.85</td>
<td>7.86</td>
<td>7.92</td>
</tr>
</tbody>
</table>

We also tested the laser power dependence of these enhancement and shift. Figure 6.5 and Table 6.1 summarized the measured PL spectra and enhancement of the optimized sample with 20nm SiO2 spacer and 40nm Au film with different pumping power. As we can see from Table 6.1, both the peak intensity of WSe2 monolayers on PDMS and on optimized DMD structures show linear dependence with laser power. And the enhancement factors at different laser power are close to each other regardless the acceptable small variations. (The big variation of the case of 0.5V may result from the weak signal of WSe2 on PDMS under such low pumping power). These results indicate that this enhancement is a linear process with power and may not due to any nonlinear or many-body coherency (e.g. super-radiance [120]) effect in which typically a nonlinear power dependency are usually observed.

### 6.4 Distance dependent light-emission in OLED devices

More interestingly, we also observed similar separation distance dependent light-emission phenomena in multilayer based OLED systems even with electroluminescence (EL) measurement. Figure 6.6 shows the EL characterization of OLED devices with structure of
ITO (130 nm)/ZnO(15 nm)/PEIE(20 nm)/Super yellow(70nm)/MoO3 (0,1,5,10,15 nm)/Ag (100 nm). As we can imagine here, the MoO3 layer which separates the light-emission layer (Super yellow) and the metal layer (Ag reflector) might work as the spacer like the SiO2 spacer in our previous 2D materials-DMD system.

As we can see from Figure 6.6b, the performance of the OLED with 5nm MoO3 layer is obvious outstanding compared to others even for the 1nm and 10nm OLED which have just few nanometer difference of the spacer layer. These results indicate that the rapid distance dependent light-emission are not unique in our 2D material-DMD systems, and it may be a very fundamental and general process in plasmon-coupled light-matter interaction system which may benefit wide range of applications. In order to test the universality of this effect, we designed another OLED with simpler structure of ITO (130 nm)/PEDOT (40 nm)/Super yellow (70nm)/ BCP (10, 15, 20 nm)/Ag (100 nm) and did both EL and PL measurement for them (Figure 6.7). Here in this design, obviously the BCP layer is supposed to be spacer layer. As is shown in Figure 6.7b, it’s obvious that the OLED with
15nm BCP spacer layer stands out compared to others with electrical pumping. Surprisingly, the measurement from PL signal also show similar results (Figure 6.7c) that there were more light coming out from the OLED structure with 15nm BCP spacer layer no matter the active layer were pumped electrically or optically. Though indeed the OLED system with electrical driving is a much more complex system as a lot of non-optical process should be taken into consideration like charge transfer/balancing, band structure, defect and interface issues, but the coherency from PL and EL results provide the evidence of their internal shared fundamental process, which indicates this optical-induced enhancement may play a dominated role in practical devices.

Figure 6.7: EL and PL characterization of OLED devices with structure of ITO (130 nm)/PEDOT (40 nm)/Super yellow (70nm)/ BCP (10, 15, 20 nm)/Ag (100 nm). (a) Current density and light output power as the functions of applied voltage. (b) Current efficiency as the function of current density. (c) Measured PL spectra.
6.5 Discussion: possible mechanism

As we discussed above, the most attractive finding of this chapter is the rapid separation distance dependence of the light emission. In order to find the explanation of this phenomena, an analysis based on semi-classical dipole radiation method [66], [67] have been used to study the exciton relaxation kinetics and light emission from the dipoles.

Figure 6.8: Calculated (a) Pumping field enhancement; (b) free photon emission; (c) total Purcell factor (local density of states) of emitting dipoles on the DMD structures of SiO2(5-30nm)/ Au(40nm)/ Glass.
Here Figure 6.8a shows the calculated enhancement due to pumping light by considering the local $|E|^2$ enhancement at the spacer/air interface where the emitters are located when a 532nm laser beam incident normally. The enhancement is comparing the case of DMD structure and the case on PDMS. As we can see here, the pumping field enhancement factor (EF) monotonically increases with the spacer thickness and by changing 5nm there is only very slightly change on the EF.
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**Figure 6.9:** Calculated optical exciton relaxation channels in k space. The insert figure shows the zoom in plot of the SPP peaks.

Figure 6.9 shows the emitted energy from the emitter to different relaxation channels in k space. The method of the calculation has been already introduced in Chapter 4 and elsewhere [66], [67]. As different channels are competing with each other, the figure shows the results normalized to the total photonic density of states (Purcell factor). The region of 0 to $k_0$ represent the emitted free photon contribution. The peaks around 1.06$k_0$ and 1.55$k_0$
represent the SPP modes on upper Au film/SiO2 spacer interface and on lower Au film/glass substrate interface respectively. The mode in the high k region (>2k0) are the so called high k lossy surface modes[67], which are considered as the main factor corresponding for the optically quenching near metal surface.

Figure 6.10: Calculated enhancement contribution due to optical exciton relaxation channels in k space. The insert figure shows the zoom in plot of the SPP peaks. An internal quantum yield of 5% is considered for WSe2.

However for a real case, not only the optical induced relaxation channels but also the internal non-radiative energy decay should be taken into consideration. Thus for emitter with total optical dissipation power of $P_0$ in vacuum and $P_{nonr}$ as the non-radiative decay power. The quantum yield defines as:

$$\eta_0 = \frac{P_0}{P_0 + P_{nonr}} \quad (6.1)$$
So the contributions from each mode to the new quantum yield for the emitter at new environment can be written as:

$$
\eta_{new} = \frac{P_k}{P_{total} + P_{nonr}}
$$

(6.2)

Thus, the contributions from each mode to the new quantum yield enhancement are:

$$
\frac{\eta_k}{\eta_0} = \frac{P_k}{\eta_0 P_{total} + (1-\eta_0)P_0}
$$

(6.3)

Figure 6.10 shows the calculated quantum yield enhancement distribution in k space by taking the 5% QY of WSe2 monolayer[121], [122] into consideration. As we can see here, the SPP mode at the metal/spacer interface plays a key role defining the exciton relaxation channels. And more surprisingly, a maximal SPP peak were observed for the case of 20nm spacer, which indicates the possible correlation between the SPP mode and the separation dependent PL enhancement. Furthermore, we calculate the final enhancement based on this model by considering both the pumping field enhancement and the competing among different exciton relaxation channels (Figure 6.11). And only the free photons emitted to the upper space are considered as the contribution to the measured PL signal. The total QY enhancement for DMD structures:

$$
\frac{\eta_{DMD}}{\eta_0} = \frac{P_{free\_DMD}}{\eta_0 \eta_{total\_DMD} + (1-\eta_0)P_0}
$$

(6.4)

The total QY enhancement for PDMS:

$$
\frac{\eta_{PDMS}}{\eta_0} = \frac{P_{free\_PDMS}}{\eta_0 \eta_{total\_PDMS} + (1-\eta_0)P_0}
$$

(6.5)

So the total enhancement factor should be the product of QY enhancement and pumping field enhancement:
EF = \frac{\eta_{DMD}}{\eta_{PDMS}} \cdot \frac{|E|^2_{DMD}}{|E|^2_{PDMS}} \quad (6.6)

Figure 6.11 shows the calculated final EF and the comparison with experimental data. Though the case of 5nm, 10nm and 15nm match very well with the calculated cure for horizontal dipole, but the rapid enhancement drop after 20nm doesn’t agree with the calculation. Thus new methods or new exciton relaxation process should be considered for understanding this phenomena.
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**Figure 6.11**: Calculated enhancement factor by using the classical conventional dipole emission method by considering both the pumping field enhancement and the competing among different exciton relaxation channels. Here only the free photons emitted to the upper space are considered as the contribution to the measured PL signal. The calculated curves are compared with the enhancement data from experiment.

Recently, a Forster resonance energy transfer (FRET) like non-radiative exciton-plasmon energy transfer process origin from the exciton-plasmon dipole-dipole electrostatic interaction have been demonstrated and widely discussed, which provides new possible
relaxation channels for excitons[123]–[126]. More interestingly, unlike conventional FRET process, this energy transfer process is revisable and even been used for solar energy conversion [124], which also provide the possibility of reuse the energy initially transferred to surface plasmon mode. Moreover, as this energy transfer origin from dipole-dipole interaction, it’s also very sensitive to the separation distance with the law of \( \sim d^{-6} \) and can be written as[126]:

\[
\begin{align*}
    k_{SP} &= \frac{k_{SP}^0}{1 + \left( \frac{d}{d_{SP}} \right)^6} \\
    \text{(6.7)}
\end{align*}
\]

Here \( k_{SP} \) is the rate of this exciton-SP transition and \( k_{SP}^0 \) is the limit of this rate when the separation distance is 0. And \( d_{SP} \) is a length to measure the effective scale of this interaction, and it could be as long as up to 40nm as demonstrated in some previous works[125]. More recently, similar distance dependent light-emission phenomena have also been observed in quantum dots (QD)/Si3N4/Ag system [126]. In that work, rapid distance dependence was attribute to the competing of non-radiative exciton-SP energy transition and the charge transfer/tunneling crossing that thin spacer layer. As we discussed above, the energy coupled to SP mode is re-useable and can contribute to the final free photon. While the charge transfer process is purely non-radiative loss which can kill the exciton directly. The charge transfer rate can be write as:

\[
\begin{align*}
    k_{CT} &= k_{CT}^0 \exp \left( -\frac{d}{d_{CT}} \right) \\
    \text{(6.8)}
\end{align*}
\]

Here \( k_{CT} \) is the rate of this charge transfer and \( k_{CT}^0 \) is the limit of this rate when the separation distance is 0. And \( d_{CT} \) is a length to measure the effective scale of this process,
and it is usually in the scale of several nanometers. By using these assumptions, and setting several fitting parameters in their model such as $k_{SP}^0$, $d_{SP}$, $k_{CT}^0$ and $d_{CT}$, the author can fit their experimental very well based on this model [126].

Figure 6.12: Calculated enhancement factor by considering the non-radiative exciton-SP energy transfer and charge transfer. Pumping field enhancement and the competing among different exciton relaxation channels are also considered. Here free photons emitted to the upper space and 20% of the SP energy are considered as the contribution to the measured PL signal. The calculated curves are compared with the enhancement data from experiment.

Here by considering the non-radiative exciton-SP energy transfer and charge transfer as new exciton relaxation channels and 20% of the SP energy as re-useable for the coming out light signal, we also obtain good fit with our experimental data with the fitting parameters as $k_{SP}^0 = 1/0.8\, ns$, $d_{SP} = 18\, nm$, $k_{CT}^0 = 1/12\, ps$ and $d_{CT} = 3\, nm$ (Figure 6.12). However, for a comprehensive explanation of the observed phenomena, more verification and experiments should be conduct to check the validity of these fitting parameters as well as the assumed physical process. For example, we could do a lifetime measurement of the
PL signal with pulse laser to study the distance dependence of the lifetime as did in some previous work about exciton-SP energy transfer. A $d^6$ ruler are supposed to be observed for the lifetime as the energy transfer rate should obey a $d^6$ law.

6.6 Conclusions

This chapter presents a simple, planar, 3 layer DMD structure which dramatically enhances the light-emission from 2D materials. By changing the thickness of the spacer layer separating the 2D materials and the metal film, a very sensitive separation dependent PL signal enhancement as well as spectrum shift have been observed compared to the case of 2D materials on pure PDMS substrate. With an optimized structure of 20nm SiO2 spacer and 40nm Au film, an 8 times enhancement of the PL signal have been observed. When applied these structures to Supper Yellow based OLED system, similar separation dependent light-emission have been observed for both PL and EL measurements, which indicates the established phenomena is pretty general and applicable to other light-emission systems. Possible physics process and mechanism were also discussed, but it’s still far to have a closed conclusion. Further investigation of the underlying physics such as non-radiative exciton-plasmon energy transfer and group coherency should be conducted. This planar, 3 layers, deep subwavelength DMD structure not only provide a general method to enhance light emission from active materials but also offer a good platform to study the fundamental physics of plasmon interacted exciton dynamics.
Chapter 7
Summary

The thesis is categorized into two parts: Periodic 1D/2D DNI nanopatterned surfaces and their applications for nanoparticle assembly/sorting and light-extraction; Planar metal/dielectrics multilayer structures and their applications for hyperbolic metamaterials and surface-plasmon-coupled light emission. These parts are closely correlated with each other, and represent some of the recent developments in the constituent materials and device designs for future optical/optoelectronic, microfluidic/biomedical device platforms.

In terms of the developments of new materials and new material fabrication, this thesis introduces two novel fundamental materials: (1) Dynamic Nanoinscribing patterning technique and the 1D/2D sinusoidal nanopatterned surface. (2) Ultrathin, low loss, Al-doped Ag films. This patterning technique enabled the single step, large area, scalable, low coast nanostructure patterning on flexible substrate, which itself is very promising in nanofabrication area. Compared to pure Ag films, doped Ag films are ultra-thin and smooth. They maintain the good optical and electrical properties of pure Ag films, while at the same time, have a significantly improved long-term and thermal stability, as well as a good adhesion to various substrates.
Novel materials and fabrication technique for sure is important, however this thesis mainly focus on how these fundamental materials and structures can be utilized in a smart way, leading to multidisciplinary applications. Based on 2D DNI patterned nanovoid structures and directed self-assembly of nanoparticles controlled by the geometric-induced electrostatic and entropic interactions, we experimentally demonstrate a single-step, low-cost methodology to selectively confine, pattern and sort nanoparticles based upon their size. This size-selective confinement is due to the free energy change of the system which arises from EDLs overlapping, ionic redistribution and the associated entropy change. This method could potentially be extended to scalable localization, sorting and manipulation of charged biological objects such as proteins, lipid vesicles, cancer cells and bacteria. We also introduce 1D DNI patterned nanogratings. Based on that, we experimentally demonstrate a single-step, low-cost methodology for light extraction from flip-chip GaN LED. This nanostructure induced light extraction were explained in the language of photon population exchange and momentum transferring by using a mixed level simulation in which both wave and particle nature of the photons are considered. Application of this light extraction method could be extended to scalable out-coupling of trapped photon modes in other systems like OLED and hyperbolic metamaterials.

Moreover, we discuss the applications of planar metal/dielectrics multilayers. Based on the low loss, ultrathin Al-doped Ag films, we experimentally demonstrated a high performance hyperbolic metamaterials (HMM). These HMMs show both a low-loss and homogenous
optical response. More important, they support much broader band of allowed high-k modes and higher photonic density of states (PDOS), which usually means a stronger light-matter interaction and is desired in many active photonic systems. HMMs based on even thinner building blocks (sub-nanometer metal films or 2D materials) are discussed theoretically. And we show the intrinsic limitation of these metamaterials: nonlocality origin from the quantum response of electrons (degeneracy pressure, diffusion kinetics and tunneling) will induce transition of the photonic topology of the HMM, making it not a HMM anymore. And this theory also explains the optical/plasmonic properties of some natural HMMs like graphite. Besides studying these passive metamaterials, we also study active system by integrating dielectrics/metal/dielectrics (DMD) structures with 2D semiconductor and OLED systems. For both 2D material-DMD system and SY based OLED system, a very sensitive separation dependent light emission enhancement as well as spectrum shift have been observed. Especially for OLED system, this separation dependent light-emission have been observed with both optical and electric pumping, which indicates the established phenomena is pretty general and applicable to other light-emission systems. Possible physics process and mechanism such as non-radiative exciton-plasmon energy transfer were also discussed, but it’s still far to have a closed conclusion. Besides the light-enhancement applications, this planar, 3 layers, deep subwavelength DMD structure provides a good platform to study the fundamental physics of plasmon interacted exciton dynamics.
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