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ABSTRACT

Shokurov proved that certain conjectures for Minimal Log Discrepancy imply the ter-

mination of Minimal Model Program. The effort towards proving those conjectures di-

rectly has not been very successful. In this context, the notion of Mather Minimal Log

Discrepancy was introduced by Ishii in recent papers, in a way similar to the usual Mini-

mal Log Discrepancy. It is not surprising that their properties are closely related, as shown

in some recent papers. In this thesis, we compute this invariant via jet schemes and arc

spaces for toric varieties and very general hypersurfaces.
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CHAPTER I

Introduction

1.1 History and background

One of the fundamental objects of research in algebraic geometry is the classification

of algebraic varieties up to isomorphism classes. However, the difficulty of this objective

has made people consider variations and simplifications of this problem. Classification up

to birational classes is one that has caught much attention from mathematicians.

The so-called Minimal Model Program (MMP) is exactly aimed at taking each alge-

braic variety to the ”simplest” birationally equivalent model through a conjecturally finite

sequence of ”decreasing” birationally equivalent models. The program originates in the

study of the classification of surfaces due to geometers of Italian School around 1900.

However, the major modern concepts were introduced in the 1980s.

It was noticed that even if one is only interested in classifying smooth varieties, one has

to also include algebraic varieties with mild singularities. One way to measure singularities

is the notion of minimal log discrepancy, which was introduced by Shokurov in [Sho88].

It is connected to solving the termination problem of flips in the Minimal Model Program.

Recently, the notion of Mather minimal log discrepancy was introduced by Ishii in

[Ish13]. It is closely related to the minimal log discrepancy and they share many similar

properties. But the Mather minimal log discrepancy has the advantage of being easier to
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compute than the minimal log discrepancy. This thesis is concerned with the computa-

tion of Mather minimal log discrepancy in the context of toric varieties and very general

hypersurfaces.

Let us start by introducing the minimal log discrepancy. LetX be a normal Q-Gorenstein

variety over an algebraically closed field k of characteristic zero and KX be the canonical

divisor onX . The Q-Gorenstein condition means that there is some positive integer r such

that rKX is a Cartier divisor. Given a birational morphism f : Y −→ X with Y normal,

the relative canonical divisor, denoted by KY/X , is the unique Q-divisor on Y which is

supported on the exceptional locus and linearly equivalent toKY −f ∗(KX). Here f ∗(KX)

is defined as 1
r
f ∗(rKX) where r is as above. If both X and Y are smooth varieties, KY/X

is an effective divisor locally defined by the Jacobian determinant of f .

We also need the following notion. A divisor over X is a prime divisor on a normal

variety Y with a birational morphism f : Y −→ X (Y is called a birational model over

X). This divisorE defines a discrete valuation ordE onK(Y ) = K(X). Two divisors over

X are equivalent if they define the same valuation on K(X). In particular if g : Z −→ Y

is a birational morphism with Z normal, then E is equivalent to its strict transform on Z.

For a nonzero ideal a on X , by pursuing higher birational models, we may assume that E

is a divisor on a smooth variety Y over X such that the birational morphism f : Y −→ X

factors through the blow-up along a. Hence a · OY = OY (−D) for an effective divisor

D on Y , and we have ordE(a) equals the coefficient of E in D. The center of E is the

closure of f(E) in X and is denoted by cX(E). For each divisor E over X as above, we

denote by kE the coefficient of E in KY/X ; it is known to be independent of choice of Y

and E ⊂ Y .

For a divisor E overX and an ideal a inOX , the log discrepancy of (X, a) with respect
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to E is defined as

a(E;X, a) := kE − ordE(a) + 1.

For each closed subset W in X , the minimal log discrepancy of (X, a) with respect to

W is

mld(W ;X, a) := min{a(E;X, a)|cX(E) ⊂ W}.

It is well known that certain conjectures on the minimal log discrepancy imply the ter-

mination of MMP (see [Sho04]). However, not much about minimal log discrepancy is

known compared to other invariants defined in similar settings such as the log canonical

threshold. An introduction to minimal log discrepancies can be found in [Amb06].

The main tools of this thesis are jet schemes and arc spaces. The concepts were intro-

duced by Nash in [Nas64]. They were further developed and attracted a lot of attention

due to the theory of motivic integration by Kontsevich, Denef and Loeser in [Kon95] and

[DL99].

We now describe our basic setting. Let k be an algebraically closed field of characteris-

tic zero (later assumed to be C) andX be an algebraic variety over k. For each nonnegative

integer m, the mth jet scheme of X , denoted by Xm, parameterizes all m-jets on X , that is,

morphisms Spec k[t]/(tm+1) −→ X . In particular, X0 is isomorphic to X and X1 is the

total tangent space of X . The higher jet schemes Xm are higher order generalizations of

the total tangent space. There are naturally truncation maps πm,n : Xm −→ Xn for every

pair m, n with m ≥ n induced by the canonical truncation maps

k[t]/(tm+1) −→ k[t]/(tn+1).

When n = 0 we simply write πm instead of πm,0. Vaguely speaking the variety X has

”good” singularities if the dimension of Xm is small. In fact, the dimension of Xm is at
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least (m+ 1) dim(X), which is attained when X is smooth.

The arc space X∞ is the projective limit of the projective system {Xm}0≤m<∞. It

parameterizes germs of formal arcs on X , that is, morphisms Spec k[[t]] −→ X . Unlike jet

schemes, the arc space X∞ is not usually of finite type (infinite-dimensional). We denote

by ψm the induced map from X∞ to Xm. When m = 0, we simply denote the map by π.

Contrary to the intuition about Xm above, X has ”good” singularities if the dimension of

ψm(X∞) is large. In fact, the dimension of ψm(X∞) is at most (m + 1) dim(X). When

X is smooth, ψm(X∞) is equal to Xm.

One is usually interested in a special type of subsets of X∞ called contact loci, consist-

ing of arcs with specified order along an ideal sheaf. More precisely, let a be an ideal sheaf

on X and γ : Spec k[[t]] −→ X be an arc on X . The order ordγ(a) of γ along an ideal a is

the t-order of the inverse image a · k[[t]] of a via γ. A contact locus of the form Cont≥m(a)

is the subset of X∞ consisting of those arcs γ with ordγ(a) ≥ m. In this dissertation, we

will compute the dimension of the image of special subsets of X∞ in Xm by decomposing

the subsets into contact loci.

Mustaţă first explored the link between jet schemes and arc spaces with certain in-

variants of singularities (more specifically, the log canonical threshold) in [Mus01] and

[Mus02]. This link has been studied further afterwards. In particular, Ein, Mustaţă and

Yasuda described the minimal log discrepancy in terms of jet schemes and arc spaces in

[EMY02]. While this is a general description, it is effective in proving some of the existing

conjectures on the minimal log discrepancy (Inversion of Adjunction and the semicontinu-

ity conjectures) only in the case of smooth varieties (see [EMY02, Theorem 0.1, Theorem

0.3]), and more generally, in the case of local complete intersection varieties (see [EM04,

Theorem 1.1, Theorem 1.2]).

The notion of Mather minimal log discrepancy was introduced in this context. Let
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f : Y −→ X be a resolution of singularities so that Y is a sufficiently ”high” birational

model over X (will be made clear in Chapter II). It is defined in a similar way to the

usual minimal log discrepancy (by simply replacing the relative canonical divisor with

the Mather discrepancy divisor) but it is much easier to describe in terms of jet schemes

and arc spaces. The Mather minimal log discrepancy for a closed point x of a variety

X is denoted by m̂ld(x;X). Of the many nice properties of the Mather minimal log

discrepancy, one of the most important is Inversion of Adjunction ([dFD11, Theorem 4.10]

and [Ish13, Proposition 3.10]).

Unlike the usual relative canonical divisor, the Mather discrepancy divisor is defined

for arbitrary varieties rather than just normal Q-Gorenstein varieties. When both notion are

defined, the two differ by the pull back of a certain ideal sheaf ([Ish13, 2.2]). In particular,

Mather minimal log discrepancy is always larger than or equal to the usual minimal log

discrepancy. Their relation has been further studied in [IR13], [EI15] and [dFT16]. We

note that contrary to usual minimal log discrepancies, the variety has ”good” singularities

when Mather minimal log discrepancies are small (see [Ish13, Theorem 4.7] for more

precise description). We recall these results in Chapter III.

The Mather minimal log discrepancy is related to jet schemes and arc spaces by [Ish13,

Lemma 4.2]. We review this relation carefully in Chapter III. This allows us to compute

Mather minimal log discrepancies by computing the dimension of certain subsets of jet

schemes instead.

In this dissertation, we compute the Mather minimal log discrepancy via jet schemes

and arc spaces for a closed point in two different classes of varieties: toric varieties and

hypersurfaces. Our result for hypersurfaces requires a generality condition on the coeffi-

cients of the defining equations. It only gives a lower bound for the Mather minimal log

discrepancy, which gives a precise formula in many examples.
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1.2 Outline and main results

Now let us give an outline of the thesis.

In Chapter II we give an overview of jet schemes and arc spaces. We start with the def-

inition of jet schemes. A large portion is devoted to proving the existence of jet schemes.

The proof shows that the jet schemes of an affine variety X are also affine and we get

explicit defining equations for Xm. In fact, if X = V(f1, . . . , fr) in An, the jet scheme

Xm is the set of m-jets γ that correspond to morphisms of k-algebras

γ∗ : k[x1, . . . , xn]/(f1, . . . , fr) −→ k[t]/(tm+1).

So if we write

fl(
m∑
j=0

x
(j)
1 tj, . . . ,

m∑
j=0

x(j)
n tj) =

m∑
j=0

Gj
l t
j in k[t]/(tm+1),

where each Gj
l is a polynomial in (x

(j)
i )1≤i≤n,0≤j≤m, then we deduce

Xm = Spec k
[
x

(j)
i |1 ≤ i ≤ n, 0 ≤ j ≤ m

]/(
Gj
l |1 ≤ l ≤ r, 0 ≤ j ≤ m

)
.

This will be important for our analysis in Chapter V.

Next we review arc spaces and cylinders (especially contact loci). The arc space of a

variety X is the projective limit of the projective system {Xm}0≤m<∞ of jet schemes and

cylinders are inverse images of constructible subsets of Xm in the arc space X∞.

In Chapter III we review the basics about Mather minimal log discrepancy. We start by

defining the notion of Mather discrepancy divisor through Nash blow-ups. Then we prove

the following proposition.
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Proposition I.1. ([Ish13, Lemma 4.2]) Let X be a variety over an algebraically closed

field k of characteristic zero. If x is a closed point of X , then we have

m̂ld(x;X) = lim
m→∞

((m+ 1) dim(X)− dim(ψm(π−1(x)))).

We show that the above limit exists and is a finite number by showing that the sequence

m dim(X) − dim(ψm(π−1(x))) is stationary for m � 0. The key point for the examples

considered in Chapter IV and Chapter V, is to compute/bound dim(ψm(π−1(x))) for m

large enough.

Chapter IV is devoted to the study of the Mather minimal log discrepancy for toric

varieties. Recall that a toric variety is a normal algebraic variety containing a torus T as

an open dense subset such that the group action of the torus on itself extends to an action

on the entire variety. The geometry of a toric variety is completely determined by the fan

associated to the variety. Thus, it is not surprising that our formula for the Mather minimal

log discrepancy is given in terms of the combinatorial data of this fan.

We compute the Mather minimal log discrepancy of a toric variety at a closed point x.

The question is local so we assume X = X(σ) is the affine toric variety associated to the

cone σ ⊂ NR := N⊗ZR, whereN ∼= Zn is the lattice of σ. We further assume that σ spans

NR. First, we consider the case when x is a torus-invariant point. By Proposition III.22,

the key is to compute dim(ψm(π−1(x))) for m large enough. This space is decomposed

into Tm-orbits. Here Tm is the mth jet scheme of the torus T in X and it naturally acts on

Xm. We use the fact that those orbits correspond to lattice points in the interior of σ. The

characterization of orbits follows from the work of Ishii ([Ish04]).

The problem thus comes down to finding the dimension of each Tm orbit, which is in

turn done by computing the dimension of the stabilizer.

In order to state our result, we introduce some notation. Let n be the dimension of X

7



and M = N∨ be the dual lattice. We define the dual space MR := M ⊗Z R and the dual

cone σ∨ := {u ∈MR|〈u, v〉 ≥ 0 for all v ∈ σ}.

With the above notation, we show the dimension of the Tm-orbit associated to a lattice

point a in the interior of σ is equal to

(m+ 1)n−min
{ n∑
i=1

〈a, ui〉|u1, . . . , un span MR, with ui ∈M ∩ σ∨ for each i
}
,

where the minimum is run over all linearly independent sets of vectors {u1, . . . , un} in

M ∩ σ∨. Now we just need to let a vary and take the maximum. Hence we get the

following theorem:

Theorem I.2. Let X be an affine toric variety associated to a cone σ of dimension n over

an algebraically closed field k of characteristic zero. Let N be the lattice of σ and M be

the dual lattice. If σ spans NR and x is the torus-invariant point, then we have

m̂ld(x;X) = min
a∈Int(σ)∩N

{
min

{ n∑
i=1

〈a, ui〉|u1, . . . , un spanMR, ui ∈M∩σ∨ for each i
}}
,

where the second minimum is taken over all linearly independent sets of vectors {u1, . . . , un}

in M ∩ σ∨.

We use the theorem to compute m̂ld(x;X) in some examples. For example, we show

that if X is a toric surface, then m̂ld(x;X) = dim(X) (which is 2). In higher dimension,

the same conclusion holds if the torus-fixed point x is an isolated singularity point and X

is simplicial. We also give some examples where m̂ld(x;X) 6= dim(X).

We conclude Chapter IV by considering arbitrary closed point on a toric variety X .

Recall that the set of closed points ofX is a disjoint union of T -orbits associated to faces of

the cone σ. Each orbit is generated by a distinguished point associated to the corresponding

face. Therefore, the problem reduces to computing the Mather minimal log discrepancy at

these distinguished points, and it is further reduced to the case of a torus-invariant point in

the following sense:
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Theorem I.3. Let X = X(σ) be an affine toric variety of dimension n over an alge-

braically closed field k of characteristic zero. Let τ be a face of σ of dimension k < n and

xτ be the distinguished point associated to τ . If Y is the k-dimensional affine toric variety

associated to the cone τ and y is the torus-invariant point of Y , then we have

m̂ld(xτ ;X)− n = m̂ld(y;Y )− k.

We consider the case of very general hypersurfaces in Chapter V. A hypersurface is a

closed subvariety of an affine space that is defined by a single polynomial equation. Let

f =
∑N

i=1 aIix
Ii be the defining equation of a hypersurfaceX ⊂ An+1, where I i are multi-

indices and xIi stands for Πn+1
j=1x

Iij
j . The support of f is the setA := {I1, . . . , IN} ⊂ Zn+1.

When A 6= ∅, the dimension of A is the dimension of the linear span over Q of the convex

hull of A − a, for any a ∈ A. Following from the result of Yu ([Yu16, Theorem 3]), we

deduce that for a support A such that dim(A) ≥ 2 or dim(A) = 1 and the convex hull of

A contains exactly two integral points, and for general coefficients aIi , X is an integral

hypersurface. Then, under a certain generality condition, we give a lower bound for the

Mather minimal log discrepancy of X at the origin. As in the case of toric varieties, we

write ψm(π−1(0)) as a disjoint union, up to the image of a thin set, of subsets Cm
α , with

α = (α1, . . . , αn+1) running over all (n+ 1)-tuples of positive integers. For simplicity, we

define the product of an (n + 1)-tuple α with a multi-index I as α · I :=
∑n+1

j=1 αjIj . An

(n + 1)-tuple α is called feasible if min1≤i≤N{α · I i} is attained by at least two different

i’s. We show that Cm
α = ∅ if α is not feasible; when f has a fixed support and very general

coefficients, dim(Cm
α ) is bounded above by

mn−
n+1∑
j=1

(αj − 1)− 1 + min
1≤i≤N

{I i · α} − min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}.

By taking the maximum over all feasible α’s, we obtain the following theorem:
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Theorem I.4. Let f =
∑N

i=1 aIix
Ii be a polynomial with a fixed support A such that f

has no constant term and that f is not divisible by any xi, and let X be the hypersurface

defined by f . If A is 1-dimensional and the convex hull contains only two integral points,

or if A has dimension ≥ 2, then for very general coefficients (aIi)1≤i≤N , the hypersurface

X is integral and we have

m̂ld(0;X) ≥ min
α
{
n+1∑
j=1

(αj − 1) + 1− min
1≤i≤N

{I i · α}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}}+ n,

where the first minimum is taken over all feasible (n+ 1)-tuples α.

In spite of the fact that the theorem only gives a lower bound of Mather minimal log

discrepancy, we can use the proof of the above result to show that the inequality is actually

an equality in many cases. We end the chapter with various examples. These examples

show that the lower bound can be attained in many cases, but we also see that the inequality

in the theorem can be strict.
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CHAPTER II

Jet Schemes and Arcs Spaces

In this chapter we review basic properties of jet schemes and arc spaces that we need in

the following chapters. We mostly follow [EM09]. For more details, see [Mus14], [DL99]

and [dF16].

2.1 Jet schemes

A variety is an integral, separated scheme of finite type over a field. Let k be an alge-

braically closed field of arbitrary characteristic and X be a scheme of finite type over k.

For each nonnegative integer m, we define the mth jet scheme of X , denoted by Xm, to be

a scheme over k such that for every k-algebra A we have a functorial bijection

(2.1) HomSch/k(Spec(A), Xm) ∼= HomSch/k(Spec A[t]/(tm+1), X).

Note that if jet schemes exist, then they are unique up to a canonical isomorphism since

the bijection (2.1) describes the functor of points of Xm. In particular, each element of the

left-hand side of the bijection (2.1) is an A-valued point of Xm, which is also called an A-

valued m-jet of X . A k-valued point of Xm is simply called an m-jet of X . Clearly when

m = 0 we have X0
∼= X . Assuming the existence of all Xm, the canonical truncation map

A[t]/(tm+1)→ A[t]/(tp+1) for m > p induces the map

Hom(Spec A[t]/(tm+1), X) −→ Hom(Spec A[t]/(tp+1), X).
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This induces via the bijection (2.1) a canonical projection πm,p : Xm −→ Xp. We denote

this map by πm when p = 0. These canonical projections satisfy the obvious compatibili-

ties πp,q ◦ πm,p = πm,q for m > p > q.

Remarks II.1. Assuming for now the existence of jet schemes, the following facts follow

easily from the definition:

(i) If f : X → Y is a morphism of schemes of finite type over k, then there is an

induced morphism of jet schemes fm : Xm → Ym. Note that the induced maps fm are

compatible with the canonical projections πp,q, i.e. πm,p ◦ fm = fp ◦ πm,p.

(ii) For schemes X and Y of finite type over k, there is a canonical isomorphism

(X × Y )m ∼= Xm × Ym,

for every m ≥ 0.

(iii) If G is a group scheme over k acting on a scheme X of finite type over k, then Gm

is also a group scheme over k and it acts on Xm.

We now prove the existence of jet schemes. The ingredients of the proof will be impor-

tant to our analysis in the following chapters. We begin with the following lemma:

Lemma II.2. Suppose thatXm exists and let πm : Xm −→ X be the canonical projection.

If U is an open subset of X , then Um also exists and is isomorphic to π−1
m (U).

Proof. LetA be a k-algebra and consider anA-valuedm-jet γ : Spec (A[t]/(tm+1))→ X .

Then πm(γ) is an A-valued point of X obtained by composing with the map

Spec (A)→ Spec (A[t]/(tm+1)).

Clearly γ factors through U if and only if πm(γ) factors through U . This establishes the

bijection (2.1) for π−1
m (U). Hence Um exists and is isomorphic to π−1

m (U).
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Proposition II.3. If X is a variety over k, then the jet scheme Xm exists for every m ≥ 0.

Moreover, Xm is of finite type over k.

Proof. First we assume thatX is affine. Choose an embeddingX ↪→ An and let g1, . . . , gr ∈

k[x1, . . . , xn] be generators for the ideal defining X . For a k-algebra A, consider an A-

valued m-jet γ of X represented by γ : Spec A[t]/tm+1 → X . Giving γ is equivalent to

giving a morphism of k-algebras

γ∗ : k[x1, . . . , xn]/[g1, . . . , gr] −→ A[t]/(tm+1).

Let us write

γ∗(xi) =
m∑
j=0

x
(j)
i tj, for 1 ≤ i ≤ n.

They should satisfy gl(γ∗(x1), . . . , γ∗(xn)) = 0 in k[t]/tm+1 for 1 ≤ l ≤ r. If we write

gl(
m∑
j=0

x
(j)
1 tj, . . . ,

m∑
j=0

x(j)
n tj) =

m∑
j=0

G
(j)
l (x)tj (mod tm+1),

we see that

(2.2) Xm
∼= Spec k[x

(j)
i |1 ≤ i ≤ n, 1 ≤ j ≤ m]/(G

(j)
l |1 ≤ l ≤ r, 0 ≤ j ≤ m).

In particular, we conclude the jet schemes of an affine scheme are also affine schemes, of

finite type over k.

Consider now the general case, when X is an arbitrary scheme of finite type over k.

Let {Ui}i be an affine open cover of X . According to what we just showed, for each Ui

there is a jet scheme (Ui)m. Moreover, Lemma II.2 shows that for each i and j, one has a

canonical isomorphism (πUim )−1(Ui ∩ Uj)→ (π
Uj
m )−1(Ui ∩ Uj), since both are isomorphic

to (Ui ∩ Uj)m. The scheme Xm is constructed by gluing the schemes (Ui)m along these

isomorphisms. In addition, the projections πUim glue together to give πXm : Xm → X .

Remark II.4. It follows from the proof that the canonical projections πm,p : Xm → Xp are

affine morphisms.
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Remark II.5. Another consequence of the above proof is that if X ↪→ An is a closed

immersion, then the induced morphism of jet schemes Xm ↪→ (An)m is also a closed

immersion. Moreover, we deduce from the explicit description of the equations of Xm in

(An)m that more generally, if X ↪→ Y is a closed immersion then so is the induced map

Xm → Ym.

Example II.6. The simplest (but important) example is X = An. It follows immediately

from equation (2.2) that (An)m ∼= A(m+1)n. Furthermore, the canonical projections πm,p

are just projections along certain coordinate planes.

Lemma II.7. ([EM09, Lemma 2.9]) If f : X → Y is an étale morphism, then for every

m ≥ 0 the following commutative diagram is Cartesian:

Xm
fm−−−→ Ym

πXm

y πYm

y
X

f−−−→ Y.

Corollary II.8. If X is a smooth variety of dimension n, then the canonical projections

πm,p are locally trivial fibrations with fiber A(m−p)n. In particular, Xm is smooth of di-

mension (m+ 1)n.

Proof. For every point x ∈ X , one can find an open subset x ∈ U and an étale morphism

U → An. Using Lemma II.7, the assertion is reduced to the case of an affine space, which

follows from Example II.6.

Suppose X is a closed subvariety of An, whose ideal is generated by g1, . . . , gr. For a

k-algebra A, an A-valued m-jet is a morphism γ : Spec A[t]/(tm+1)→ X . Giving this is

equivalent to giving the corresponding morphism of k-algebras

(2.3) γ∗ : k[x1, . . . , xn]/(g1, . . . , gr) −→ A[t]/(tm+1).
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We often write the image of xi under the above morphism as
∑m

j=0 x
(j)
i tj as in the proof

of the existence of jet schemes.

2.2 Arc spaces and cylinders

We work in the same settings as in the previous section. Given a scheme X of finite

type over k, we have a projective system

. . . −→ Xm −→ Xm−1 −→ . . . −→ X1 −→ X0 = X,

in which all morphisms are affine. Therefore, the projective limit exists in the category

of k-schemes. The projective limit is denoted by X∞ and it is called the arc space of X .

Unlike the jet schemes, the arc space is typically not of finite type over k. We denote by

ψm the canonical map X∞ → Xm. We also write π := ψ0 : X∞ → X0 = X for the

projection to the original scheme X .

It follows from the definition of jet schemes and projective limit that for every field

extension K of k, we have functorial isomorphisms

Hom(Spec(K), X∞) ∼= lim
←−

Hom(Spec K[t]/tm+1, X) ∼= Hom(Spec K[[t]], X).

A k-valued point of X∞ is called an arc on X and is represented by

(2.4) γ : Spec k[[t]] −→ X.

For every field extension K of k, a K-valued point of X∞ is called an K-valued arc of

X . From now on, whenever we deal with Xm and X∞ we will restrict to their k-valued

points. Since the jet schemes are of finite type over k this causes no ambiguity. Note that

since we only consider the k-valued points, X∞ is the set-theoretic projective limit of the

Xm and the Zariski topology on X∞ is the projective limit topology.
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Remark II.9. As in the case of jet schemes, if f : X → Y is a morphism of schemes of

finite type over k, then we have an induced map on the arc spaces f∞ : X∞ → Y∞ that is

compatible with canonical projections.

Remark II.10. For schemesX and Y of finite type over k, there is a canonical isomorphism

(X × Y )∞ ∼= X∞ × Y∞ and we have the following commutative diagram:

(X × Y )∞
∼=−−−→ X∞ × Y∞

ψX×Ym

y ψXm×ψYm

y
(X × Y )m

∼=−−−→ Xm × Ym.
We now define the notion of cylinders. Recall that a constructible set in a scheme of

finite type over k is a finite union of locally closed subsets. A cylinder in X∞ is a subset

of the form C = ψ−1
m (S), for some nonnegative integer m and some constructible subset

S of Xm. The arc spaces are typically not of finite type over k. So far most study on arc

spaces has been focusing on cylinders and their irreducible components.

There is a special type of cylinders, the contact loci, that will play an important role in

what follows. To an ideal sheaf a, we associate subsets of arcs with prescribed vanishing

order along a. More precisely, if γ : Spec k[[t]] → X is an arc, the inverse image of a is

an ideal in k[[t]] generated by tr, for some r (if the ideal is not zero). This r is the order of

γ along a, denoted by ordγ(a). When the inverse image is zero, we put ordγ(a) = ∞. A

contact locus is a subset of X∞ of one of the following forms:

Conte(a) := {γ ∈ X∞|ordγ(a) = e},

or

Cont≥e(a) := {γ ∈ X∞|ordγ(a) ≥ e}.

We can similarly define subsets of Xm with specified order along a, namely Conte(a)m

and Cont≥e(a)m, for m ≥ e. It is clear that for every m ≥ e, we have

Conte(a) = ψ−1
m (Conte(a)m), Cont≥e(a) = ψ−1

m (Cont≥e(a)m).
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This implies that Conte(a) is a locally closed set and Cont≥e(a) is a closed set.

Definition II.11. Let X be a scheme of finite type over k of pure dimension d. A subset

A ⊂ X∞ is thin if there is some closed subvariety S of X whose dimension is strictly less

than d such that A ⊂ S∞. If a subset A is not thin, it is fat.

We need the following result for our discussion in the following chapters:

Lemma II.12. ([EM05, Proposition 5.10]) LetX be a variety over k of dimension d. Then

(1) For every m ≥ 0, we have

dim(ψm(X∞)) ≤ (m+ 1)d.

(2) For every m, n ≥ 0 with m ≥ n, the fibers of ψm(X∞) → ψn(X∞) are of dimen-

sion ≤ (m− n)d.

Proof. Clearly assertion (1) follows from assertion (2) since ψ0(X∞) = X . Moreover, it

suffices to prove assertion (2) when m = n + 1. The question is local, hence we may

assume that X is affine.

Let X be a closed subscheme of AN = Spec k[x1, . . . , xN ] defined by an ideal gener-

ated by g1, . . . , gr. Consider γ ∈ Xn given by u = (u1, . . . , uN) where each ui ∈ k[t] has

degree ≤ n. Let T = Spec k[t] and Z be the subscheme of T × AN defined by the ideal

IZ = (g1(u+ tn+1x), . . . , gr(u+ tn+1x)).

Let Z ′ be a subscheme of T × AN defined by

IZ′ = (f |hf ∈ IZ for some nonzero h ∈ k[t]).

Then clearly Z ′ ⊂ Z, and by construction Z = Z ′ over the generic point of T . Moreover,

we claim that Z ′ is flat over T . It suffices to show that for every prime ideal p = (P ) of

k[t], (OT×AN/IZ′)p is flat over k[t]p. This comes down to computing

Tork[t]p
1 ((OT×AN/IZ′)p, k[t]p/(f)k[t]p)
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for every nonzero f ∈ k[t] according to the local criterion for flatness ([Eis13, Theorem

6.8]) and the fact that k[t] is a PID. Since

Tork[t]p
1 ((OT×AN/IZ′)p, k[t]p/(f)k[t]p) ∼= Tork[t]p

1 (k[t]p/(f)k[t]p, (OT×AN/IZ′)p)

= {b ∈ (OT×AN/IZ′)p|fb = 0} = 0,

we conclude that Z ′ is flat over T .

Note that the generic fiber of Z over T is isomorphic to X ×k k(t). So the fiber of Z ′

over the origin is either empty or has dimension d. On the other hand, every element in the

fiber of ψn+1(X∞)→ ψn(X∞) over γ is the (n+ 1)-jet of an arc in X given by u+ tn+1w

for some w ∈ (k[[t]])N . Thus gi(u + tn+1w) = 0 for every i. By definition of IZ′ , we see

that if f ∈ IZ′ , then f(t, w) = 0. This shows that the fiber over γ is embedded in the fiber

of Z ′ over the origin of T . Hence its dimension is ≤ d.
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CHAPTER III

Mather Minimal Log Discrepancy

In this chapter we introduce the Mather minimal log discrepancy following [Ish13].

The definition is very similar to the usual minimal log discrepancy. Details on usual mini-

mal log discrepancy and its relation to arc spaces can be found in [EMY02]. In Section 3.1

we define Mather minimal log discrepancy and in Section 3.2 we relate it to jet schemes

and arc spaces.

3.1 Mather minimal log discrepancy

We start by introducing some notion.

Definition III.1. Let X be a variety over a field k and f : Y → X be a proper birational

morphism of varieties, with Y normal. Each prime divisor E on Y gives a valuation ordE

on K(Y ) = K(X). Here E is called a divisor over X and we equate two divisors on

two normal varieties over X if they give rise to the same valuation on X . The center of

E is the closure of the image of E on X . A divisorial valuation on X is one of the form

v = q · ordE where q is a positive integer and E is a divisor over X .

Let X be a variety of dimension d over an algebraically closed field k of characteristic

zero. For simplicity we write ΩX for the sheaf of relative differentials ΩX/k. The projection

π : PX(∧dΩX) −→ X
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is an isomorphism over the smooth locus Xreg ⊂ X . In particular, there is a section

σ : Xreg → PX(∧dΩX).

Definition III.2. The Nash blow-up ofX is the closure of the image of σ, and is denoted by

X̂ . It is a variety over k with a projective morphism π|X̂ : X̂ → X that is an isomorphism

over the smooth locus of X . The line bundle

K̂X := OPX(∧dΩX)(1)|X̂

is called the Mather canonical line bundle of X .

Remark III.3. IfX is smooth, then clearly X̂ = X and K̂X is just the canonical line bundle

ofX . More generally, the Nash blow-up can be thought of as the parameter space of limits

of all tangent directions at smooth points of X .

One can always find a resolution of singularities f : Y → X that factors through the

Nash blow-up. Then the image of the f ∗(∧dΩX) under the canonical homomorphism

∧ddf : f ∗(∧dΩX)→ ∧dΩY

is of the form J ∧d ΩY where J is an invertible ideal sheaf on Y ([dFEI07, Proposition

1.7]). Let K̂Y/X be the effective divisor defined by J . This is supported on the exceptional

locus of f and it is called the Mather discrepancy divisor. For each prime divisor E on

Y , we define k̂E := ordE(K̂Y/X). If v = q · ordE is a divisorial valuation, we write

k̂v := q · k̂E .

Definition III.4. Let (X, a) be a pair where X is a variety over k and a is a nonzero ideal

in OX . For a closed subset W of X , the Mather minimal log discrepancy of (X, a) along

W is defined as

m̂ld(W ;X, a) := inf{k̂E − ordE(a) + 1|E is a divisor over X with center in W}.
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When dim(X) = 1 and the infimum is negative, we make the convention that

m̂ld(W ;X, a) = −∞.

Remark III.5. If dim(X) ≥ 2 and m̂ld(W ;X, a) < 0, then m̂ld(W ;X, a) = −∞ (see

[Ish13, Remark 3.4]). This is why we make the convention for the case when dim(X) = 1.

When W = {x} for some closed point x ∈ X and a = OX , we denote the Mather min-

imal log discrepancy by m̂ld(x;X) for simplicity. The Mather minimal log discrepancy

has many nice properties. We quote a few important ones here without proof.

Proposition III.6. [Ish13, Corollary 4.3] For every closed point x of a variety X of di-

mension d, we have

m̂ld(x;X) ≥ d.

Proposition III.7. [IR13, Proposition 1.2] Let X be a variety of dimension d. Then, for

every closed point x ∈ X and effective R-Cartier divisor B on X , we have

m̂ld(x;X,JX · OX(B)) ≤ d,

where JX is the Jacobian ideal of X . Moreover, equality holds if and only if x is a non-

singular point and B = 0 around x.

Proposition III.8. [Ish13, Corollary 3.14] Let X be a variety of dimension d and a be a

nonzero ideal of OX . Then the function x 7→ m̂ld(x;X, a · JX), for x ∈ X a closed point,

is lower semicontinuous.

The Mather minimal log discrepancy can be computed via jet schemes and arc spaces

as follows:

Proposition III.9. [Ish13, Proposition 3.7] Let X be a variety of dimension d and a be a

nonzero ideal of OX . If W is a proper closed subset of X and IW is the (reduced) ideal of

W , then we have the following:
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(1) m̂ld(W ;X, a) = inf
m∈N
{codim(Contm(a) ∩ Cont≥1(IW ))−m}.

(2) m̂ld(W ;X, a) = inf
m∈N
{codim(Cont≥m(a) ∩ Cont≥1(IW ))−m}.

Probably the most important property is Inversion of Adjunction:

Proposition III.10. [Ish13, Proposition 3.10] Let X be a variety of dimension d and A

be a non-singular variety containing X as a closed subvariety of codimension c, with

ideal IX . Let W be a proper closed subset of X and ã ⊂ OA be an ideal such that

a := ã · OX ⊂ OX is a nonzero ideal. Then we have

m̂ld(W ;X, a · JX) = m̂ld(W ;A, ã · IcX).

As their definitions suggest, the Mather minimal log discrepancy and the usual minimal

log discrepancy are closely related. The following result on minimal log discrepancy was

proved using Mather minimal log discrepancy:

Proposition III.11. [dFT16, Theorem 1.5] Let X be a normal Q-Gorenstein variety of di-

mension d and x ∈ X be a closed point such that the exceptional divisor of the normalized

blow-up of X at x has a generically reduced irreducible component. Then

mld(x;X,OX) ≤ d,

and equality holds if and only if X is smooth at x.

IfX is a normal Q-Gorenstein variety, one can show that m̂ld(W ;X, a) ≥ mld(W ;X, a)

for every closed subset W and nonzero ideal a. To see this, let r be a positive integer such

that rkX is a Cartier divisor on X and f : Y → X be a resolution of singularities that

factors through the Nash blow-up. If we write the image of the homomorphism

(∧dΩX)⊗r −→ OX(rKX)
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as Ir · OX(rKX), where Ir is an ideal of OX , then clearly we have

f ∗(Ir) · OY (rK̂Y/X) = OY (rKY/X).

In particular, we have K̂Y/X ≥ KY/X . Then m̂ld(W ;X, a) ≥ mld(W ;X, a) follows by

definition.

More results on the relation between Mather minimal log discrepancy and the usual

minimal log discrepancy can be found at [EI15] and [IR13]. For more details on Mather

minimal log discrepancy, we refer to [Ish13], [EI15] and [IR15].

3.2 Relation to jet schemes and arc spaces

Let k be an algebraically closed field of characteristic zero and X be a variety over k

of dimension d. We specialize to the case when W ⊂ X is a closed point and a = OX ,

and establish the relation between Mather minimal log discrepancy and jet schemes and

arc spaces. For that purpose, we need to introduce the notion of maximal divisorial sets.

Definition III.12. If v is a divisorial valuation on a variety X , the maximal divisorial set

corresponding to v, denoted CX(v), is defined as the Zariski closure of

{γ ∈ X∞|ordγ = v}.

Definition III.13. If X and Y are varieties over k, and A ⊂ X and B ⊂ Y are con-

structible subsets. Then a map f : A → B is a piecewise trivial fibration with fiber F , if

there exists a finite partition of B into locally closed subsets S of Y such that f−1(S) is

isomorphic to S × F and f |f−1(S) is the projection S × F → S under the isomorphism.

Recall that for a scheme X of finite type over k, there are canonical morphisms π :

X∞ → X and ψm : X∞ → Xm for every m ≥ 0. A cylinder A ⊂ X∞ is stable at level

n ∈ N if it is a union of fibers of ψn and if ψm+1(X∞) → ψm(X∞) is a piecewise trivial
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fibration over ψm(A) with fiber Adim(X) for each m ≥ n. A is called stable if it is stable

at some level. If A is stable at level n, then the codimension of A is (m + 1) dim(X) −

dim(ψm(A)) for any m ≥ n. Clearly this is independent of choice of m.

We quote the following results without proof:

Proposition III.14. ([Ish13, Proposition 2.9]) Let X be an affine variety and αi ⊂ OX

for 1 ≤ i ≤ r be non-zero ideals. Then for any e1, . . . , er ∈ N, every fat irreducible

component of Cont≥e1(α1) ∩ . . . ∩ Cont≥er(αr) is a maximal divisorial set.

Proposition III.15. ([Ish13, Proposition 2.13]) For a divisorial valuation q · valE on a

variety X , the corresponding maximal divisorial set is stable and its codimension is given

by

codim(CX(q · valE)) = q(k̂E + 1).

More details on divisorial valuations and maximal divisorial sets can be found in [dFEI07].

Definition III.16. Fix a closed point x of X . Recall that from Section 2.2 we have canon-

ical morphisms ψm : X∞ → Xm, and in particular, π = ψ0 : X∞ → X . For every m ≥ 0

we define

λm(x) := md− dimψm(π−1(x)).

When there is no confusion we simply write λm instead of λm(x).

Remark III.17. Corollary II.8 shows that when X is a smooth variety and x is a closed

point of X , we have for each m ≥ 0,

λm(x) = m dim(X)− dim(ψm(π−1(x))) = 0.

Proposition III.18. For every m ≥ 0, we have λm ≥ 0 and λm+1 ≥ λm.
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Proof. The first assertion is the consequence of the second one and the fact that λ0 = 0.

So we only need to prove the second assertion. According to Lemma II.12, the map

ψm+1(π−1(x)) −→ ψm(π−1(x))

has fibers of dimension at most d. Thus, we have

dim(ψm+1(π−1(x))) ≤ dim(ψm(π−1(x))) + d.

This shows that λm+1 ≥ λm for m ≥ 0.

The sequence λm is nondecreasing, hence it has a limit (finite or infinite). The limit

is an integer if the sequence is stationary when m is large enough. We first quote the

following result:

Proposition III.19. ([dFEI07, Proposition 3.5]) If X is a variety over k, then the number

of irreducible components of a cylinder on X∞ is finite.

Lemma III.20. Let X be a variety over k of dimension d and x be a closed point of X .

Then for m� 0, λm is constant.

Proof. The question is local so we assume thatX is affine. Since π−1(x) is a contact locus,

by Proposition III.19 it has a finite number of irreducible componentsC1, . . . , Cr, Z1, . . . , Zs,

where Ci’s are fat and Zj’s are thin. Each thin component Zj is contained in the arc space

of some subvariety of X of dimension ≤ d− 1. By Lemma II.12, we have

dim(ψm(Zj)) ≤ (m+ 1)(d− 1),

for every m ≥ 0 and 1 ≤ j ≤ s. On the other hand, by Proposition III.14, each Ci is a

maximal divisorial set CX(qi · valEi) for some positive integer qi and divisor Ei over X .

Hence, according to Proposition III.15, we have

dim(ψm(Ci)) = (m+ 1)d− qi(k̂Ei + 1),
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for every 1 ≤ i ≤ r and m� 0. We conclude that for m� 0, we have

dim(ψm(π−1(x))) = max
1≤i≤r

{dim(ψm(Ci))} = md− λ,

where λ = min1≤i≤r{qi(k̂Ei + 1)} − d.

Definition III.21. Let X be a variety of dimension d and x be a closed point of X . The

sequence (λm(x))m≥0 introduced above is stationary for m � 0. So lim
m→∞

λm(x) exists

and it is equal to λm(x) for all m large enough. We denote this limit by λ(x). When there

is no confusion, we also write this limit as λ.

The following result from [Ish13] describes the Mather minimal log discrepancy in

terms of jet schemes and arc spaces. It is a special case of Proposition III.9.

Proposition III.22. If X is a variety over k of dimension d and x is a closed point of X ,

then

λ(x) = m̂ld(x;X)− d.

Proof. By the proof of Lemma III.20, we have

π−1(x) = ∪
1≤i≤r

Ci

up to a thin set in X∞. We see that Ci = CX(qi · valEi), where each qi · valEi is a divisorial

valuation centered at {x}. For each i, since Ci is an irreducible component of π−1(x), we

have qi = 1. On the other hand, every divisor E over X with center {x} is equivalent to

one of the Ei’s since an arc γ with ordγ = ordE must be contained in one of Ci’s.

By definition λ(x) = codim(π−1(x)) − d = min
1≤i≤r

{codim(CX(qi · ordEi)} − d. Ac-

cording to Proposition III.15, min
1≤i≤r

{codim(CX(qi · valEi)} = min
1≤i≤r

{k̂Ei + 1}. It follows

from the above analysis and the definition of Mather minimal log discrepancy that this

minimum is equal to m̂ld(x;X).
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Remark III.23. If X is smooth and x ∈ X is a closed variety, by Remark III.17 we have

λm(x) = 0 for every m ≥ 0. Hence, by Proposition III.22 we have m̂ld(x;X) = dim(X).

The same conclusion holds if we only assume x is a smooth point of X because in this

case we may replaceX by a smooth open neighborhood of x. Therefore, we only consider

singular points in the following chapters.
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CHAPTER IV

Mather Minimal Log Discrepancy of Toric Varieties

This chapter is devoted to the computation of the Mather minimal log discrepancy

associated to a closed point on a toric variety. We will first do the computation for a torus-

invariant point, and then show the computation generalizes to an arbitrary closed point.

The computation depends only on local properties of the toric variety so we assume

throughout the chapter thatX = X(σ) is an affine toric variety associated to a cone σ over

an algebraically closed field of characteristic zero.

We write xσ for the torus-invariant point in X (when it exists), and therefore according

to Proposition III.22, computing the Mather minimal log discrepancy associated to xσ is

equivalent to computing the dimension of Cm := ψm(π−1(xσ)) for m large enough. More

precisely, m̂ld(xσ;X) = mn − dim(Cm) when m � 0. We will decompose Cm into

orbits under the Tm-action, where T is the torus in X , and compute the dimension of Cm

by computing the dimension of these orbits instead.

4.1 Quick review

In this section we provide a quick review of basic facts on toric varieties. For details

we refer the reader to [Ful93].

Let k be an algebraically closed field of characteristic zero. An affine toric variety of

dimension n is defined using a lattice N ∼= Zn and a cone σ in NR := N ⊗Z R. A cone
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σ is a rational convex cone in NR containing no nonzero linear subspace and which is

generated by finitely many lattice vectors.

Let M := HomZ(N,Z) be the dual lattice and we put MR = M ⊗Z R. We denote by

〈·, ·〉 the canonical pairing M ×N → Z. The affine toric variety associated to the cone σ

is defined as

X(σ) := Spec k[M ∩ σ∨],

where σ∨ is the dual cone contained in MR, i.e. σ∨ = {u ∈MR|〈u, v〉 ≥ 0 for all v ∈ σ}.

The semigroup algebra k[M ∩ σ∨] is defined as ⊕
u∈M∩σ∨

k · χu, with χu · χv = χu+v. Then

clearly for some elements u1, . . . , us ∈M ∩σ∨, we have χu1 , . . . , χus generate k[M ∩σ∨]

if and only if u1, . . . , us generate M ∩ σ∨ as a semigroup.

A k-valued point x of X(σ) corresponds to a homomorphism of k-algebras

x∗ : k[σ∨ ∩M ] −→ k.

We put σ⊥ := {u ∈ MR|〈u, v〉 = 0 for all v ∈ σ}. A face of σ is a subset of σ of the

form {v ∈ σ|〈u, v〉 = 0}, for some u ∈ σ∨. The distinguished point xτ corresponding to

a face τ of σ is defined by x∗τ (χ
u) = 1 if u ∈ τ⊥, and x∗τ (χ

u) = 0 otherwise.

Remark IV.1. The point xσ exists if NR is the linear span of σ. This point will play a

special role in what follows. The computation when NR is not spanned by σ can be easily

reduced to this case, sinceX(σ) will be a product of a torus with a lower-dimensional toric

variety that contains a torus-invariant point. So from now on, we assume that σ spans NR.

The toric variety X = X(σ) contains the torus T = Spec k[M ] ∼= (k∗)n and the group

action of T on itself extends to an action on X . More precisely, the T -action on X is given

by G : T ×X → X , which is equivalent to the following morphism of k-algebras:

(4.1) k[M ∩ σ∨] −→ k[M ]⊗ k[M ∩ σ∨], χu 7−→ χu ⊗ χu.
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It is a general fact that the T -orbit O(τ) that contains xτ is of dimension equal to the

codimension of τ in σ. In particular, the point xσ is the unique torus-invariant point. The

toric variety X is the disjoint union of the orbits O(τ) with τ varying over all faces of σ.

Therefore, any point of X lies in the same orbit with one of the xτ ’s.

A torus-invariant prime divisorD is the closure of the orbit associated to a one-dimensional

face. Let us call this one-dimensional face τ . Then we have

D = V (τ) := Spec k[M ∩ σ∨ ∩ τ⊥].

4.2 Characterization of orbits in Cm

Definition IV.2. Recall that for each variety X over k there are canonical morphisms

ψm : X∞ → Xm and π : X∞ → X . For every m ≥ 1, we define Cm a subset of Xm as

Cm := ψm(π−1(xσ)).

Let T be the torus in X = X(σ). It follows from Remark II.1 (iii) that there is a natural

group action of Tm on Xm. In this section, we approximate Cm by a union of Tm-orbits

and show that these orbits can be represented by lattice points in the interior of σ. This

section builds on the work of Ishii [Ish04] who gave a similar description for the T∞-orbits

in X∞. We denote by Z≥0 the set of nonnegative integers.

Let γ : Spec k[t]/(tm+1) −→ X be an m-jet inside Cm and let δ : Spec k[[t]] −→ X be

an arc on X which lifts γ. Then we have the following commutative diagram:

k[M ∩ σ∨] k[[t]]

k[t]/(tm+1),

δ∗

γ∗

where the vertical map is the canonical truncation.

Let τ1, . . . , τd be the one-dimensional faces of σ and Di := V (τi) be the corresponding

torus-invariant prime divisors of X . We assume that δ is not in the arc space of any Di.

30



Equivalently, δ∗(χu) 6= 0 for every u ∈ M ∩ σ∨. Thus the order in t of δ∗(χu) ∈ k[[t]]

is well-defined. We put ordδ(u) := ordt(δ∗(χu)) for each u ∈ M ∩ σ∨. Let Sm be the

set {0, 1, . . . ,m,∞} and Trm : Z≥0 → Sm be the obvious truncation map that takes any

number larger than m to∞. We define ordγ to be the composition of ordδ with Trm. Then

we get the following commutative diagram:

M ∩ σ∨ Z≥0

Sm.

ordδ

ordγ
Trm

Note that for each u ∈ M ∩ σ∨, the value of ordγ(u) only depends on γ∗(χu). Thus

ordγ is independent of choice of δ and we call it the order map of γ.

Since ordδ is an additive map that takes lattice points in the cone σ∨ to nonnegative

integers, it corresponds uniquely to a lattice point in σ. Now we give a first description of

some of the Tm-orbits of Cm.

Lemma IV.3. With the above notation, ψm(X∞\ ∪
i

(Di)∞) is preserved by the Tm-action

and its orbits are in one-to-one correspondence with the maps M ∩ σ∨ → Sm that can be

lifted to additive maps M ∩ σ∨ → Z≥0. The corresponding map is exactly the order map

of any element in the orbit.

Moreover, ψm(π−1(xσ)\∪
i

(Di)∞) is also preserved by the Tm-action and its orbits are

in one-to-one correspondence with the maps M ∩ σ∨ → Sm that can be lifted to additive

maps M ∩ σ∨ → Z≥0, such that the inverse image of {0} is {0}.

Proof. First let us describe the Tm-action on Xm and the T∞-action on X∞. Let

g : Spec k[t]/(tm+1)→ Spec k[M ]

be a point of Tm and

γ : Spec k[t]/(tm+1)→ Spec k[M ∩ σ∨]
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be a point of Xm. Then g · γ is a morphism Spec k[t]/(tm+1) → Spec k[M ∩ σ∨] that is

equal to G ◦ (g, γ). By equation (4.1), for each u ∈M ∩ σ we have

(g · γ)∗(χu) = g∗(χu) · γ∗(χu).

Similarly, if δ : Spec k[[t]] → k[M ] is a point in T∞ and α : Spec k[[t]] → k[M ∩ σ∨] is a

point of X∞, then for each u ∈M ∩ σ∨ we have

(δ · α)∗(χu) = δ∗(χu) · α∗(χu).

Note that both g∗(χu) and δ∗(χu) above are units since χu has an inverse χ−u in k[M ].

Now let γ be an m-jet in ψm(X∞\∪
i

(Di)∞) with a lifting δ in X∞\∪
i

(Di)∞. For each

α ∈ Tm, there is a lifting ξ ∈ T∞ of α by smoothness of T . Since ξ∗(χu) is a unit for each

u ∈ M , (ξ · δ)∗(χu) 6= 0 for each u ∈ M ∩ σ∨. Hence ξ · δ is also in X∞\ ∪
i

(Di)∞.

Therefore, α · γ = ψm(ξ · δ) is in ψm(X∞\∪
i

(Di)∞). This shows that ψm(X∞\∪
i

(Di)∞)

is preserved by the Tm-action.

For ψm(π−1(xσ)\ ∪
i

(Di)∞), one applies the same argument and observes that an arc

δ lies above the torus-invariant point xσ if and only if δ∗(χu) has positive order whenever

u 6= 0, which is equivalent to ord−1
δ (0) = {0}. Since ξ∗(χu) is a unit for each u ∈ M and

ξ ∈ T∞, ξ · δ also lies above 0. This shows that ψm(π−1(xσ)\ ∪
i

(Di)∞) is also preserved

by the Tm-action.

Pick two m-jets α ∈ Tm and γ ∈ ψm(X∞\ ∪
i

(Di)∞). The morphism α∗ takes any χu,

with u ∈M , to a unit. Therefore, multiplying γ by α does not change the order map ordγ .

In other words, ordγ = ordα·γ . This shows that the order map is the same for all points in

a Tm-orbit.

Now we show that two m-jets in ψm(X∞\ ∪
i

(Di)∞) with the same order map are in

the same Tm-orbit. Let γ be in ψm(X∞\ ∪
i

(Di)∞) and φ be its order map. We define the
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special m-jet γφ whose associated morphism is

γ∗φ : k[M ∩ σ∨] −→ k[t]/(tm+1), γ∗φ(χu) = tφ(u),

with the convention that t∞ = 0. If we write φ(a) + φ(b) = ∞ whenever the sum is

≥ m+ 1, then we have φ(a) + φ(b) = φ(a+ b) for any a, b ∈M ∩ σ∨. Therefore, γ∗φ is a

homomorphism of k-algebras.

Let δ ∈ X∞\ ∪
i

(Di)∞ be a lifting of γ and ψ be the order map of δ. Then we may

define an arc δψ such that

δ∗ψ : k[M ∩ σ∨] −→ k[[t]], δ∗ψ(χu) = tψ(u).

Obviously, δψ lifts γφ, and it has the same order map as δ. Hence we have a morphism of

k-algebras as follows:

α∗ : k[M ∩ σ∨] −→ k[[t]], α∗(χu) = δ∗(χu)/δ∗ψ(χu).

α∗ extends to the entire k[M ] since M ∩ σ∨ spans M and since α∗(χu) is a unit for each

u ∈M∩σ∨. Hence α ∈ T∞ and clearly we have α ·δψ = δ, and therefore, ψm(α) ·γφ = γ.

This shows that γ is in the same Tm-orbit as the special m-jet γφ, and so is any other m-jet

with the same order map.

Finally, we show that each map φ : M ∩ σ∨ → Sm that can be lifted to an additive

map ψ : M ∩ σ∨ → Z≥0 is the order map of some m-jet in ψm(X∞\ ∪
i

(Di)∞). Define

the special m-jet γφ and the arc δψ that lifts γφ in the same way as above. Then we have

δψ ∈ X∞\ ∪
i

(Di)∞ because δ∗ψ(χu) has finite order for each u ∈ M ∩ σ∨. Therefore,

γφ is an m-jet in ψm(X∞\ ∪
i

(Di)∞) and clearly ordγφ = φ. Hence we have produced a

Tm-orbit whose corresponding order map is equal to the map φ that we started with.

As mentioned above, an additive map M ∩σ∨ → Z≥0 corresponds uniquely to a lattice

point in σ. Denote by ϕa the additive map corresponding to the lattice point a and ϕ̄a the
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composition of ϕa with the truncation map Trm. Then clearly every order map in Lemma

IV.3 is equal to ϕ̄a for some a ∈ σ ∩ N . In particular, the order map takes only 0 to 0 if

the lattice point a is contained in Int(σ), the interior of σ. However, there could be more

than one such a. To understand the additive maps M ∩ σ∨ → Z≥0 better, we first study

the semigroup M ∩ σ∨ and show that there is a unique minimal set of generators.

Definition IV.4. An element u ∈ M ∩ σ∨ is called irreducible if it cannot be written as

the sum of two nonzero elements of M ∩ σ∨.

Lemma IV.5. The semigroup M ∩ σ∨ has a unique minimal set of generators consisting

of all the irreducible elements.

Proof. First, since σ∨ is a convex polyhedral cone,M∩σ∨ is finitely generated. Therefore,

there exists a minimal set of generators.

Second, we show that any element ofM ∩σ∨ can be generated by irreducible elements.

Pick an element v ∈ Int(σ)∩N . Then 〈u, v〉 is a positive integer for any u ∈M ∩σ∨. We

claim that for each u ∈ M ∩ σ∨, u can be written as the sum of at most 〈u, v〉 irreducible

elements. If 〈u, v〉 = 1, then u must irreducible. Otherwise, there are nonzero elements

u1, u2 ∈ M ∩ σ∨ such that u = u1 + u2. But 〈u1, v〉 and 〈u2, v〉 are both positive integers

since v ∈ Int(σ)∩N . This is not possible as they add up to 〈u, v〉 = 1. Inductively, suppose

our claim holds for all u such that 〈u, v〉 ≤ p. Pick u ∈M ∩σ∨ such that 〈u, v〉 = p+1. If

u is irreducible, then we are done. Otherwise, there are nonzero elements u1, u2 ∈M ∩σ∨

such that u = u1 + u2. Both 〈u1, v〉 and 〈u2, v〉 are ≤ p. By assumption, u1 and u2

can be written as the sum of at most 〈u1, v〉 and 〈u2, v〉 irreducible elements respectively.

Therefore, u can be written as the sum of at most 〈u1, v〉 + 〈u2, v〉 = p + 1 irreducible

elements.

Finally, note that any set of generators must contain all irreducible elements by defi-
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nition. We conclude that the set of irreducible elements form the unique minimal set of

generators for M ∩ σ∨.

Remark IV.6. If u1, . . . , us form the unique minimal set of generators of M ∩ σ∨, then

χu1 , . . . , χus also form the unique minimal set of monomial generators of k[M ∩ σ∨].

The following lemma makes a connection between the set of order maps and the set of

lattice points.

Lemma IV.7. Fix an integer m ≥ 1 and let χu1 , χu2 , . . . , χus be the minimal set of mono-

mial generators of k[M ∩ σ∨]. For each integer c ≥ 0 we define

Pc :=
{
a ∈ σ ∩N

∣∣∣the set {ui|ϕa(ui) ≤ m+ c} spans MR

}
.

Then the following hold:

(1) For any two different a, b ∈ P0, ϕ̄a 6= ϕ̄b.

(2) There exists some c0 ∈ Z+ such that for any a ∈ σ ∩ N one can find b ∈ Pc0 with

ϕ̄a = ϕ̄b.

Proof. First let’s assume we have a, b ∈ P0 and ϕ̄a = ϕ̄b. Define

Γ0 := {ui|ϕa(ui) ≤ m}.

Since ϕ̄a = ϕ̄b, we deduce that ϕa and ϕb take the same values on Γ0. By definition of

P0, Γ0 spans MR. Thus we conclude that ϕa = ϕb, which implies that a = b.

For (2), we choose a positive integer c0 large enough such that for any subset S ⊂

{u1, u2, . . . , us} that does not span MR, there is some v ∈ N satisfying

(4.2) ϕv(ui) = 0, for all ui ∈ S, and 1 ≤ max
ui /∈S
{ϕv(ui)} ≤ c0.
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Such a number c0 exists because there are only finitely many subsets of {1, 2, . . . , s}.

For each point b ∈ σ ∩ N we put Sb :=
{
u ∈ {u1, . . . , us}|ϕb(u) ≤ m + c0

}
. If there is

some b such that ϕ̄a = ϕ̄b and such that Sb spans MR, then we are done.

Now suppose there is no such b. We pick a point b such that ϕ̄a = ϕ̄b and such that Sb

is maximal. By relabeling we may write Sb = {u1, . . . , ul} for some integer l < s. By

assumption Sb does not span MR, so we can fine v ∈ N that satisfies (4.2) with S replaced

by Sb. Clearly there is some positive integer k such that

ϕb−kv(ui) > m, for all i > l,

ϕb−kv(ui0) ≤ m+ c0, for some i0 > l.

Notice that ϕ̄b−kv = ϕ̄b = ϕ̄a, and hence b− kv ∈ σ ∩N . But clearly we have

Sb $ {u1, . . . , ul, ui0} ⊂ Sb−kv.

This contradicts the maximality of Sb. So we conclude that there must be some b ∈ Pc0

such that ϕ̄a = ϕ̄b.

Remark IV.8. We have proved that for each a ∈ σ ∩ N , the map ϕ̄a corresponds to a

Tm-orbit in ψm(X∞\ ∪i (Di)∞). We denote this orbit by Tm,a.

Remark IV.9. For each a ∈ Int(σ) ∩ N , ϕa is an additive map M ∩ σ∨ → Z≥0 such

that ϕ−1
a (0) = {0}. According to Lemma IV.3 the corresponding orbits Tm,a are all the

Tm-orbits contained in ψm(π−1(xσ)\ ∪i (Di)∞).

Corollary IV.10. The sets ψm(X∞\ ∪
i

(Di)∞) and ψm(π−1(xσ)\ ∪
i

(Di)∞) contain only

finitely many Tm-orbits.

Proof. According to Lemma IV.3, we just need to show there are finitely many order maps

ϕ̄a for a ∈ σ ∩N . By Lemma IV.7, there is a positive integer c0 such that every order map

is equal to ϕ̄a for some a ∈ Pc0 . Therefore, it suffices to show that Pc0 is compact.
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For any uj1 , . . . , ujn ⊂ {u1, . . . , us} that span MR, we define

Kj1,j2,...,jn := {a ∈ σ ∩N |ϕa(uji) ≤ m+ c0 for 1 ≤ i ≤ n}.

Then Pc0 is the union of all Kj1,...,jn as (ji)1≤i≤n varies such that uj1 , . . . , ujn span MR.

Since this is a finite union, it suffices to show that each Kj1,...,jn is compact.

By relabeling let us assume that ji = i for 1 ≤ i ≤ n. Let v1, . . . , vl be a minimal set

of generators of σ ∩ N . Since u1, . . . , un span MR, for each vi there exists some uj with

1 ≤ j ≤ n such that 〈vi, uj〉 is a positive integer. Therefore,

K1,2,...,n ⊂ {a ∈ σ ∩N |a =
l∑

i=1

civi, with 0 ≤ ci ≤ m+ c0 for each i}.

This shows that K1,2,..,n is compact.

Remark IV.11. The structure of the jet schemes of toric varieties is in general very hard to

describe unlike the case of arc spaces. One can find a description of jet schemes of toric

surfaces in [Mou11]. Instead of the entire jet schemes, we only describe the structure of

images of the arc space in the mth jet scheme.

4.3 Main results

In this section we compute the dimension of the orbit Tm,a by computing the dimension

of the corresponding stabilizer. Denote byHm,a the stabilizer of any element of Tm,a under

the Tm-action. We start with the following lemma.

Lemma IV.12. Let u1, . . . , un ∈ M be elements that generate MR over R. For every

ai,j ∈ k with 1 ≤ i ≤ n and 0 ≤ j ≤ m such that ai,0 6= 0 for all i, the set of elements

α ∈ Tm such that

(4.3) α∗(χui) =
m∑
j=0

ai,jt
j for 1 ≤ i ≤ n

is nonempty and finite.
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Proof. Consider the subgroup M ′ of M generated by u1, . . . , un and the corresponding

torus T ′ = Spec k[M ′]. Note that we have an induced morphism f : T → T ′. It is well-

known that in characteristic 0, this map is finite and étale. This follows, for example, by

choosing a basis w1, . . . , wn of M such that d1w1, . . . , dnwn is a basis of M ′, for some

positive integers d1, . . . , dn. In this case, it follows from Lemma II.7 that

Tm ' T ′m ×T ′ T.

In particular, the induced morphism T ′m → Tm is finite and étale and its fibers are non-

empty and finite. Since it is clear that there is a unique β ∈ T ′m such that β∗(χui) =∑m
j=0 ai,,jt

j for all i, we deduce the assertion in the lemma.

Definition IV.13. For each a ∈ Int(σ) ∩N , we define

(4.4) Φ(a) := min
{ n∑
i=1

〈a, ui〉|u1, . . . , un span MR, with ui ∈M ∩ σ∨ for each i
}
,

where the minimum is run over all linearly independent sets of vectors {u1, . . . , un} in

M ∩ σ∨.

Remark IV.14. Clearly if the minimum in (4.4) is attained at some elements u1, . . . , un,

each ui must be irreducible. We show in the following one way to find elements u1, . . . , un

at which the above minimum is achieved.

Fix a ∈ Int(σ) ∩ N . Let u1, . . . , us be the minimal set of generators of the semigroup

M ∩ σ∨ and let S0 := {u1, . . . , us}. We first choose uj1 ∈ S0 such that ϕa(uj1) =

〈a, uj1〉 is minimal and define S1 := S0\Span(uj1). Recursively, for each 1 ≤ i ≤ n − 1,

assuming uj1 , . . . , uji are chosen and Si = S0\Span(uj1 , . . . , uji), we choose uji+1
∈ Si

such that ϕa(uji+1
) = 〈a, uji+1

〉 is minimal and define Si+1 := S0\Span(uj1 , . . . , uji+1
).

Once uj1 , . . . , ujn are all chosen, it is clear that they span MR.
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Lemma IV.15. For each a ∈ Int(σ) ∩N and uj1 , . . . , ujn chosen as above, we have
n∑
k=1

〈a, ujk〉 = Φ(a).

Proof. By Remark IV.14 we can find i1, . . . , in such that ui1 , . . . , uin span MR and they

compute Φ(a). If the set {ui1 , . . . , uin} is equal to {uj1 , . . . , ujn}, the claim in the lemma

follows immediately. Hence we assume that by relabeling, there exists some k, with 1 ≤

k ≤ n, such that i1 = j1, . . . , ik−1 = jk−1 and ik 6= jk. If k = n, we have 〈a, ujn〉 ≤

〈a, uin〉 by the choice of ujn . Hence
n∑
k=1

〈a, ujk〉 ≤
n∑
k=1

〈a, uik〉.

This proves the claim in the lemma.

Now suppose the conclusion holds when k > k0 for some k0 < n, and we consider the

case when k = k0. We claim there exists some l, with k0 ≤ l ≤ n, such that

ujk0 6∈ Span(ui1 , . . . , ûil , . . . , uin).

Otherwise, we have

ujk0 ∈
n⋂

l=k0

Span(ui1 , . . . , ûil , . . . , uin)

= Span(ui1 , . . . , uik0−1
)

= Span(uj1 , . . . , ujk0−1
).

But this contradicts the fact that uj1 , . . . , ujn span MR.

The above claim implies that if we replace uil by ujk0 , ui1 , . . . , uin still span MR. It

also shows that

uil 6∈ Span(uj1 , . . . , ujk0−1
),

and hence by the choice of ujk0 , we have 〈a, ujk0 〉 ≤ 〈a, uil〉. We conclude that if we

replace uil by ujk0 , the question is reduced to the case when k ≥ k0 + 1, and we are done

by induction.
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Theorem IV.16. Fix a lattice point a ∈ Int(σ). Let χu1 , χu2 , . . . , χus be the minimal set of

monomial generators of k[M ∩ σ∨]. If Hm,a is the stabilizer of any element of Tm,a under

the Tm-action, then the following hold:

(1) We have dim(Hm,a) = Φ(a) for

(4.5) m ≥ max{max
1≤i≤n

〈a, uji〉},

where the maximum is taken over all possible choices of n vectors uj1 , ..., ujn among

u1, u2, ..., us that span MR, and such that the minimum in (4.4) is attained.

(2) If m does not satisfy the inequality (4.5), then we have either dim(Hm,a) = Φ(a) or

m ≤ dim(Hm,a) ≤ Φ(a).

Proof. For simplicity we write ϕm for min{m, ϕ̄a}, and ϕm for min{m+1, ϕ̄a}. LetHm,a

be the stabilizer of the special jet γϕ̄a defined in Lemma IV.3. Then an m-jet α ∈ Tm is

contained in Hm,a if and only if

(4.6) α∗(χui) · tϕm(ui) = tϕ
m(ui) in k[t]/(tm+1) for 1 ≤ i ≤ s.

This is clearly equivalent to

α∗(χui) = 1 +
m∑

j=m+1−ϕm(ui)

ai,jt
j, if ϕm(ui) ≤ m,

α∗(χui) =
m∑
j=0

ai,jt
j, if ϕm(ui) = m+ 1,

(4.7)

for each i and for some ai,j ∈ k, with the condition that ai,0 6= 0 when ϕm(ui) = m+ 1.

Choose any n vectors from {u1, . . . , us} that span MR. By relabeling, let us assume

they are u1, . . . , un. We define A := A
∑n
i=1 ϕ

m(ui) and the map

π : Hm,a −→ A, π(α) = (ai,j)1≤i≤n,m+1−ϕm(ui)≤j≤m.

Then Lemma IV.12 implies that π has finite fibers. Therefore, we have

dim(Hm,a) ≤ dim(A) =
n∑
i=1

ϕm(ui).
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By letting u1, . . . , un vary so that they span MR, we conclude that

dim(Hm,a) ≤ min{
n∑
i=1

ϕm(uji)|uj1 , . . . , ujn span MR} ≤ Φ(a).

In what follows, we assume that after relabeling, u1, . . . , un are chosen as in Lemma

IV.15. We claim that

(4.8) dim(Hm,a) ≥
n∑
i=1

ϕm(ui).

Consider the subgroup M ′ of M generated by u1, . . . , un and the corresponding torus

T ′ = Spec k[M ′]. By the proof of Lemma IV.12, the commutative diagram

Tm −−−→ T ′m

πTm

y πT
′

m

y
T −−−→ T ′.

is Cartesian. Hence, for each α′ ∈ T ′m that lies over (1, . . . , 1) ∈ T ′, there is a unique

α ∈ Tm lying over (1, . . . , 1) ∈ T such that α is mapped to α′. We claim that for each

α′ ∈ T ′m lying over (1, . . . , 1) that satisfies (4.7) for 1 ≤ i ≤ n, the corresponding α ∈ Tm

is an element in Hm,a.

To prove this, we just need to show that α satisfies conditions (4.7) for 1 ≤ i ≤ s.

Since α maps to α′, it automatically satisfies (4.7) for 1 ≤ i ≤ n. Now pick an integer z

such that n+ 1 ≤ z ≤ s. Then there exist integers l > 0, di and q ≤ n such that

(4.9) luz =

q∑
i=1

diui,

where dq 6= 0. By applying α∗ on both sides, we get

α∗(χuz)l =

q∏
i=1

α∗(χui)di .
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By using (4.7) for 1 ≤ i ≤ n, we see that the t-order of
∏q

i=1 α
∗(χui)di − 1, hence also

that of α∗(χuz)l − 1, is at least min1≤i≤q{m + 1− ϕm(ui)}. Since α lies over (1, . . . , 1),

this implies that the t-order of α∗(χuz)− 1 is at least min1≤i≤q{m+ 1− ϕm(ui)}. On the

other hand, equation (4.9) implies that

uz ∈ {u1, . . . , us}\Span(u1, . . . , uk),

for each k with 1 ≤ k ≤ q − 1. By the construction of u1, . . . , un, we have ϕa(uz) ≥

ϕa(uk) for each 1 ≤ k ≤ q. Hence, we have

m+ 1− ϕm(uz) ≤ min
1≤i≤q

{m+ 1− ϕm(ui)}.

So the t-order of α∗(χuz) − 1 is ≥ m + 1 − ϕm(uz). This, however, implies condition

(4.7) for i = z. Since z is arbitrary, α satisfies conditions (4.7) for 1 ≤ i ≤ s, and hence

α ∈ Hm,a.

Define the affine space A and the map π : Hm,a → A as above with respect to

u1, . . . , un. Let Y ⊂ A be the subspace defined by ai,0 = 1 for 1 ≤ i ≤ n such that

ϕm(ui) = m+ 1. Then the above discussion shows that Y is contained in the image of π.

We conclude that

dim(Hm,a) ≥ dim(Y ) =
n∑
i=1

ϕm(ui).

According to Lemma IV.15, the minimum in (4.4) is achieved by u1, . . . , un. Hence,

the condition (4.5) guarantees that m ≥ ϕa(ui) for each 1 ≤ i ≤ n. Under this condition,

we have

dim(Hm,a) ≥
n∑
i=1

ϕm(ui) =
n∑
i=1

ϕa(ui) = Φ(a).

This completes the proof of (1).

For (2), we consider two cases. If m ≥ max1≤i≤n ϕa(ui), then (4.8) implies that

dim(Hm,a) ≥ Φ(a) as in (1). If there is some i, with 1 ≤ i ≤ n, such that m < ϕa(ui),
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then ϕm(ui) = m. So (4.8) implies that dim(Hm,a) ≥ ϕm(ui) = m. Since we have proved

that dim(Hm,a) is always ≤ Φ(a), the conclusions in (2) follow.

Corollary IV.17. With the same assumptions as in Theorem IV.16 and for all m ≥ 0, the

dimension of the orbit Tm,a satisfies one of the following:

(4.10) dim(Tm,a) = (m+ 1)n− Φ(a), or

(4.11) (m+ 1)n− Φ(a) ≤ dim(Tm,a) ≤ (m+ 1)n−m.

Proof. Observe that T is smooth of dimension n. Hence by Corollary II.8, dim(Tm) =

n(m+ 1). The conclusions follow immediately from Theorem IV.16.

Now we can prove our main result. Recall that the Mather minimal log discrepancy

can be computed in terms of the invariant λ defined in Definition III.21, via Property

III.22. According to Lemma III.20, this in turn can be computed from the dimension of

Cm (defined in Definition IV.2), when m is large enough. We have seen that Cm can be

approximated by a union of explicit Tm-orbits. Thus computing the dimension ofCm boils

down to computing the dimension of these Tm-orbits.

Theorem IV.18. For m large enough we have

(4.12) dim(Cm) = n(m+ 1)− min
a∈Int(σ)∩N

Φ(a),

where Φ is defined in Definition IV.13.

Proof. First of all, note that Tm,a lies over the torus-fixed point xσ if and only if a is in

the interior of the cone σ (see Lemma IV.3). Therefore Cm is the union of finitely many

Tm-orbits Tm,a (by Lemma IV.3 and Corollary IV.10), for a in the interior of σ, and of

the orbits contained in the image of the (Di)∞. But dim(ψm((Di)∞) ≤ (n − 1)(m + 1)

by Lemma II.12. When m is large enough, the dimension of these orbits contained in
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the image of the (Di)∞ is smaller than mn − λ(xσ). Thus, we only need to compute

maxa∈Int(σ)∩N dim(Tm,a) when m is large enough. Note that even though Int(σ)∩N is an

infinite set, we are actually taking maximum over the finite set of Tm-orbits.

By Lemma III.20 we thus see if m is large enough, then

mn− λ(xσ) = dim(Cm) = max
a∈Int(σ)∩N

dim(Tm,a).

Let us fix such m such that, in addition, m > n + λ(xσ). From Corollary IV.17, we see

two cases (4.10) and (4.11). If dim(Tm,a) ≤ (m+ 1)n−m, then we have

n(m+ 1)− Φ(a) ≤ dim(Tm,a) ≤ (m+ 1)n− c ·m < mn− λ(xσ).

Therefore, replacing these dim(Tm,a) by n(m+ 1)−Φ(a) does not change the maximum

of dim(Tm,a). So we get

max
a∈Int(σ)∩N

dim(Tm,a)

= max
a∈Int(σ)∩N

{
(m+ 1)n− Φ(a)

}
= n(m+ 1)− min

a∈Int(σ)∩N
Φ(a).

The last formula gives the assertion in the theorem.

Corollary IV.19. Let X be an affine toric variety over k of dimension n associated to a

cone σ. Let N be the lattice and M be the dual lattice. If σ spans NR and xσ ∈ X is the

torus-invariant point, the invariant λ(xσ) defined in Definition III.21 is computed by the

following formula

λ(xσ) = min
a∈Int(σ)∩N

Φ(a)− n,

where the function Φ is defined in Definition IV.13.

The following is a direct corollary of Corollary IV.19 and Proposition III.22.
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Corollary IV.20. With the same assumptions as in Corollary IV.19, we have

m̂ld(xσ;X) = min
a∈Int(σ)∩N

{
min

{ n∑
i=1

〈a, ui〉|u1, . . . , un spanMR, ui ∈M∩σ∨ for each i
}}
,

where the second minimum is run over all linearly independent sets of vectors {u1, . . . , un}

in M ∩ σ∨.

4.4 Examples

The conclusions of Theorem IV.18 and Corollary IV.19 involve two minima. It is not

clear whether the formula can be simplified in the case of an arbitrary toric variety. How-

ever, we can simplify this formula in some special cases. In this section, we provide some

examples of computations of the invariant λ.

Example IV.21. Suppose σ ⊂ R2 is the two dimensional cone generated by 2e1 − e2 and

e2, where e1 and e2 form the standard basis of N . Then σ∨ is a cone in MR generated

by e∗1 and e∗1 + 2e∗2, where e∗1 and e∗2 form the dual basis. It’s easy to see that u1 = e∗1,

u2 = e∗1 + e∗2 and u3 = e∗1 + 2e∗2 form the minimal set of generators of M ∩ σ∨.

For each a ∈ N we write a = (x, y), where x, y are coordinates with respect to the

standard basis. In order that a ∈ Int(σ) ∩ N , we need to have x > 0 and x + 2y > 0.

Therefore, according to Corollary IV.19 we have

λ(xσ) = min
x>0,x+2y>0

min{x+ (x+ y), x+ (x+ 2y), (x+ y) + (x+ 2y)} − 2

= min
x>0,x+2y>0

min{2x+ y, 2x+ 3y} − 2.

It’s easy to see that the minimum is equal to 0, which is attained when x = 1 and y = 0,

and hence m̂ld(xσ;X) = dim(X) = 2.

In fact, we have the following general result:

Proposition IV.22. If the torus-invariant point xσ is an isolated singularity of a simplicial

toric variety X , then λ(xσ) = 0, and hence m̂ld(xσ;X) = dim(X).
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Proof. First we claim that if xσ is an isolated singularity, then all facets (faces of codimen-

sion 1) of σ are nonsingular. Suppose that there is a proper face τ of σ that is singular.

Recall that

O(τ) = Spec k[M ∩ τ⊥] ∼= (k∗)n−dim(τ)

is the T -orbit that contains the distinguished point xτ . Denote by Nτ the subgroup of N

generated by N ∩ τ . Then we may choose a splitting of N and write

N = Nτ ⊕N ′, τ = τ ′ ⊕ {0},

where τ ′ is a cone in (Nτ )R. Dually, we can decompose M = Mτ ⊕M ′. Let

Uτ = Spec k[M ∩ τ∨],

and let Uτ ′ be the affine toric variety corresponding to the cone τ ′ and lattice Nτ . With this

notation, we have

(4.13) Uτ ∼= Spec k[Mτ ∩ τ ′∨]× Spec k[M ′] ∼= Uτ ′ × (k∗)n−dim(τ).

Note that Uτ is an open subset of X that contains O(τ). Since τ ′ is a singular cone,

the torus-fixed point xτ ′ ∈ Uτ ′ is a singular point. In this case, the orbit O(τ), which

corresponds via the above isomorphism to {xτ ′} × Spec k[M ′] is a subset of dimension

n − dim(τ) contained in the singular locus of X and that contains 0 in its closure. This

contradicts the fact that 0 is an isolated singular point of X. So we conclude that all facets

are nonsingular.

Since X is simplicial, the cone σ has only n one-dimensional faces. Assume that

v1, . . . , vn are the primitive lattice vectors on these one-dimensional faces. Then v1, . . . , vn−1

span a facet of σ, and is therefore nonsingular. By applying an automorphism on N one

may assume that v1 = e1, . . . , vn−1 = en−1 and vn = a1e1 + · · · + an−1en−1 + ten with

0 ≤ ai < t. Define a = e1 + · · ·+ en.
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Note that oi := te∗i − aie∗n is orthogonal to the facet spanned by v1, . . . , v̂i, . . . , vn for

every i, with 1 ≤ i ≤ n−1. In fact, the dual cone σ∨ is spanned by o1, . . . , on−1, e
∗
n. Since

〈oi, a〉 = t− ai > 0 and 〈e∗n, a〉 = 1, a is in the interior of σ.

Clearly e∗1, . . . , e
∗
n are all in the dual cone σ∨. In fact, each e∗i is on the face spanned by

oi and e∗n. Since ϕa(e∗i ) = 1, we have Φ(a) ≤ n and hence λ(xσ) = 0. By Proposition

III.22 we get m̂ld(xσ;X) = dim(X).

Corollary IV.23. If X is a two-dimensional affine toric variety, then λ(xσ) = 0.

Proof. Observe that every two-dimensional affine toric variety is simplicial, and that ev-

ery facet is one-dimensional, hence nonsingular. Thus xσ is an isolated singularity of a

simplicial toric variety. The conclusion follows immediately from Proposition IV.22.

The above examples might suggest that λ is always 0, or m̂ld is always equal to

dim(X), for any toric variety. But this is not true in general, as we will see shortly. Now

let us look at an example of a different type. We discuss this class of examples in detail

in the next chapter (see Example V.23 for details); we refer to this section for the proof of

the formula that we use.

Example IV.24. Let X ⊂ An+1 be the hypersurface defined by the binomial function

f = x1x2 · · ·xn − yn−1

for some n ≥ 3. The dimension ofX is nwhile the dimension ofXsing is n−2. SinceX is

Cohen-Macaulay, being a hypersurface, it follows from Serre’s criterion that X is normal.

It is a general fact that X is a toric variety if it is normal and defined by binomials ([Stu95,

Lemma 1.1]). By applying formula (5.17) below from Chapter V, we immediately get

λ = 1.
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4.5 Extension to arbitrary closed points

Corollary IV.19 gives the formula that computes the invariant λ associated to the torus-

invariant point for an affine toric variety X over k that corresponds to a cone that spans

NR. In this section, we show how this computation is generalized to an arbitrary closed

point of a toric variety X . We start by proving the following proposition:

Proposition IV.25. Let X and Y be two varieties over k such that Y is smooth. For any

closed points x ∈ X and y ∈ Y , the invariant λ for the closed point (x, y) ∈ X × Y is

equal to λ(x).

Proof. By definition, we have

λ((x, y)) = (dim(X) + dim(Y ))m− dim(ψX×Ym ((X × Y )∞),

for m large enough. According to Remark II.10, this is equal to

(dim(X) + dim(Y ))m− dim(ψXm(X∞))− dim(ψYm(Y∞)) = λ(x) + λ(y).

According to Remark III.23, λ(y) = 0. Therefore, λ((x, y)) = λ(x).

The key fact is that any closed point is in the orbit of the distinguished point of a face of

σ. More precisely, let X be the affine toric variety associated to a cone σ and O(τ) be the

T -orbit that contains the distinguished point xτ for some face τ of σ. Then X = ∪τO(τ)

with τ varying over all faces of σ. We refer the reader to [Ful93, Chapter 3] for details.

Then λ(p) = λ(xτ ) for every p in O(τ), because there is an element t ∈ T that maps p to

xτ , and such that multiplication by t gives an automorphism of X . Therefore, it is enough

to compute λ(xτ ), where τ is a face of σ.

Following the notation in the proof of Proposition IV.22, we have an open subset Uτ ∼=

Uτ ′ × (k∗)n−dim(τ) of X that contains O(τ). The point xτ ∈ O(τ) is mapped to (xτ ′ , 1) by
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the isomorphism, where xτ ′ is the torus-invariant point in Uτ ′ . Therefore, we are reduced

to computing λ((xτ ′ , 1)) and we obtain the following corollary by using Proposition IV.25:

Corollary IV.26. With the above notation, if X = X(σ) is an affine toric variety over k

of dimension n and τ is a face of σ, then we have λ(xτ ) = λ(xτ ′). Equivalently, we have

m̂ld(xτ ;X)− n = m̂ld(xτ ′ ;Uτ ′)− dim(τ).
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CHAPTER V

Mather Minimal Log Discrepancy of Hypersurfaces

This chapter is devoted to the computation of the Mather minimal log discrepancy of

the origin on a hypersurface whose defining equation has very general coefficients.

5.1 Basic setup

Throughout this chapter, we assume that X is an integral hypersurface in

An+1 = Spec C[x1, . . . , xn+1],

for some positive integer n, over the field of complex numbers. We have dim(X) = n.

After a change of coordinates, we may and will assume that the origin of An+1 is contained

in X .

Let f be the defining equation of X in An+1. We can write f =
∑N

i=1 aIix
Ii , where

I i = (I i1, I
i
2, . . . , I

i
n+1) are multi-indices and xIi stands for

∏n+1
j=1 x

Iij
j . Suppose that all the

coefficients aIi are nonzero. Then N , the number of monomials in the polynomial f , is at

least 2 by the integrality assumption, unless X is a coordinate plane. We denote by Z+ the

set of positive integers and by Z≥0 the set of nonnegative integers.

Definition V.1. The support of a multi-index I i is |I i| := {j|I ij > 0}. Given an (n + 1)-

tuple α = (α1, . . . , αn+1) ∈ Zn+1 and a multi-index I , we define the product as α · I :=
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∑n+1
j=1 αjIj . The support of a polynomial f =

∑N
i=1 aIix

Ii , with all aIi 6= 0, is the set

A = {I1, . . . , IN} ⊂ (Z≥0)n+1.

The dimension of A is defined by dim(A) = dimQ(SpanQ{A− a}), for any a ∈ A.

Remark V.2. Clearly the dimension of a support A is independent of the choice of a. By

our assumption on f , the support A of f has at least two points, hence dim(A) ≥ 1.

Remark V.3. We may assume without loss of generality that

∪1≤i≤N |I i| = {1, 2, . . . , n+ 1}.

Otherwise, X is the product of an affine space with a hypersurface of lower dimension.

Then by Proposition IV.25, computing λ for the origin in X is reduced to computing the

corresponding λ(0) on the lower dimensional hypersurface.

Remark V.4. If 0 is a smooth point, then the invariant λ(0) is trivially zero by Remark

III.23. So we focus on the case where 0 is a singular point of X . In particular, we assume

that X is not a hyperplane.

In order that the hypersurface X contains the origin, we require that f is a polynomial

in (x1, x2, . . . , xn) · C[x1, x2, . . . , xn+1], or equivalently, the point (0, 0, . . . , 0) is not in

the support of f . By requiring that X is irreducible and is not a hyperplane, we see that

f is not divisible by xi for each i. This means that the support of f contains at least one

point in each coordinate plane xi = 0. We first characterize those A, such that a general

polynomial with support A defines an integral hypersurface. We denote by conv(A) the

convex hull of A. The following result is a simplified version of [Yu16, Theorem 3]:

Theorem V.5. Let R = C[x±1
1 , . . . , x±1

n+1] be the Laurent polynomial ring in n + 1 vari-

ables. Then a general polynomial f with support A generates a proper prime ideal in R if

and only if one of the following holds:
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(1) dim(A) ≥ 2, or

(2) dim(A) = 1 and conv(A) contains only two integral points.

Lemma V.6. Let R = C[x±1
1 , . . . , x±1

n+1] be the Laurent polynomial ring in n+ 1 variables

and f be a polynomial in C[x1, . . . , xn+1] that is not divisible by any xi. If f generates a

prime ideal in R, then f also generates a prime ideal in C[x1, . . . , xn+1].

Proof. The assertion follows from the fact that

f · C[x1, . . . , xn+1] = f · C[x±1
1 , . . . , x±1

n+1] ∩ C[x1, . . . , xn+1].

This follows easily, using the fact that C[x1, . . . , xn+1] is a UFD, from the fact that f is

not divisible by any xi.

Definition V.7. A finite subset A of (Z≥0)n+1 is called integral if the following conditions

hold:

(1) A contains at least one point in each coordinate plane xi = 0,

(2) A does not contain the origin (0, . . . , 0), and

(3) dim(A) ≥ 2, or dim(A) = 1 and conv(A) contains only two integral points.

Let |A| be the cardinality of A. We denote by F (A) ⊂ (C∗)|A| the set of coefficients,

such that a polynomial f with support A and these coefficients generates a prime ideal in

the Laurent polynomial ring R.

By Theorem V.5, the set F (A), for each integral subset A ⊂ (Z≥0)n+1, contains a

nonempty open subset of (C∗)|A|. The following is a direct corollary of Lemma V.6:

Corollary V.8. If f is a polynomial with an integral support A and coefficients in F (A),

then f defines an integral hypersurface in An+1 containing the origin.
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In what follows, we fix an integral subset A ⊂ (Z≥0)n+1 with cardinality N ≥ 2, and

assume that the defining equation f has support A and coefficients in F (A). Recall that

we write f =
∑N

i=1 aIix
Ii with all aIi 6= 0. In this case we have A = {I1, . . . , IN}.

Definition V.9. For each positive integer m, we define as in the previous chapter the sets

Cm := ψm(π−1(0)) in the mth jet scheme of X , where 0 is the origin of An+1. For each

(n+ 1)-tuple α ∈ Zn+1 such that 1 ≤ αj ≤ m for each j, we define

Cm
α := Cm ∩ (∩1≤j≤n+1Contαj(xj)m).

In other words, Cm
α is a subset of Cm with prescribed order along each xj .

Now we fix α with αj ≥ 1 for each j. Let n0(α) = min1≤i≤N{α · I i}. After relabeling

we may assume that the minimum is attained by precisely those i with 1 ≤ i ≤ k for some

k ≥ 1. Then the image of f under the map

(5.1) C[x1, x2, . . . , xn+1] −→ (C[x
(s)
j |1 ≤ j ≤ n+ 1, s ≥ αj])[[t]], xj 7−→

∞∑
s=αj

x
(s)
j ts,

has t-order ≥ n0(α) and the coefficient of tn0(α) is

(5.2) P0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) :=

k∑
i=1

aIiΠ
n+1
j=1 (x

(αj)
j )I

i
j .

P0 is an element in C[x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ]. We define the condition ∆α, which will be

used in the statements of the main result in this chapter, as follows:

Condition V.10. We say that the condition ∆α holds for f if

n+1⋂
j=1

V
( ∂P0

∂x
(αj)
j

)
∩ V(P0) = ∅

in the torus

(C∗)n+1 = Spec C[x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ]

(x
(α1)
1 ,x

(α2)
2 ,...,x

(αn+1)

n+1 )
.
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Definition V.11. The weight of a monomial
∏n+1

j=1

∏bj
i=1 x

(βji )
j is the sum of the superscripts∑

i,j β
j
i ; the weight of a polynomial in (x

(u)
j )1≤j≤n+1; u>0 is the smallest weight among its

monomials.

Remark V.12. It is easy to see that for every s, each monomial in the coefficient of ts in

the image of a polynomial under the map (5.1) has weight s.

5.2 Main results

We begin with a few lemmas.

Lemma V.13. For a fixed α = (α1, . . . , αn+1) ∈ (Z+)n+1, the set

Fα := {(aIi)1≤i≤N ∈ (C∗)N |condition ∆α is satisfied}

contains a nonempty open subset of (C∗)N .

Proof. We use the Kleiman-Bertini Theorem in characteristic zero, which states that the

general element of a linear system of divisors on a variety Y is nonsingular away from the

base locus of the linear system and the singular locus of Y .

Let Y be the affine space Cn+1 = Spec C[x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ] and Z be the hy-

persurface in Y defined by the polynomial P0 =
∑k

i=1 aIiΠ
n+1
j=1 (x

(αj)
j )I

i
j . Note that the

left-hand side of the equation in condition ∆α is the singular locus of Z. Therefore, it

suffices to show that for a general choice of coefficients, Z will be nonsingular away from

the coordinate planes.

The linear system of divisors H on Y consisting of hypersurfaces defined by polyno-

mials of the form p =
∑k

i=1 aIiΠ
n+1
j=1 (x

(αj)
j )I

i
j , for aIi ∈ C, is clearly base point free away

from the coordinate planes because each monomial xIi is already so. By the Kleiman-

Bertini Theorem, the hypersurface Z is nonsingular away from the coordinate planes for a

general choice of (aIi)1≤i≤N ∈ (C∗)N .
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We now study the image of f under the map (5.1). It suffices to study the image of each

monomial of f . The image of f is just the sum of the images of all the monomials of f .

Lemma V.14. Fix α = (α1, . . . , αn+1) ∈ (Z+)n+1. For each s ≥ 1, the coefficient of ts in

the image of xb11 x
b2
2 . . . x

bn+1

n+1 under the map (5.1) is equal to

(5.3)
∑
ci,j

( n+1∏
i=1

bi! ·
∏
j≥αi

(x
(j)
i )ci,j

ci,j!

)
,

where the sum is over all ci,j with 1 ≤ i ≤ n+ 1 and j ≥ αi such that

∑
i,j

j · ci,j = s and
∑
j≥αi

ci,j = bi for all i.

Proof. By considering the weight of a monomial
∏n+1

i=1

∏
j≥αi(x

(j)
i )ci,j , it is clear that

if this monomial appears with nonzero coefficient in the coefficient of ts, then we have∑
i,j j · ci,j = s. If such a monomial shows up in the image of xb11 x

b2
2 . . . x

bn+1

n+1 , then

it clearly satisfies
∑

j≥αi ci,j = bi for all i. Moreover, it follows from the multinomial

formula that if these conditions are satisfied, then the coefficient of the above monomial is

n+1∏
i=1

bi!∏
j≥αi ci,j!

This lemma shows that the images of two different monomials under the map (5.1) do

not mix together. Thus, the number of monomials in the coefficient of ts of the image of

f is the sum of the numbers of monomials in the coefficient of ts for the image of each of

the monomials of f . Similarly, the highest superscript in the coefficient of ts of the image

of f is equal to the maximum of the highest superscript in the coefficient of ts that appears

in the images of all the monomials of f .

Lemma V.15. Fix α = (α1, . . . , αn+1) ∈ (Z+)n+1 and a monomial xb11 x
b2
2 . . . x

bn+1

n+1 . Then

for each s ≥
∑n+1

i=1 biαi, the largest superscript appearing in the coefficient of ts in the
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image of xb11 x
b2
2 . . . x

bn+1

n+1 under the map (5.1) is equal to s − µ for some fixed number µ.

Moreover, this largest superscript only appears in the monomials of the form

(x
(α1)
1 )b1(x

(α2)
2 )b2 . . . (x

(αj)
j )bj−1 . . . (x

(αn+1)
n+1 )bn+1 · x(s−µ)

j ,

for some j such that αj = max1≤i≤n+1 αi, and we have µ =
∑n+1

i=1 biαi − αj .

Proof. According to Lemma V.14, the coefficient of ts in the image of the monomial

xb11 x
b2
2 . . . x

bn+1

n+1 consists of monomials of the form
∏n+1

i=1

∏bi
j=1 x

(βij)

i , with βij ≥ αi for

every i and j and such that
∑

i,j β
i
j = s. When s <

∑n+1
i=1 biαi, there is no such monomial.

Hence we require that s ≥
∑n+1

i=1 biαi. When s =
∑n+1

i=1 biαi, there is only one monomial

(x
(α1)
1 )b1(x

(α2)
2 )b2 . . . (x

(αj)
j )bj . . . (x

(αn+1)
n+1 )bn+1

in the coefficient of ts. Hence the largest superscript that shows up in this case is equal

to maxi αi. In what follows, we assume that s >
∑n+1

i=1 biαi. Then the largest superscript

that appears in the coefficient of ts is given by the following optimization problem:

max max
i,j
{βij}

s.t. βij ≥ αi for each i

and
∑
i,j

βij = s.

Let (β̄ij)i,j give the optimal solution to this optimization problem. We claim that there

exist i0 and j0, with 1 ≤ i0 ≤ n + 1 and 1 ≤ j0 ≤ bi0 , such that β̄ij = αi if and

only if (i, j) 6= (i0, j0). First we show that if the maximum is attained by β̄i0j0 , then we

have β̄i0j0 > αi0 . By relabeling, we assume that α1 = maxi αi. Consider another feasible

solution (β̃ij) to the optimization problem, with β̃1
1 = α1 + s−

∑n+1
i=1 biαi and β̃ij = αi for

(i, j) 6= (1, 1). Then clearly maxi,j{β̃ij} = β̃1
1 > maxi αi. Hence

β̄i0j0 = max
i,j
{β̄ij} ≥ max

i,j
{β̃ij} > αi0 .
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Now suppose contrary to our claim, that we have another pair (i1, j1) 6= (i0, j0), such that

β̄i1j1 > αi1 . We define βij = β̄ij if (i, j) 6= (i0, j0), (i1, j1), βi0j0 = β̄i0j0 + 1 and βi1j1 = β̄i1j1 − 1.

Then clearly (βij) is also feasible, while maxi,j{βij} > maxi,j{β̄ij}. This contradicts our

choice of (β̄ij).

The above discussion shows that the largest superscript that appears in a monomial in

the coefficient of ts shows up only in monomials of the form

(x
(α1)
1 )b1(x

(α2)
2 )b2 . . . (x

(αj)
j )bj−1 . . . (x

(αn+1)
n+1 )bn+1 · x(βj(s))

j .

Moreover, such monomials appear in the coefficient of ts for all j.

By considering the weight of such a monomial, we get s = βj(s) − αj +
∑n+1

i=1 biαi.

This implies that when βj(s) is the largest superscript, αj = maxi αi, and

βj(s) = s−
n+1∑
i=1

biαi + αj.

This proves the lemma with µ =
∑n+1

i=1 biαi −maxi αi.

Remark V.16. With the same proof as above, one can show that for each fixed index j,

with 1 ≤ j ≤ n + 1, the largest superscript for xj appearing in the coefficient of ts in the

image of xb11 x
b2
2 . . . x

bn+1

n+1 under the map (5.1) appears in the monomials of the form

(x
(α1)
1 )b1(x

(α2)
2 )b2 . . . (x

(αj)
j )bj−1 . . . (x

(αn+1)
n+1 )bn+1 · x(s−µ)

j ,

where µ =
∑n+1

i=1 biαi − αj .

Combining Lemma V.14 and Lemma V.15, we see that if P = xb11 . . . x
bn+1

n+1 and if

αj0 = maxi αi, then for s >
∑n+1

i=1 biαi, the term with the highest superscript in the

coefficient of ts for the image of P under the map (5.1) is equal to

∂P

∂xj0
(x

(α1)
1 , . . . , x

(αn+1)
n+1 ) · x(s−µ)

j0
,
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with µ =
∑n+1

i=1 biαi − αj0 . When s =
∑n+1

i=1 biαi, the coefficient of ts is equal to

P (x
(α1)
1 , . . . , x

(αn+1)
n+1 ). This is the smallest s such that the coefficient of ts is nonzero.

Similarly, for each fixed index j, the term with the highest superscript of xj is equal to

∂P

∂xj
(x

(α1)
1 , . . . , x

(αn+1)
n+1 ) · x(s−µ′)

j ,

with µ′ =
∑n+1

i=1 biαi − αj .

Since the image of different monomials of f do not mix, by Lemma V.15 the coefficient

of ts in the image of f under the map (5.1), for s > max1≤i≤N{α · I i}, is of the form

T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )x

(s−µj0 )

j0

+Qs(x
(βj)
j |αj ≤ βj ≤ s− µj0 ;αj0 ≤ βj0 < s− µj0),

(5.4)

for some index j0, some µj0 > 0, and polynomials T0 and Qs. In other words, the highest

superscript is s − µj0 and it is attained at the index j0. Recall that f =
∑N

i=1 aIix
Ii and

n0(α) = mini{α · I i} and this minimum is attained by all 1 ≤ i ≤ k. For each i with

I ij0 > 0, we compute the product α · I i and define

n0(α)′ := min
Iij0

>0
{α · I i} and σ := {1 ≤ i ≤ N |I ij0 > 0, α · I i = n0(α)′}.

Clearly we have n0(α)′ ≥ n0(α). According to the discussion for a monomial above,

n0(α)′ is the smallest integer such that the coefficient of tn0(α)′ contains a monomial divis-

ible by x(q)
j0

for some q (in fact it is divisible by x(αj0 )

j0
). Moreover, the coefficient of tn0(α)′

is equal to

(5.5) P1(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) + other terms without xj0 ,

where P1(x1, x2, . . . , xn+1) =
∑

i∈σ aIix
Ii . Clearly if n0(α)′ = n0(α), then σ ⊂ {1, 2, . . . , k}.

Otherwise, if n0(α)′ > n0(α), then σ ⊂ {k+ 1, . . . , N}. By the discussion for the case of

a monomial, we have

(5.6) T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) =

∂P1(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )

∂x
(αj0 )

j0

.
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For each fixed index j, similar arguments for the highest superscript of xj also hold.

Remark V.17. Consider the weight of the first term in equation (5.5), we get I i · α =

n0(α)′ for each i ∈ σ. Hence each monomial in T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) has weight

n0(α)′−αj0 = I i ·α−αj0 for every i ∈ σ. Consider the weight of the first term in equation

(5.4) we get s = I i · α− αj0 + s− µj0 for each i ∈ σ, or equivalently, µj0 = I i · α− αj0 .

But s−µj0 is the highest superscript appearing in the coefficient of ts. Therefore, we have

(5.7) µj0 = min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj},

and the minimum is attained when i ∈ σ and j = j0. The condition I ij > 0 is equivalent

to ∂P1

∂x
(αj)

j

6= 0.

Recall that Cm = ψm(π−1(0)) is a contact locus in Xm and

Cm
α := Cm ∩ (∩1≤j≤n+1Contαj(xj)m).

is a contact locus in Cm for each (n + 1)-tuple α. The following lemma gives an upper

bound to the dimension of Cm
α .

Lemma V.18. Fix α = (α1, . . . , αn+1) ∈ (Z+)n+1. Let m be an integer such that αj ≤ m

for each j. If min1≤i≤N{α ·I i} is attained by a unique i, then Cm
α = ∅. If min1≤i≤N{α ·I i}

is attained by at least two different i’s and if (aIi)1≤i≤N ∈ Fα ∩ F (A), where Fα is as

defined in Lemma V.13 and F (A) is as defined in Definition V.7, then we have

(5.8) dimCm
α ≤ mn−

n+1∑
j=1

(αj − 1)− 1 + min
1≤i≤N

{I i ·α}− min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i ·α−αj},

for all m large enough.

Remark V.19. An (n + 1)-tuple α ∈ (Z+)n+1 is called feasible if min1≤i≤N{α · I i} is

attained by at least two different i’s. Otherwise, it is called non-feasible. According to

Lemma V.18, Cm
α = ∅ if α is non-feasible.
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Proof. Consider the affine space

Spec C[x
(α1)
1 , x

(α1+1)
1 , . . . , x

(m)
1 , . . . , x

(αn+1)
n+1 , x

(αn+1+1)
n+1 , . . . , x

(m)
n+1] = Am(n+1)−

∑n+1
i=1 (αi−1).

Clearly x(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 are regular functions on this affine space. We denote by

Um the open subset of Am(n+1)−
∑n+1
i=1 (αi−1) where x(α1)

1 , x
(α2)
2 , . . . , x

(αn+1)
n+1 do not vanish.

Let m0 = max1≤j≤n+1{αj}. When m ≥ m0, Cm
α is naturally embedded in Um.

Pick an arc γ in X∞ ∩ (∩1≤i≤n+1Contαi(xi)). Then γ is represented by a homomor-

phism of C-algebras

(5.9) γ∗ : C[x1, . . . , xn+1] −→ C[[t]], γ∗(xi) =
∞∑
j=αi

x
(j)
i tj,

such that γ∗(f) = 0 and x(αi)
i 6= 0 for each i. Let us write Gs for the coefficient of ts in

γ∗(f). Then by definition (equation (5.2)), we haveGn0(α) = P0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ).

Hence, as long as m > n0(α), we have Cm
α ⊂ V(P0(x

(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )). But

when min1≤i≤N{α · I i} is attained by a unique i, P0 is a monomial. Thus, we have

V(P0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )) = ∅ in Um, which implies that Cm

α = ∅. This shows

that Cm
α = ∅ if α is non-feasible. In what follows, we assume that α is feasible and

(aIi)i ∈ Fα ∩ F (A), and show that in such a case, Cm
α is a finite union of locally closed

subsets of Um, all of them having dimension less than or equal to the right-hand side of

(5.8).

For each m ≥ m0, we define A0 := Cm
α \V(T0). Since (aIi)i ∈ Fα, we can find j such

that
∂P0

∂x
(αj)
j

(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) 6= 0.

Then for each s ≥ 1, consider the highest superscript of xj in the coefficient of tn0(α)+s

and we get

(5.10) Gn0(α)+s =
∂P0

∂x
(αj)
j

(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) · x(αj+s)

j +Rs,
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where Rs is a polynomial in {x(ti)
i |αi ≤ ti ≤ αi + s for all i 6= j, αj ≤ tj < αj + s}. For

each s ≥ 1, if we consider the highest superscript among all xi, for 1 ≤ i ≤ n + 1, in the

coefficient of tn0(α)′+s, we get

(5.11) Gn0(α)′+s = T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) · x(αj0+s)

j0
+ R̃s,

where R̃s is a polynomial in {x(ti)
i |αi ≤ ti ≤ αj0 + s for all i 6= j0, αj0 ≤ tj0 < αj0 + s}.

Note that

Gn0(α)′+m−αj0 = T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) · x(m)

j0
+ R̃m−n0(α)′ .

Every variable in the above expression of Gn0(α)′+m−αj0 has a superscript ≤ m. The

same holds for Gk, with n0(α) ≤ k < n0(α)′ + m − αj0 . Hence each V(Gk), with

n0(α) ≤ k ≤ n0(α)′ +m− αj0 , can be considered as a closed subset of Um.

We claim that if m > n0(α)′, then

A0 = V(Gn0(α), Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0) ⊂ Um.

In fact, if we embed A0 naturally in A∞ := Spec C[x
(si)
i |1 ≤ i ≤ n + 1, si ≥ αi], and

consider each V(Gk) as a subset of A∞, then we have

A0 = Um ∩ (∩s≥0V(Gn0(α)+s))\V(T0).

Hence, A0 is contained in V(P0, Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0) ⊂ Um.

On the other hand, for each s ≥ 1, if we fix

{x(ti)
i |αi ≤ ti ≤ αi + s for all i 6= j, αj ≤ tj < αj + s}

such that ∂P0

∂x
(αj)

j

(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) 6= 0, then the equationGn0(α)+s = 0 has a unique

solution for x(αj+s)
j . Similarly, if we fix

{x(ti)
i |αi ≤ ti ≤ αj0 + s for all i 6= j0, αj0 ≤ tj0 < αj0 + s}
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such that T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) 6= 0, then the equation Gn0(α)′+s = 0 has a unique

solution for x(αj0+s)

j0
. The existence of solutions for Gn0(α)+s = 0 and Gn0(α)′+s = 0, for

each s ≥ 1, shows that every element in Um ∩V(P0, Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0)

can be lifted to an element in X∞, and hence contained in A0. Moreover, we see that each

equationGn0(α)+s = 0 orGn0(α)′+s = 0 cuts down the dimension exactly by 1. This shows

that the codimension of A0 in Um is exactly the number of equations unless A0 = ∅. We

conclude that if A0 6= ∅, then

dim(A0) = m(n+ 1)−
n+1∑
i=1

(αi − 1) + n0(α)− (n0(α)′ − αj0)− 1−m

= mn−
n+1∑
i=1

(αi − 1)− 1 + n0(α)− µj0 .

Now suppose that ψm(γ) ∈ Cm
α ∩ V(T0). Then the first term on the right-hand side

of equation (5.11) vanishes. If we delete the first term and rearrange the equation to get

a new highest-superscript term, we claim that for s sufficiently large (independent of m),

the equation (5.11) becomes

Gn0(α)′+s = T1 · x(s−µ1)
j1

+ Remaining Terms without x(s−µ1)
j1

for some polynomial T1 and some number µ1, with s− µ1 being the highest superscript.

To prove this, let us consider the monomials in the expression of Gn(α)′+s after deleting

T0 ·x
(αj0+s)

j0
. According to the proof of Lemma V.15, they are of the form

∏n+1
j=1

∏Iij
k=1 x

(βjk)

i

for some i, with βjk ≥ αj and
∑

j,k β
j
k = n0(α)′ + s. Hence, the number

max
s≥1
{max

j,k
{βjk} − s}

is bounded above. In fact, it is bounded above by αj0 . Suppose that the maximum is

attained by some s0 ≥ 1 and (β̄jk)j,k, with β̄j11 = maxj,k{β̄jk}. In other words, the highest

superscript appears in the monomial

x
(β̄1

1)
1 . . . x

(
β̄1
Ii1

)
1 . . .

̂
x

(β̄
j1
1 )

j1
. . . x

(
β̄n+1

Iin+1

)
n+1 · x(β̄

j1
1 )

j1
.
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On the other hand, for each s ≥ s0, Gn0(α)′+s contains the monomial

x
(β̄1

1)
1 . . . x

(
β̄1
Ii1

)
1 . . .

̂
x

(β̄
j1
1 )

j1
. . . x

(
β̄n+1

Iin+1

)
n+1 · x(β̄

j1
1 +s−s0)

j1
.

This shows that maxs≥1{maxj,k{βjk} − s} is attained by all s ≥ s0 and the same j1.

Hence the highest superscript in Gn0(α)′+s is equal to s − µ1 for some fixed µ1 and for s

sufficiently large. We also see that if M · x(s−µ1)
j1

is a monomial in Gn0(α)′+s that contains

the highest superscript, then M · x(s′−µ1)
j1

is a monomial in Gn0(α)′+s′ that contains the

highest superscript for each s′ > s. Moreover, for every such monomial, the weight of

M is equal to n0(α)′ + µ1. There are only finitely many monomials with a fixed weight.

Hence, we get

Gn0(α)′+s = T1 · x(s−µ1)
j1

+ Remaining Terms without x(s−µ1)
j1

for s sufficiently large and for a fixed polynomial T1. Clearly, we have s− µ1 ≤ αj0 + s,

or equivalently, µ1 ≥ −αj0 .

Let m1 be ≥ the largest superscript appearing in T1 and m1 ≥ m0. Then for each

m ≥ m1, we define A1 := Cm
α ∩ V(T0)\V(T1) ⊂ Um. With the same analysis as above

we can show that A1 = V(T0, Gn0(α), Gn0(α)+1, . . . , Gn0(α)′+µ1+m)\V(T1) and that each

Gi cuts down dimension exactly by 1. Hence either A1 = ∅ or

dim(A1) ≤ m(n+ 1)−
n+1∑
i=1

(αi − 1) + n0(α)− 1− n0(α)′ − µ1 −m

≤ mn−
n+1∑
i=1

(αi − 1)− 1 + n0(α)− (n0(α)′ − αj0)

= mn−
n+1∑
i=1

(αi − 1)− 1 + n0(α)− µj0 .

Inductively, suppose we have Ak = Cm
α ∩ (∩l≤k−1V(Tl))\V(Tk) for each m ≥ mk, for

some number mk ≥ max0≤i≤k−1{mi}, and when ψm(γ) ∈ Ak we have

(5.12) Gn0(α)′+s = Tk · x(s−µk)
jk

+ Remaining Terms,
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for s sufficiently large and some number µk ≥ −αj0 , where s − µk is the highest super-

script.

Now suppose that ψm(γ) ∈ Cm
α ∩(∩l≤kV(Tl)), then the first term of the right-hand side

of equation (5.12) vanishes. If we delete the first term and rearrange the equation to get a

new highest-superscript term, with the same proof as above we can show that

Gn0(α)′+s = Tk+1 · x(s−µk+1)
jk+1

+ Remaining Terms,

for s sufficiently large (independent of m). Clearly, we have µk+1 ≥ µk ≥ −αj0 .

Let mk+1 be ≥ the highest superscript in Tk+1 and mk+1 ≥ mk. For each m ≥ mk+1,

we define Ak+1 := Cm
α ∩ (∩l≤kV(Tl))\V(Tk+1). With the same analysis as in the case

when k = 0 we can show that

Ak+1 = V(T0, . . . , Tk, Gn0(α), Gn0(α)+1, . . . , Gn′k+1+m)\V(Tk+1)

and that each Gi cuts down dimension exactly by 1. Hence either Ak+1 = ∅ or

dim(Ak+1) ≤ m(n+ 1)−
n+1∑
i=1

(αi − 1) + n0(α)− 1− n0(α)′ − µk+1 −m

≤ mn−
n+1∑
i=1

(αi − 1)− 1 + n0(α)− µj0 .

We claim that there can be only finitely many such steps. First note that the highest

superscript decreases, or equivalently, the number µk increases, by at least 1 as k increases

by n+ 1 because we must have used the same subscript jk during n+ 2 steps. Second, the

decrease in highest superscript must eventually stop because Gn0(α)+s contains the term

∂P0

∂x
(αj)

j

(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )·x(αj+s)

j for some j, with ∂P0

∂x
(αj)

j

(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) 6=

0, and for every s ≥ 1. Hence, for each m large enough, we can decompose Cm
α into a

finite union ∪i≥0Ai, where each Ai either is empty or has dimension less than or equal to

the number in the lemma. This completes the proof.
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Remark V.20. From the proof of Lemma V.18 we see that for a fixed feasible α, coefficients

(aIi)i ∈ Fα ∩ F (A) and m large enough, if A0 6= ∅, then we have

(5.13) dim(Cm
α ) = mn−

n+1∑
j=1

(αj−1)−1+ min
1≤i≤N

{I i ·α}− min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i ·α−αj}.

We also see that Gn0(α)+s = 0 for each s ≥ 1 has a solution as long as T0 6= 0. Therefore,

A0 6= ∅ for m large enough if and only if V(P0)\V(T0) 6= ∅ in the torus (C∗)n+1 ⊂

Spec C[x
(α1)
1 , . . . , x

(αn+1)
n+1 ]. Note that the condition V(P0)\V(T0) 6= ∅ is independent of

m.

Recall that if we fix an integral support A = {I1, . . . , IN}, then F (A) and Fα are

subsets of (C∗)N defined in Definition V.7 and Lemma V.13 respectively. Each of them

contains an open dense subset of (C∗)N . An (n + 1)-tuple α = (α1, . . . , αn+1) is called

feasible if min1≤i≤N{α · I i} is attained by at least two different i’s. For each feasible α,

we define polynomials P0 by equation (5.2) and T0 by equation (5.4). Using the above

lemmas we obtain the following theorem:

Theorem V.21. Let A = {I1, . . . , IN} be an integral support. If

(aIi)1≤i≤N ∈
⋂

feasible α

Fα ∩ F (A)

and X is the hypersurface in An+1 defined by f =
∑N

i=1 aIix
Ii , then X is an integral

hypersurface containing the origin 0 and the invariant λ (defined in Definition III.21) for

the origin satisfies

(5.14) λ(0) ≥ min{
n+1∑
j=1

(αj − 1) + 1− min
1≤i≤N

{I i · α}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}},

where the first minimum is taken over all feasible (n+ 1)-tuples α.

Moreover, assume the first minimum is attained at some feasible α. If for this α, we have

V(P0)\V(T0) 6= ∅ in the torus (C∗)n+1 ⊂ Spec C[x
(α1)
1 , . . . , x

(αn+1)
n+1 ], then the inequality

(5.14) is in fact an equality.
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Proof. Let f be fixed with (aIi)1≤i≤N ∈ ∩αFα∩F (A). By Corollary V.8, X is an integral

hypersurface containing the origin 0. According to Proposition III.19, π−1(0) contains

only finitely many irreducible components C1, . . . , Cp, Z1, . . . , Zq, where each Cj is thin

and each Zi is fat. We have dim(Cm) = mn − λ(0) when m is large enough. For

each thin irreducible component Cj of π−1(0), however, by Lemma II.12 we see that

dim(ψm(Cj)) ≤ (m+ 1)(n− 1). Thus, for m large enough, we have

dim(Cm) = max
1≤i≤q

dim(ψm(Zi)).

By Lemma II.12, the fibers of ψm+1(π−1(x)) → ψm(π−1(x)) have dimension ≤ n.

Since dim(Cm) = mn− λ(0) for every m large enough, we have

dim(Cm+1) = dim(Cm) + n for m� 0.

This also implies that there is some i such that

dim(Cm) = dim(ψm(Zi)) for all m� 0.

In fact, pick a positive integer M such that dim(Cm+1) = dim(Cm) + n for all m ≥ M .

If dim(ψm(Zi)) < dim(Cm) for some m ≥M , then

dim(ψm+k(Zi)) ≤ dim(ψm(Zi)) + nk

< dim(Cm) + nk

= dim(Cm+k),

for every k ≥ 0. It follows that if there existsmi ≥M for each i such that dim(ψmi(Zi)) <

dim(Cmi), we have dim(Cm) > max1≤i≤q dim(ψm(Zi)) when m > max1≤i≤q{mi}, a

contradiction. Therefore, by relabeling we may assume that

dim(Cm) = dim(ψm(Z1)) for all m ≥M.
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Since X = V(f) is irreducible and is not a hyperplane, we have V(xi, f) ( V(f) for

each i. This implies that the fat component Z1 is not contained in Cont∞(xi) for each i,

or equivalently, Z1 does not have infinite order along any xi. Choose an (n + 1)-tuple

α′ = (α′1, . . . , α
′
n+1) ∈ (Z+)n+1 with

α′i = min{ordγ(xi)|γ ∈ Z1}, 1 ≤ i ≤ n+ 1.

Then if m ≥ max{M,α′1, . . . , α
′
n+1}, Cm

α′ contains a dense open subset of ψm(Z1), hence

dim(Cm) = dim(Cm
α′). By applying Lemma V.18, we get for m� 0,

dim(Cm) ≤ mn−
n+1∑
j=1

(α′j − 1)− 1 + min
1≤i≤N

{I i · α′} − min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α′ − α′j}.

Therefore, for m� 0 we have

λ(0) = mn− dim(Cm)

≥
n+1∑
j=1

(α′j − 1) + 1− min
1≤i≤N

{I i · α′}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α′ − α′j}

≥ min
feasible α

{ n+1∑
j=1

(αj − 1) + 1− min
1≤i≤N

{I i · α}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}
}
.

Now suppose the first minimum in (5.14) is attained at some feasible α and that for this

α we have

dim(Cm
α ) = mn−

n+1∑
j=1

(αj − 1)− 1 + min
1≤i≤N

{I i · α} − min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}.

SinceCm
α ⊂ Cm, we have dim(Cm

α ) ≤ dim(Cm). On the other hand, we have dim(Cm
α ) ≥

dim(Cm
α′) = dim(Cm) by the choice of α. This shows that

λ(0) = mn− dim(Cm
α )

=
n+1∑
j=1

(αj − 1) + 1− min
1≤i≤N

{I i · α}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}.
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In other words, we obtain an equality if dim(Cm
α ) attains the upper bound in the state-

ment of Lemma V.18 for some feasible α where the first minimum in (5.14) is attained.

According to Remark V.20, this happens when V(P0)\V(T0) 6= ∅ for such an α.

Combining Lemma V.13, Theorem V.21 and Proposition III.22, we get the following

corollary:

Corollary V.22. Let A = {I1, . . . , IN} ⊂ (Z≥0)n+1 be a fixed integral subset (see Def-

inition V.7). If X is a hypersurface in An+1 defined by a very general polynomial with

support A, then X is an integral hypersurface containing the origin 0 and we have

(5.15)

m̂ld(0;X) ≥ min{
n+1∑
j=1

(αj − 1) + 1− min
1≤i≤N

{I i · α}+ min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}}+ n,

where the first minimum is taken over all (n+1)-tuples α such that min
1≤i≤N

{I i ·α} is attained

by at least two different i’s.

Moreover, assume the first minimum is attained at some feasible α. If for this α,

the polynomials P0 (defined in equation (5.2)) and T0 (defined in equation (5.4)) satisfy

V(P0)\V(T0) 6= ∅ in the torus (C∗)n+1 ⊂ Spec C[x
(α1)
1 , . . . , x

(αn+1)
n+1 ], then the inequality

(5.15) is in fact an equality.

5.3 Examples

There are many interesting examples of hypersurfaces where the inequality in Theorem

V.21 turns out to be an equality. According to Theorem V.21, we just need to show that

the coefficients are in
⋂
α Fα ∩ F (A), and that V(P0)\V(T0) 6= ∅ for certain feasible α.

In these cases, the invariants λ and Mather mld are independent of the coefficients in the

defining equations.
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Example V.23. Let X = V(f) ⊂ An+1 be an integral variety of dimension n where f is

a binomial. Note that X is not necessarily normal. So it might not be a toric variety. The

irreducibility of X implies that we can write f in the form

f = axβ11 x
β2
2 · · ·xβpp − bx

βp+1

p+1 x
βp+2

p+2 · · ·x
βp+q
p+q ,

where p+ q ≤ n+ 1. If p+ q < n+ 1, X is the product of a lower dimensional binomial

hypersurface with an affine space. The question is hence reduced to the case when p+q =

n + 1. By assuming 0 ∈ X , we also require that p ≥ q ≥ 1. The support A contains

N = 2 elements (β1, β2, . . . , βp, 0, . . . , 0) and (0, . . . , 0, βp+1, . . . , βp+q). By requiring

that A is integral (see Definition V.7), we further assume that the line segment connecting

these two points does not contain any other integral point. Hence X is integral if the

coefficients (a, b) ∈ F (A) according to Corollary V.8. On the other hand, by applying a

coordinate change that takes x1 to c ·x1 and preserves all x2, . . . , xp+q, we see that any two

such hypersurfacesX andX ′, with different coefficients (a, b) and (a′, b′), are isomorphic.

Hence, we conclude that F (A) = (C∗)2. Clearly, an (n+1)-tuple α ∈ (Z+)n+1 is feasible

(see Remark V.19) if and only if

(5.16)
p∑
i=1

αiβi =

p+q∑
i=p+1

αiβi.

For any feasible α, following the notation in the previous section, we have n0(α) =∑p
i=1 αiβi and

P0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) = f(x

(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )

is of weight n0(α). Since ∂P0

∂x
(αj)

j

is a monomial for each j, Fα = (C∗)2 for each feasible α.

Now fix a feasible α. Clearly if αj0 = max
1≤j≤n+1

{αj}, then we get

T0(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 ) =

∂f(x
(α1)
1 , x

(α2)
2 , . . . , x

(αn+1)
n+1 )

∂x
(αj0 )

j0

.
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In particular, P0 is binomial while T0 is a monomial. Hence V(P0)\V(T0) 6= ∅ in the torus

(C∗)n+1. According to Remark V.20, for each feasible α, we have

dim(Cm
α ) = mn−

n+1∑
j=1

(αj − 1)− 1 + min
1≤i≤N

{I i · α} − min
1≤i≤N

1≤j≤n+1 with Iij>0

{I i · α− αj}

= mn−
n+1∑
j=1

(αj − 1) + max
1≤i≤n+1

{αi − 1}.

Therefore, Theorem V.21 implies that

(5.17) λ = min{
n+1∑
i=1

αi − max
1≤i≤n+1

αi − n},

or equivalently,

(5.18) m̂ld(0;X) = min{
n+1∑
i=1

αi − max
1≤i≤n+1

αi},

where the first minimum is taken over all α ∈ (Z+)n+1 that satisfy equation (5.16).

Example V.24. Consider the Whitney Umbrella X = V(x2 − y2z). The nonsingular

locus of X has codimension 1. Therefore it does not follow in the framework discussed

in Chapter IV, since it is not normal. Nevertheless, we can use the formula (5.17) and

conclude that λ = 1 and m̂ld(0;X) = 3.

Remark V.25. The binomial hypersurfaces are nice examples where λ and Mather mld can

be computed directly in a simple form. Note that the result is independent of coefficients

a and b. This makes sense because we have seen that any two binomial polynomials with

the same support define isomorphic hypersurfaces. However, this is not the case if f is

more complicated, and then λ indeed depends on the coefficients.

Example V.26. Let X be a curve in A2 defined by f = a1x
2 + a2y

2 + a3xy + a4y
3. For a

very general choice of coefficients ai, λ has a lower bound given by equation (5.14). The

lower bound is 0, which is achieved when α1 = α2 = 1.
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First, assume all ai are equal to 1. Then X is integral. For any choice of feasible α

(see Remark V.19), it’s clear that P0(x, y) can only be x2 + y2 + xy. Thus the condition

∆α (see Condition V.10) is satisfied, or equivalently, we have (1, 1, 1, 1) ∈ ∩αFα. Since

T0(x, y) = 2x or 2y, we get V(P0)\V(T0) 6= ∅ in the torus (C∗)4. By Theorem V.21, we

conclude that λ = 0, and the minimum in equation (5.14) is attained at the tuple α with

α1 = α2 = 1.

Now instead we assume that a1 = a2 = a4 = 1 and a3 = 2. X is still integral.

But condition ∆α is no longer satisfied. By computing dim(ψm(π−1(0))) directly from

definition, it can be shown that λ = 1.

Example V.27. Let X ⊂ An+1 be a hypersurface defined by f =
∑n+1

i=1 x
bi
i , with n ≥ 2.

As Lemma V.18 suggests, we consider only feasible (n + 1)-tuples α (see Remark V.19).

Clearly, α is feasible if and only if min
1≤i≤n+1

{biαi} is attained by at least two different i’s.

Note that for any feasible α, ∂P0

∂x
(αj)

j

is always a monomial for each j. Thus, we have

∩feasible αFα = (C∗)n+1. Clearly, when n ≥ 2, X is an integral hypersurface.

Similarly, T0 is always a monomial for any feasible α. So we conclude V(P0)\V(T0) 6=

∅. According to Theorem V.21, we get

λ = min{
n+1∑
i=1

(αi − 1) + 1− min
1≤i≤n+1

{biαi}+ min
1≤i≤n+1

{(bi − 1)αi}}, or(5.19)

m̂ld(0;X) = min{
n+1∑
i=1

(αi − 1) + 1− min
1≤i≤n+1

{biαi}+ min
1≤i≤n+1

{(bi − 1)αi}}+ n,

where the first minimum is taken over all feasible α.

There are many classical examples that fall into the category of Example V.27. A large

portion of the following class of examples are of this type.

Example V.28. Consider here the ADE singularities. All the varieties here are integral.
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(1) Singularities of type Ak: X is defined by f = xk+1
1 + x2

2 + · · ·x2
n for n ≥ 3.

Choose multi-index α with αi = 1 for 1 ≤ i ≤ n. The minimum weight n0(α) is

attained by n − 1 monomials if k > 1, or n monomials if k = 1. In both cases, α is

feasible. Let b1 = k + 1 and bi = 2 for 2 ≤ i ≤ n. Then we have

n+1∑
i=1

(αi − 1) + 1− min
1≤i≤n+1

{biαi}+ min
1≤i≤n+1

{(bi − 1)αi} = 0.

Hence according to equation (5.19), we get λ = 0 or m̂ld(0;X) = n− 1.

(2) Singularities of type Dk: X is defined by f = xk−1
1 +x1x

2
2 +x2

3 + · · ·+x2
n with k ≥ 4.

One checks easily that the coefficients are in ∩αFα.

If n ≥ 4, then there are at least two quadratic terms. Hence α = (1, . . . , 1) is feasible,

which achieves the minimum 0 in equation (5.14). Note that we have

P0 = (x
(1)
3 )2 + . . .+ (x(1)

n )2

and T0 = ∂P0

∂x
(1)
3

= 2x
(1)
3 . Therefore, V(P0)\V(T0) 6= ∅. By Theorem V.21, we get λ = 0 or

m̂ld(0;X) = n− 1.

When n = 3, the minimum 1 of equation (5.14) is achieved when α = (2, 1, 2). With

similar analysis, we obtain λ = 1 or m̂ld(0;X) = n = 3.

(3) Singularities of type E6: X is defined by f = x4
1 + x3

2 + x2
3 + . . . + x2

n. This belongs

to Example V.27. So we use equation (5.19).

If n ≥ 4, with α = (1, . . . , 1), we get λ = 0 or m̂ld(0;X) = n − 1. When n = 3, the

minimum is achieved when α = (1, 2, 2), and we get λ = 1 or m̂ld(0;X) = n = 3.

(4) Singularities of type E7: X is defined by f = x3
1x2 + x3

2 + x2
3 + . . .+ x2

n.

This is very similar to case (2). Again one checks easily that the coefficients satisfy

Condition ∆α for all feasible multi-indices α.

If n ≥ 4, α = (1, . . . , 1) is feasible. Similar to (2) we get λ = 0 or m̂ld(0;X) = n− 1.
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When n = 3, α = (2, 2, 3) is feasible and it gives minimum in equation (5.14). Simple

analysis similar to the ones above shows that we have an equality and hence λ = 2 or

m̂ld(0;X) = n+ 1 = 4.

(5) Singularities of type E8: X is defined by f = x5
1 + x3

2 + x2
3 + . . . + x2

n. This belongs

to Example V.27 so we can apply formula (5.19).

When n ≥ 4, we get λ = 0 or m̂ld(0;X) = n − 1. The minimum is attained when

α = (1, . . . , 1). When n = 3, we have λ = 2 or m̂ld(0;X) = n+ 1 = 4, and it is attained

when α = (2, 2, 3).

5.4 Possible generalizations

We only treat the case when the hypersurface is defined by a very general polynomial

with a fixed support. An obvious question is: what can we say if the hypersurface is

defined by a general polynomial (so that it is integral) with a fixed support? Unfortunately,

the polynomials P0 defined in equation (5.2) and T0 defined in equation (5.4) don’t behave

well and our method fails.

An obvious generalization of the results in this chapter is to treat the class of complete

intersection varieties. However, our method doesn’t work well when there are multiple

defining equations.
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