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Abstract

In the development of a semiconductor spintronics device, a thorough understanding of spin

dynamics in semiconductors is necessary. In particular, electrical control of electron spins is

advantageous for its compatibility with present day electronics. In this thesis, we will discuss

the electrical modification of the electron g-factor, which characterizes the strength of the

interaction between a spin and a magnetic field, as well as investigate electrically generated

spin polarizations as a function of various material parameters.

We report on the modification of the electron g-factor by an in-plane electric field in

an In0.03Ga0.97As epilayer. We performed external magnetic field scans of the Kerr rotation

of the InGaAs film in order to measure the g-factor independently of the spin-orbit fields.

The g-factor increases from -0.4473 ± 0.0001 at 0 V/cm to -0.4419 ± 0.0001 at 50 V/cm

applied along the [110] crystal axis. A comparison of temperature and voltage dependent

photoluminescence measurements indicate that minimal channel heating occurs at these

voltages. Possible explanations for this g-factor modification are discussed, including an

increase in the electron temperature that is independent of the lattice temperature and the

modification of the donor-bound electron wave function by the electric field.

The current-induced spin polarization and momentum-dependent spin-orbit field were

measured in InxGa1−xAs epilayers with varying indium concentrations and silicon doping

densities. Samples with higher indium concentrations and carrier concentrations and lower

mobilities were found to have larger electrical spin generation efficiencies. Furthermore,

x



current-induced spin polarization was detected in GaAs epilayers despite the absence of

measurable spin-orbit fields, indicating that the spin polarization mechanism is extrinsic.

Temperature-dependent measurements of the spin dephasing rates and mobilities were used

to characterize the relative strengths of the intrinsic D’yakonov-Perel’ and extrinsic Elliot-

Yafet spin dephasing mechanisms. Proposed spin polarization mechanisms are discussed and

compared with the experimental results.
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Chapter 1

Introduction

1.1 Motivation

The idea of a spinning electron was proposed by Uhlenbeck and Goudsmit (who would both

later come to the University of Michigan) in order to explain the fine structure of atomic

spectra [1]. Although it turns out electrons are not literally spinning, they do carry an

intrinsic angular momentum that is crucial in the explanation of many physical phenomena.

Since an electron has a spin of 1/2, it is a 2-state system consisting of a “spin-up” and

a “spin-down” state. An electron’s spin can therefore potentially be used to encode binary

code. This idea led to the development of the field of spintronics, which has resulted in

the proposal and implementation of several spin-based alternatives to traditional computing

components.

One of the earliest developments in the field of spintronics was the discovery of giant

magnetoresistance (GMR) in 1988, for which Grünberg and Fert received the Nobel prize

in 2007 [2,3]. Most commercially available spintronic devices, in particular hard drive read-

heads and MRAM, make use of GMR. These devices are based on ferromagnetic materials.

The use of semiconductors for spintronics has been of interest since the proposal of a spin
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field effect transistor by Datta and Das [4]. An all-electrical, all-semiconductor spin field

effect transistor was demonstrated recently [5].

Spin-based devices can offer several advantages over traditional charge-based devices.

Dynamic random access memory (DRAM) makes up the majority of the memory in present-

day computers. DRAM uses capacitors to store information; since capacitors discharge over

time, the information must be refreshed several times a second, leading to high power con-

sumption. Furthermore, DRAM is a volatile memory, so the information must be transferred

to a different, long-term memory, such as the hard drive, before powering off the computer.

On the other hand, a spin-based memory such as MRAM does not need to be refreshed and

is non-volatile [6], while still having read and write times comparable to DRAM, making it

suitable both for short-term and long-term memory [7].

Although commercially available spintronic devices are based on magnetic materials,

an all-electrical, all-semiconductor device would be advantageous for its compatibility with

complementary metal-oxide-semiconductor (CMOS) devices. Furthermore, semiconductor

materials can be designed to control the properties of the electrons, such as the effective

mass, density, and g-factor.

Such a spintronic device will require the electrical manipulation and generation of electron

spin polarizations in semiconductors. In this dissertation, we will demonstrate electrical

modification of the electron g-factor in InGaAs. We will also investigate current-induced

spin polarization, in which an in-plane electric field produces a bulk spin polarization, in

InGaAs and GaAs epilayers. Previous measurements showed that the crystal axes with

the largest spin-orbit coupling had the smallest amount of spin polarization [8], contrary to

predictions that the current-induced spin polarization should be proportional to the spin-

orbit coupling [9]. Thus, the polarization mechanism remains an open question. We will

investigate the effect of indium concentration and carrier concentration on the magnitude

of the current-induced spin polarization. We will explore various proposed spin polarization

2



mechanisms in the context of the experimental results.

1.2 Organization

Chapter 2 will discuss the electronic and optical properties of III-V zinc-blende semiconduc-

tors. We will explain how these properties can be used to optically inject and detect a spin

polarization. Chapter 3 will discuss spin dynamics in semiconductors, including spin-orbit

coupling, spin dephasing, and spin polarization mechanisms. Chapter 4 will cover the ex-

perimental methods, beginning with the materials and sample fabrication, then the optical

pump-probe measurements, and finally the electrical characterization of the samples. In

Chapter 5, we demonstrate the modification of the electron g-factor in InGaAs epilayers by

an electric field. In Chapter 6, we investigate the relationship between current-induced spin

polarization and the spin-orbit fields in InGaAs and GaAs samples with varying indium and

carrier concentrations. Since the mechanism behind CISP is still unknown, we will compare

the results of our measurements to the predictions of proposed spin polarization mechanisms.
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Chapter 2

Electronic and Optical Properties of

Semiconductors

2.1 Introduction

The vast majority of commercial semiconductor devices are fabricated from silicon. However,

gallium arsenide offers several advantages for certain applications. For example, GaAs has a

negative differential resistance above a certain threshold voltage, resulting in high-frequency

oscillations in current known as the Gunn effect [10] that can be used for microwave gen-

eration. Furthermore, GaAs has a direct bandgap, and absorbs and emits light much more

efficiently than silicon, which has an indirect bandgap. Therefore, GaAs is of interest for

optoelectronic applications, such as solar cells [11] and laser diodes [12].

In this chapter, we will discuss the crystal structure of GaAs. From that, we will calculate

the structure of the energy bands in GaAs, which will also give us insight into the optical

properties of GaAs. Finally, we will show how these optical properties can be used to both

inject and measure a spin polarization in GaAs.
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2.2 GaAs Crystal Structure

Semiconductors formed from a single element from Group IV of the periodic table (so called

because the elements have four valence electrons) such as C, Si, and Ge form a diamond

crystal structure, which consists of a face centered cubic (fcc) lattice with a two-atom basis.

If instead of two Group IV atoms per basis, we have one Group III and one Group V

atom, the structure is now referred to as a zinc-blende crystal (Fig. 2.1), and the material

may be referred to as a III-V semiconductor. For example, instead of two Si atoms, the basis

may consist of one Ga and one As atom. This is the same crystal structure as Si, except the

sites on the crystal lattice are alternately occupied by Ga and As atoms. The diamond lattice

has inversion symmetry about a point halfway along the bond between two adjacent atoms.

However, this inversion symmetry is broken when the adjacent atoms are not identical and

the crystal structure of GaAs, unlike Si, is said to have bulk inversion asymmetry (BIA).

This becomes important for the discussion of spin-orbit effects (Ch. 3).

Ternary semiconductor alloys, like AlxGa1−xAs and InxGa1−xAs, have material param-

eters, such as the lattice constant, bandgap, and effective masses, that are in between the

material parameters of the two constituent semiconductors. The lattice constant of the alloy

is given by a linear interpolation of the endpoint values, i.e. a ”rule of mixtures”, often

termed Vegard’s law [13]:

aalloy = xaA + (1− x)aB (2.1)

where aA,B are the lattice constants of the two materials being alloyed together, and x is

the composition of A relative to B.

The bandgap of the alloy is generally also a linear superposition of the bandgaps of

the component materials, although in certain cases there may be a deviation from a lin-

ear interpolation, called “bowing”, i.e. the bandgap has a quadratic dependence on the
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Figure 2.1: Unit cell for the zinc-blende crystal structure of GaAs. Blue and red spheres represent
gallium and arsenic atoms respectively. Figure generated using Vesta software.

composition [14].

Most of the samples studied in this thesis are InxGa1−xAs alloys, where x = 0.02−0.026.

This alloy has a lattice constant slightly larger than that of GaAs, with a misfit of 0.14% -

0.19%. The bandgap of the alloy is also slightly smaller than that of GaAs, by 22 meV - 28

meV. The effects of this are discussed in Section 4.2.

2.3 GaAs Bandstructure

The wavefunctions of the electrons in a semiconductor may be described by Schrödinger’s

equation: [
h̄2

2m0

∇2 + U(r)

]
ψ(r) = Eψ(r) (2.2)

where U(r) is the potential. In a crystal structure such as a semiconductor, this potential

is due to the lattice and is therefore periodic. Because of this, Bloch’s theorem states that
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the wavefunction of the electrons can be written as [15]

ψk(r) = eik·ruk(r) (2.3)

where uk(r) has the same periodicity as the potential, and k is the crystal momentum.

This means that the wavefunction of an electron is an envelope function multiplied by a

periodic function. In order to understand the behavior of an electron in a crystal, one need

only calculate the envelope function, significantly simplifying calculations. This result also

means that, given a perfectly periodic potential (i.e. no deformations or impurities), an

electron will propagate without scattering.

Another consequence of the periodic potential is the appearance of an energy band gap.

Because of the periodic boundary conditions, there are certain electron energies for which

there are no solutions to the Schrödinger equation. The specific energy bandstructure for

GaAs, including this bandgap, will be calculated in the next section using the tight-binding

model.

2.3.1 Tight Binding Model

The tight binding model allows for the calculation of the bandstructure of a semiconductor

starting from the wavefunctions for the individual atoms in that semiconductor. The Hamil-

tonian is assumed to be the sum of the Hamiltonians of each individual atom, plus some

small correction in the regions where there is significant overlap in the wavefunctions from

neighboring atoms:

H(r) =
∑
Rn

Hatom(r−Rn) + ∆U(r) (2.4)

If the atoms in this crystal were completely independent (∆U(r) = 0), then the electronic
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wavefunctions could be written as a sum of the independent atomic orbitals:

Ψk(r) =
∑
Rn

an(Rn)ψatom(r−Rn) (2.5)

In order to satisfy Bloch’s theorem, we must have an(Rn) = eik·Rn .

If, instead, we have a nonzero ∆U(r), we can replace the atomic wavefunctions in equation

2.5 with a linear combination of atomic orbitals, called Löwdin functions [16]:

φ(r) =
N∑
n=1

bnψn,atom(r) (2.6)

With some knowledge of the atomic structure of the individual atoms in the crystal, we can

decide which atomic wavefunctions to sum over. For example, the valence electrons for Ga

are 4s24p1 and for As are 4s24p3, so for calculations for GaAs we will choose an atomic basis

with 16 functions: s, px, py, and pz for each of the two basis atoms, times two to account

for spin up and spin down electrons.

We can plug equations 2.4, 2.5, and 2.6 into Schrödinger’s equation to give us an equation

for the energies and wavefunctions. This equation cannot generally be solved analytically,

except in very simple cases (e.g. only considering a single atomic s-level) or at high-symmetry

points (e.g the Γ-point for the fcc lattice) [17]. Usually, the relevant matrix elements are not

determined from first principles, but are left as fitting parameters matched to experimental

data [18]. The bandstructure of GaAs, including the conduction and valence bands, is shown

in Fig. 2.2.

If the tight-binding model is applied to GaAs, it turns out that the bottom of the con-

duction band is purely s-like (l = 0), and the top of the valence band is purely p-like (l = 1)

(Fig. 2.2, right). If we include the spin of the electron, the total angular momentum of the

system is L = 3
2

and there are six states in the valence band:
∣∣3

2
,±3

2

〉
,
∣∣3

2
,±1

2

〉
, and

∣∣1
2
,±1

2

〉
.
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Figure 2.2: Tight binding calculations of the bandstructure of GaAs. Left: Bandstructure showing
the conduction (black), heavy hole (red), light hole (green), and split-off (blue) bands. There is an
energy gap between the heavy hole and conduction bands for which there are no states available to
the electrons. Right: The percent p-type and s-type for each band. At the Γ point, the conduction
band is purely s-type, and the valence bands are purely p-type. Code was developed by John
Hinckley.

If we ignore spin-orbit effects, these three bands are degenerate at k = 0. Including

spin-orbit effects causes the
∣∣1

2
,±1

2

〉
band to have a slightly lower energy than the other two

bands, and so this is referred to as the split-off band. Furthermore, the
∣∣3

2
,±3

2

〉
and

∣∣3
2
,±1

2

〉
bands are only degenerate at exactly k = 0. For small k, the dispersion relation can be

approximated by the effective mass equation [19]:

E(k) = E0 +
h̄2

2m∗
k2 (2.7)

Since the
∣∣3

2
,±3

2

〉
and

∣∣3
2
,±1

2

〉
states have different curvatures about k = 0, this results in

a difference in effective mass, and so these two bands are referred to as the heavy and light

hole bands respectively.
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2.4 Optical Selection Rules

Now that we know the quantum states in the conduction and valence bands, we can discuss

transitions between these states.

When the measurement time is much longer than the transition time, the rate of transition

from one quantum state to another can be approximated using Fermi’s golden rule:

Wi→f =
2π

h̄
|〈f |H ′ |i〉|2 δ (Ef − Ei − h̄ω) (2.8)

It can be derived from first-order time-dependent perturbation theory [20].

We will consider transitions for which a laser is tuned to the bandgap of the semiconduc-

tor, such that the transition matrix is given by

〈ψc|D |ψv〉 (2.9)

where |ψc,v〉 are the wavefunctions of the conduction and valence bands respectively, and

D is the dipole moment operator. For left and right circularly polarized light, the dipole

moment operators are given by:

σ− =
1√
2

(px − ipy) (2.10)

σ+ =
1√
2

(px + ipy) (2.11)

In the previous section, we found that the conduction band is s-like (|ψc↑,↓〉 = |s〉 |↑, ↓〉),

and therefore spherically symmetric.

The valence band states are given by
∣∣3

2
, ±3

2

〉
for the heavy hole band and

∣∣3
2
, ±1

2

〉
for the

light hole band. These can be decomposed into the constituent angular momentum states

using the Clebsch-Gordon coefficients [17].
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The heavy hole states can be written as:

∣∣HH+
〉

=

∣∣∣∣32 , 3

2

〉
= − 1√

2
(|px〉+ i |py〉) |↑〉∣∣HH−

〉
=

∣∣∣∣32 ,−3

2

〉
=

1√
2

(|px〉 − i |py〉) |↓〉
(2.12)

and the light hole states can be written as:

∣∣LH+
〉

=

∣∣∣∣32 , 1

2

〉
= − 1√

6
(|px〉+ i |py〉 − 2 |pz〉) |↑〉∣∣LH−

〉
=

∣∣∣∣32 ,−1

2

〉
=

1√
6

(|px〉 − i |py〉+ 2 |pz〉) |↓〉
(2.13)

In calculating the transition matrices, symmetry considerations allow us to reduce the

number of terms. Let us consider the following matrix element:

〈s| px |py〉 =

∫∫∫ ∞
−∞

ψspxpy dx dy dz (2.14)

Under the transformation x→ −x, the integral over x becomes (recalling that ψs is spheri-

cally symmetric): ∫ ∞
−∞

ψspxpy dx =

∫ −∞
∞

ψs(−px)py(− dx)

= −
∫ −∞
∞

ψspxpy dx

(2.15)

Clearly the integral, and therefore the matrix element, must be zero. In this way, the only

nonzero elements are 〈s| px |px〉, 〈s| py |py〉, and 〈s| pz |pz〉. Considering the symmetry of the

system again, it turns out these three matrix elements are equal, and so we can define:

pcv = 〈s| px |px〉 = 〈s| py |py〉 = 〈s| pz |pz〉 (2.16)

With these simplifications in mind, the only nonzero transition matrices for transitions
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Figure 2.3: Optical selection rules for transitions between the valence band and conduction band
in III-V semiconductors, for right (blue) and left (orange) circularly polarized light. The rate of
transition from the heavy hole band to the conduction band is three times higher than the rate
from the light hole band for a given circular polarization.

between each valence band state and the conduction band for right circularly polarized light

(σ+) are (using 〈↑ | ↑〉 = 1, 〈↑ | ↓〉 = 0):

〈ψc↓|σ+ |HH−〉 = 〈↓| 〈s|
(

1√
2

(px + ipy)

)(
1√
2

(|px〉 − i |py〉) |↓〉
)

= pcv

〈ψc↓|σ+ |LH−〉 =
1√
3
pcv

(2.17)

and similarly for left circularly polarized light. Since the transition rate is proportional to

the square of the transition matrix (Eq. 2.8), the rate for transitions from the heavy hole

band is three times the rate from the light hole band. All the allowed transitions and their

relative rates are shown in Fig. 2.3.

Due to this difference in transition rates, for excitation with right circularly polarized

light, one will get three times as many spin-down electrons in the conduction band as spin-

up electrons. The spin polarization is therefore:

P =
n↑ − n↓
n↑ + n↓

=
1− 3

1 + 3
= −50% (2.18)
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Similarly, excitation with left circularly polarized light results in a +50% spin polariza-

tion. Optical orientation of electron spin in GaAs in this way was first demonstrated by

Zakharchenya et al. [21].

Optical pumping also results in a hole spin polarization in the valence band; however,

this depolarizes very rapidly (after ∼1 ps) [22]. When the spin-polarized electrons in the

conduction band recombine with the depolarized holes, the optical selection rules apply

again, and so the maximum polarization of the luminescence is 25%. The spin polarization

can be measured through the measurement of the polarization of the photoluminescence [23].

However, spin lifetimes that exceed the recombination time cannot be measured in this way.

For GaAs, the recombination time at 10 K is ∼100 ps [24].

To avoid being limited by the recombination time, one can study n-doped materials,

meaning that there is an equilibrium electron population in the conduction band. Since

this equilibrium population is unpolarized, optical pumping results in a spin polarization of

<50% in the conduction band. However, since the polarized and unpolarized electrons in

the conduction band have an equal chance of recombining with a hole, this means that a

spin-polarized population will remain in the conduction band after recombination. This can

then be measuring using Faraday rotation, which will be discussed in the next section. In

this way, one can measure the spin dynamics without being limited by the recombination

time.

2.5 Faraday Rotation

The Faraday effect, discovered by Michael Faraday in 1845, is the rotation of the linear

polarization of light as it passes through a material across which a magnetic field has been

applied. A similar effect can be seen in spin-polarized GaAs: the difference in the populations

of spin up and spin down electrons leads to a circular birefringence that can be measured
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and used to calculate the spin polarization in the sample.

Again, we start with Fermi’s golden rule (Eq. 2.8). We are interested in light-induced

transitions, and so the Hamiltonian we will consider is

H =
1

2m

(
p +

e

c
A
)2

− eφ (2.19)

We will take the gauge φ = 0 and ∇ · A = 0. In this gauge, E = −1
c
∂A
∂t

, and so if we

assume the form A = A0e
i(a·r−ωt) we have |A0|2 = c2

ω2 |E0|2.

If we say H = |p|2
2m

+ H ′, then the perturbing Hamiltonian we will use in Fermi’s golden

rule becomes:

H ′ =
e

2mc
(p ·A + A · p) +

e2

2mc2
|A|2 (2.20)

This last term can be ignored if e
c
|A| � |p|, which is true except in the case of very strong

fields. As p = −ih̄∇ is an operator, the commutative property does not apply and the two

terms in the parenthesis cannot be combined.

The states |i〉 and |f〉 in Eq. 2.8 are, in this case, the valence and conduction band states,

respectively, which can both be written as Bloch wavefunctions [25]:

ψi = Ω−1/2eiki·rUi(ki) (2.21)

ψf = Ω−1/2eikf ·rUf (kf ) (2.22)

where Ω is the volume element over which integration is performed and U(k) has the same

periodicity as the lattice structure . Using these wavefunctions, we get (following [26])

〈f |H ′ |i〉 =

∫
Ω

ψ∗fH
′ψid

3r (2.23)

=
−ie
4mc
|A0 · pif | (2.24)
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where we have defined the matrix element pif = 〈kf |p |ki〉 = −ih̄
Ω

∫
Ω
U∗f (kf )∇Ui(ki)d3r.

Ep = |pif |2
2m0

is a parameter that can be experimentally fit. For example, Ep = 25.7 eV for

GaAs [27].

Plugging this into Eq. 2.8 and integrating over all values of k, we get

Wtot =
2

(2π)3

∫∫∫
BZ

2π

h̄

e2

4m2ω2
|E0|2 |pif |2 δ (Ef − Ei − h̄ω) d3Vk (2.25)

=
2π

h̄

e2

4m2ω2
|E0|2 |pif |2Ncv (Ef − Ei) (2.26)

where Ncv (Ef − Ei) = 2
(2π)3

∫∫
S

dSk

|∇k(Ef−Ei)| is the joint density of states and the integration

is performed over the first Brillouin zone. The extra factor of 2 is to account for both spin

up and spin down states.

2.5.1 Complex Permittivity Near the Band Edge

At this point, we have calculated the rate at which transitions occur when light impinges on

a semiconductor. As each transition is associated with the absorption of a photon of energy

h̄ω, we can calculate the absorption coefficient α, which is related to the complex permittivy

ε2 = n(ω)c
ω
α. In this way, we get

ε2 =
πe2

ε0m2ω2
|pif |2Ncv(Ef − Ei) (2.27)

Now let us look at the specific case of zinc-blende semiconductors, in which the conduction

and valence bands have parabolic dispersion relations near the band-edge (Fig. 2.4a), and

so the joint density of states is

Ncv(Ec − Ev) =
1

2π2

(
2µ

h̄

)3/2

(h̄ω − Eg)1/2 (2.28)
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where µ is the reduced mass. Plugging this into equation 2.27 and using the Kramers-Kronig

relations [26], we can calculate the real part of the permittivity:

ε1(ω) = 1 +
1

π
P

∫
ε2(ω′)

ω′ − ω
dω (2.29)

= 1 +
e2 |pif |2

4πε0m2ω2
√
Eg

(
2µ

h̄2

)3/2(
2Eg − h̄ω − 2

√
Eg(Eg − h̄ω)Θ(Eg − h̄ω)

)
(2.30)

The index of refraction can then be calculated with n =
√
ε1 (Fig. 2.4b).

2.5.2 Circular Birefringence

If there is an unequal population of spin up and spin down electrons in the conduction

band (i.e. a spin polarization), then the absorption edges for left circularly polarized light

is shifted with respect to the absorption for right circularly polarized light (see section 2.4).

This results in a difference in the index of refraction for left and right circularly polarized

light, which is referred to as circular birefringence.

If linearly polarized light is transmitted through a sample with circular birefringence, the

transmitted light will also be linearly polarized but with the axis of polarization rotated by

some angle. We can see this by employing Jones calculus [28]. In Jones calculus, horizontally

polarized light can be written as the sum of right and left circularly polarized components:

Ei = E0

 0

1

 =
E0√

2


 1

−i

+

 1

i


 (2.31)

Since the index of refraction is different for right and left circularly polarized light, each

of these two components will pick up a different phase factor e−inkd, where d is the thickness
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Figure 2.4: Faraday rotation in GaAs. (a) The absorption for a three dimensional semiconductor.
(b) Unequal populations of spin-up and spin-down electrons results in different indices of refraction
for left- and right-circularly polarized light. (c) The Faraday angle is proportional to the difference in
indices of refraction. (d) Measured Faraday rotation as a function of wavelength for an In0.026Ga0.964

As sample at 10 K. The calculated bandgap for this material at 0 K is 1.49 eV.

of the sample through which the light is transmitted.

Ef =
E0√

2


 1

−i

 e−inRkd +

 1

i

 e−inLkd

 (2.32)

= E0

 cos ((nR − nL)kd)

− sin ((nR − nL)kd)

 e−i(nR+nL)kd (2.33)

We can ignore the overall phase factor, as we are interested in the intensity, which is the

square of the electric field. In this way, we arrive at

Ef = R ((nR − nL)kd) Ei (2.34)
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where R(θ) is the rotation matrix. We can see that circular birefringence thus has the effect

of rotating the polarization of the transmitted light by θ = (nR − nL)kd (Fig. 2.4c).

In a real material, the absorption does not cut off abruptly at h̄ω = Eg. Instead, below

the bandgap there is an exponentially decaying tail called the Urbach tail [29], which arises

due to disorder in the material. Including this contribution will have the effect of smoothing

out the peaks in the index of refraction.

For small polarizations, the Faraday angle is proportional to the spin polarization along

the direction of the laser propagation [30]. In this way, the spin polarization of a semicon-

ductor can be optically measured.

The term Faraday rotation is generally used when the samples are measured in a trans-

mission geometry. When measurements are done in the reflection geometry, the effect is

generally referred to as Kerr rotation although the physical origin of the rotation is the

same. Faraday rotation tends to have a better signal-to-noise ratio, as less pump scatter

travels along the collection path in the transmission geometry. However, for some samples

studied in this thesis, transmission measurements were not possible and so the reflection

geometry was used instead.

2.6 Conclusion

In this chapter, we have discussed the band structure and optical properties of GaAs. We

have discussed how optical pumping by circularly polarized light can result in up to a 50%

spin polarization in GaAs, and how the spin polarization can be measured by the Faraday

rotation of a linearly polarized probe beam. These methods will be combined in Ch. 4 to

create a pump-probe optical setup to measure the spin dynamics in GaAs.
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Chapter 3

Spins in Semiconductors

3.1 Introduction

Semiconductor spintronics, in which spins rather than charge are used to encode and manip-

ulate data, is of interest as an alternative to traditional computing technologies [31]. In order

to successfully create an all-electrical spintronic device, we must have a full understanding

of the electrical generation and manipulation of spins, as well as the dephasing mechanisms

that lead to a decay of the total spin polarization.

In this chapter, we will discuss spin dynamics in semiconductors, focusing mainly on

n-type (001) GaAs. We will begin by describing spin-orbit coupling in zinc-blende semicon-

ductors and how it may be thought of as an effective magnetic field. This will lead into

a discussion of the dephasing mechanisms present in n-type GaAs. Finally, we will dis-

cuss different spin polarization mechanisms, focusing on the electrical generation of a spin

polarization.
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3.2 Spin Dynamics in Semiconductors

We will begin our discussion of the spin dynamics in semiconductors by considering a mag-

netic moment in a magnetic field. The torque on the magnetic moment is given by:

T = B× µ (3.1)

where µ = g µB
h̄

S is the magnetic moment of the spin. The g factor for an electron is roughly

2.002319 in free space, but it can have a different, effective value in a material. For example,

the effective g factor in GaAs at 0 K is approximately -0.45 [32].

The spin operator is S = 1
2
σix̂i, where σi are the Pauli spin matrices, given by

σx =

0 1

1 0

 , σy =

0 −i

i 0

 , σz =

1 0

0 −1

 (3.2)

The torque is the rate of change of the angular momentum, which in this system is just

the spin, so T = dS
dt

. Combining all this, we arrive at the basic spin dynamics equation:

dS

dt
= ΩL × S (3.3)

where ΩL = gµB
h̄

B is the Larmor frequency. Therefore, in the presence of a magnetic field,

an electron spin will precess about that magnetic field with frequency ΩL.

Equation 3.3 implies that the magnitude of the spin polarization does not change over

time. However, this equation only applies if there is one value for the Larmor frequency.

In reality, fluctuations in the magnetic field will lead to spin relaxation and dephasing.

In section 3.4, we will discuss spin relaxation and dephasing due to time-dependent and

momentum-dependent magnetic fields. However, first we must discuss spin-orbit coupling in

semiconductors.
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3.3 Spin-Orbit Fields

Spin-orbit (SO) coupling is a relativistic effect in which a charged particle moving through

an electric field “sees” an effective magnetic field. If the charged particle has spin, such as

an electron, then the effective magnetic field will produce a torque on that spin.

Spin-orbit effects can also be thought of in terms of Kramer’s degeneracy. In a system

with space-inversion and time-reversal symmetry, we have

εk↑ = ε−k↑

ε−k↑ = εk↓

(3.4)

so εk↑ = εk↓ and the system is spin degenerate. However, if we were to break time-reversal

symmetry (for example by applying an external magnetic field) or space-inversion symmetry,

the spin states would no longer be spin degenerate. This spin splitting can be written in

terms of an effective magnetic field called the spin-orbit field.

Spin-orbit fields are of interest as they allow for the coherent control of spin polarizations

without the use of an external magnetic field [33, 34]. In the following sections, we will

consider various effects that result in space-inversion asymmetry and therefore contribute to

the total spin-orbit field.

3.3.1 Bulk and Structural Inversion Asymmetry

As discussed in section 2.2, due to the arrangement of Ga and As atoms in the crystal struc-

ture, GaAs has bulk inversion asymmetry (BIA). The spin-orbit field that arises from this

bulk-inversion asymmetry is referred to as the Dresselhaus field [35], and the corresponding

Hamiltonian can be written as:

HD = γD
[
kx(k

2
y − k2

z)σx + ky(k
2
z − k2

x)σy + kz(k
2
x − k2

y)σz
]

(3.5)
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where γD is the material-dependent Dresselhaus parameter, and x, y, and z are the [100],

[010], and [001] crystal axes respectively.

In epilayers and quantum wells, if there is no net motion of the electrons along the [001]

crystal axis, then 〈kz〉 = 0, and so Eq. 3.5 can be reduced to

HD = γD
[
kx(k

2
y − 〈k2

z〉)σx + ky(〈k2
z〉 − k2

x)σy
]

= −γD
[
(kxσx − kyσy) 〈k2

z〉+
(
kyk

2
xσy − kxk2

yσx
)] (3.6)

〈k2
z〉 is nonzero for quantum wells, and increases as the well width decreases (i.e. the quantum

confinement increases). However, in epilayers, 〈k2
z〉 is negligible, and so the linear component

of eq. 3.6 can be ignored. This means the Dresselhaus spin-orbit field is expected to be cubic

in momentum in zinc-blende epilayers. However, the spin-orbit field in InGaAs epilayers

was found to be linear in momentum [36], meaning that the Dresselhaus spin-orbit field is

negligible compared with other contributions to the spin-orbit field.

In addition to bulk inversion asymmetry, there is another space-inversion asymmetry

called structural inversion asymmetry (SIA). This occurs in heterostructures, in which the

change in the material along the growth axis results in space-inversion asymmetry. For a

growth axis along the [001] crystal axis, the resulting spin-orbit field, called the Bychkov-

Rashba or simply the Rashba field [37], is described by:

HR = αR(σxky − σykx) (3.7)

This effect is greatest for electrons that are close to the boundary of the heterojunction, and

so dominates in quantum wells. In epilayers and bulk materials, where most of the electrons

are not close to this boundary, the effect is smaller.
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3.3.2 Biaxial and Uniaxial Strain

If an epilayer is grown on a substrate with a different lattice parameter (e.g. InGaAs grown

on a GaAs substrate), the epilayer will be strained as it tries to match its in-plane lattice

parameter to that of the substrate. This results in biaxial strain in the epilayer. However,

there will also be strain relaxation in the epilayer, which can be described as uniaxial strain

applied in the plane perpendicular to the growth axis. These two types of strain result in

space-inversion asymmetry, and therefore contribute to the total spin-orbit field.

Uniaxial strain results in the Hamiltonian [38]:

H1 =
1

2
C3 [σx(εxyky − εxzkz) + σy(εyzkz − εyxkx) + σz(εzxkx − εzyky)] (3.8)

where C3 is a material constant, and εij are the components of the strain tensor. For an

epilayer grown along the (001) axis, this is simplified to:

H1 =
1

2
C3εxy (σxky − σykx) (3.9)

which has the same form as the Rashba Hamiltonian (Eq. 3.7). Because of this, spin-orbit

effects due to structural inversion asymmetry (SIA) (i.e. the Rashba Hamiltonian) and

uniaxial strain can be combined into one Hamiltonian:

HSIA =
1

2
α′(σxky − σykx) (3.10)

Biaxial strain results in the Hamiltonian [39]:

H2 = D[σxkx(εzz − εyy) + σyky(εxx − εzz) + σzkz(εyy − εxx)] (3.11)

where C3 is a material constant. For an epilayer grown along the (001) axis, this is simplified
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to:

H2 = D(εzz − εxx)(σxkx − σyky) (3.12)

which has the same form as the linear-Dresselhaus Hamiltonian (Eq. 3.6). Because of this,

spin-orbit effects due to bulk inversion asymmetry (BIA) (i.e. the Dresselhaus Hamiltonian)

and biaxial strain can be combined into one Hamiltonian:

HBIA =
1

2
β′(σxkx − σyky) (3.13)

Combining Eqs. 3.10 and 3.13, we arrive at the expression for the total spin-orbit field:

HSO =
1

2
(α′ky + β′kx)σx −

1

2
(α′kx + β′ky)σy (3.14)

We can characterize the strength and crystal axis dependence of the spin-orbit field with

the parameters α′ and β′. The directional dependence of the spin-orbit field can also be

characterized by the parameter r = α′/β′. This dependence for different values of r is shown

in Fig. 3.1. One can see that that, for momenta along the [110] and [110] crystal axes, the

spin-orbit field is purely perpendicular to the direction of the motion of the electrons.

A special case is r = ±1 (i.e. α′ = ±β′), also referred to as a spin helix state [40]. Since

the spin-orbit field is zero along the [1±10] crystal axis, spin dephasing is suppressed for

electron momenta in that direction [41].

3.3.3 Determining the Spin-Orbit Parameters

The spin-orbit parameters α and β can be determined from measurements of the spin-orbit

field along different crystal axes. For the Hamiltonian given in Eq. 3.14, the effective spin-
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Figure 3.1: Vector plot of the spin-orbit field for different momentum directions and for different
values of r = α′/β′. r = 0 corresponds to a linear-Dresselhaus-like field (i.e. α′ = 0). r = ∞
corresponds to a Rashba-like field (i.e. β′ = 0). r = 1 (i.e. α′ = β′) is a spin helix state. The r of a
material usually does not correspond to one of these extreme cases, and may have an intermediate
value, such as r = 0.6.
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orbit magnetic field is

BSO =
h̄

gµB
[(α′ky + β′kx)x̂− (α′kx + β′ky)ŷ] (3.15)

For k ‖ [110] and k ‖ [110], the spin-orbit fields are:

B[110] =
h̄

gµB
k

[
(α′ + β′)

x̂− ŷ√
2

]
B[1−10] =

h̄

gµB
k

[
(−α′ + β′)

x̂ + ŷ√
2

] (3.16)

that is, the spin-orbit field is oriented along the crystal axis perpendicular to the direction

of the momentum, with magnitudes

B[110] =
h̄

gµB
k(α′ + β′)

B[1−10] =
h̄

gµB
k(−α′ + β′)

(3.17)

where k can be determined from the measured drift velocity using h̄k = m∗vd. While

β′ is always positive, α′ can be positive or negative, and so it is important to measure the

sign of the spin-orbit field as well as its magnitude. With these equations, it is possible to

determine the spin-orbit field parameters α′ and β′ once the magnitude of the spin-orbit field

is known. This is the method discussed in Section 4.6.

Alternatively, if instead we consider k ‖ [100], the spin-orbit field is:

B[100] =
h̄

gµB
k [β′x̂− α′ŷ] (3.18)

and so the component of the spin-orbit field parallel to the momentum of the electron is

proportional to β′, and the component perpendicular to the momentum is proportional to

α′. This is the method used to determine the spin-orbit field coefficients by Norman et al.
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in [36].

A quick note about units: α′ and β′ are defined such that α′/h̄ and β′/h̄ are in units of

velocity. In Chapter 6, α and β are used instead, and they are given in the units µm neV/µs.

The conversion is simply α′ = h̄
m∗α and similarly for β.

Now that we have some understanding of spin-orbit coupling and spin-orbit fields, we

will discuss spin dephasing and inhomogenous broadening.

3.4 Spin Relaxation and Dephasing

In 1946, Felix Bloch proposed a modification to the spin dynamics equations to account

for spin relaxation and dephasing [42]. Ignoring precession, the rate of change of the spin

polarization is:
dSz
dt

= −Sx
T2

dSy
dt

= −Sy
T2

dSz
dt

= −Sz − S0

T1

(3.19)

where T1 and T2 are the relaxation and dephasing times respectively. Combining Eqs. 3.3

and 3.19 into a more compact form, we arrive at

dS

dt
= ΩL × S− Γ · S +

S0

T1

ẑ (3.20)

where

Γ =


1
T2

0 0

0 1
T2

0

0 0 1
T1

 (3.21)

is the relaxation tensor.

Although Bloch’s addition was based on phenomenological considerations, calculations
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based on microscopic considerations yield the same results. Consider a single spin in a

fluctuating time-dependent magnetic field with the Hamiltonian:

H =
1

2
[Ω0ẑ + Ω(t)] · σ (3.22)

Using the Born-Markov approximation [43], we arrive at Eq. 3.19, with the spin relaxation

and dephasing times given by:

1

T1

=
(ω2

x + ω2
y)τc

1 + ω2
0τ

2
c

1

T2

= ω2
zτc +

(ω2
x + ω2

y)τc

2(1 + ω2
0τ

2
c )

(3.23)

where τc is the correlation time of the fluctuating magnetic field.

This means that even a single spin will experience irreversible relaxation and dephasing

due to intrinsic fluctuation in the local magnetic field experienced by the spin. If instead

we have an ensemble of spins, we must consider additional contributions to the spin de-

phasing that result from inhomogeneous broadening. These contributions in semiconductors

include momentum-dependent spin-orbit coupling, which will be discussed in more detail in

the following subsections, and a momentum- [44] or energy- [45] dependent g factor. With-

out scattering, these contributions to inhomogeneous broadening are reversible, and can be

removed in a spin echo measurement [46]. Scattering has the effect of randomizing the spin

precession, and so the inhomogeneous broadening becomes irreversible [45]. The total spin

dephasing time including inhomogeneous broadening is denoted as T ∗2 .

The two dominant dephasing mechanisms in the materials studied in this thesis are

D’yakonov-Perel’ and Elliot-Yafet dephasing, which will be discussed in more detail in the

following sections.
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3.4.1 D’yakonov-Perel’ Dephasing

We saw in section 3.3 that the effective spin-orbit magnetic field depends on the direction of

the electron’s momentum. In an ensemble of electrons with different velocities, this means

that each electron experiences a different spin-orbit field. Since each electron is precessing

about a different magnetic field this results in dephasing of the total spin polarization.

Scattering events have the effect of randomizing the electrons’ motion and therefore the

spin-orbit fields they experience, suppressing this dephasing mechanism.

This effect is called D’yakonov-Perel’ dephasing [47]. The corresponding dephasing tensor

is [48]

ΓDP = τ−1
DP


r2 + 1 2r 0

2r r2 + 1 0

0 0 2(r2 + 1)

 (3.24)

in the {[100], [010], [001]} basis, where τ−1
DP = 2τβ2v2

F , τ is the momentum scattering time,

and vF is the Fermi velocity.

The eigenaxes of this tensor are along the [110], [110] and [001] crystal axis, and so this

tensor can be diagonalized if we convert to the {[110], [110], [001]} basis:

ΓDP = τ−1
DP


(r − 1)2 0 0

0 (r + 1)2 0

0 0 2(r2 + 1)

 (3.25)

In this form, we can clearly see that for the spin helix state (r = ±1), the spin dephasing is

suppressed along the [1±10] crystal axis.

The dephasing rate ΓDP is proportional to the momentum scattering time τ . Since

D’yakonov-Perel’ dephasing is due to precession of the spins between scattering events (Fig.

3.2a), the less time there is between scattering events, the lower the dephasing rate.
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Figure 3.2: Schematic of (a) D’yakonov-Perel’ and (b) Elliot-Yafet dephasing mechanisms. Adapted
from [49].

The temperature dependence of the D’yakonov-Perel’ dephasing rate goes as [47]:

ΓDP ∝ τT 3 (3.26)

where it is important to note that τ also has some temperature dependence (see Section 4.8

for more details on the temperature dependence of scattering mechanisms).

3.4.2 Elliot-Yafet Dephasing

Due to spin-orbit coupling, during a momentum scattering event, this is some probability of

the electron’s spin flipping. Over time, this results in a dephasing of the total spin polariza-

tion. This dephasing mechanism was first proposed by Elliott [50], and then expanded by

Yafet [51] to include electron-phonon scattering, and so the mechanism is called Elliot-Yafet

(EY) dephasing.

The tensor describing Elliot-Yafet dephasing is [52]:

ΓEY = τ−1
EY


1 0 0

0 1 0

0 0 0

 (3.27)
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in the {[100], [010], [001]} basis, where τ−1
EY = τ−1

(
π vF

c

)4
. One can see that the eigenaxes

for the two dephasing tensors ΓDP and ΓEY are different.

The dephasing rate ΓEY is inversely proportional to the momentum scattering time τ .

Since dephasing occurs at scattering events (Fig. 3.2b), the less time there is between

scattering events, the greater the dephasing rate.

The temperature dependence of the Elliot-Yafet dephasing rate goes as [48]:

ΓEY ∝ τ−1T 2 (3.28)

Again, it is important to note that τ also has some temperature dependence.

3.4.3 Temperature Dependence

Spins in an n-type III-V semiconductor will generally experience both D’yakonov-Perel’ and

Elliot-Yafet dephasing. In general, the way to separate the contributions from these two

mechanisms to the total dephasing rate is to look at the temperature dependence.

Combining Eqs. 3.26 and 3.28, the total spin dephasing rate is:

Γs = ΓDP + ΓEY = CDPµT
3 + CEYµ

−1T 2 (3.29)

where µ = q
m∗ τ is the electron mobility, and CDP and CEY are coefficients denoting the

relative strength of the D’yakonov-Perel’ and Elliot-Yafet dephasing mechanisms. Matters

are complicated by the fact that there is an additional temperature dependence hidden in

µ. This can be quantified by measuring the electron mobility at different temperatures.

If we have measured Γs and µ at different temperatures (see Chapter 4 for experimental

methods), then we can use a two-independent-variable fit (with µ and T as the independent

variables) to fit Γs to Eq. 3.29 and determine the coefficients CDP and CEY.
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The relative strength of the two dephasing mechanisms is then defined by:

q(T ) =
ΓEY

ΓDP

=
CEY

CDP

µ−2T−1 (3.30)

As we saw earlier, D’yakonov-Perel’ and Elliot-Yafet dephasing have different eigenaxes,

and so determining the relative strength of these two mechanisms is important to determine

the steady-state behavior of the spin polarization.

3.5 Spin Polarization Mechanisms

In the previous section, we have discussed how the spin dynamics are affected by spin-orbit

effects, including spin dephasing. However, in order for the spins to dephase, there must be

a non-equilibrium spin polarization to begin with.

There are several ways to generate a spin polarization within a semiconductor. We have

already discussed optical injection of a spin polarization in Section 2.4, in which circularly

polarized light with energy matching the bandgap can be used to generate a spin polarization

of up to 50%.

A very common method involves injecting a spin polarization into a semiconductor from

a ferromagnetic material, in which the spins are already naturally polarized. This has been

demonstrated for injection from ferromagnetic semiconductors [53] and ferromagnetic metals

[54], and for injection into GaAs [54] and Si [55]. The spin polarization achievable through

this method is typically 30% at 5 K without an external magnetic field for injection from a

ferromagnetic metal into either GaAs [56,57] or Si [55].

Although significant polarizations can be achieved using optical and ferromagnetic in-

jection, an all-electrical, all-semiconductor method of spin polarization is of interest for

spintronics applications [58]. Optical injection is clearly impractical for the development

32



of a spintronic device, and there are difficulties in integrating ferromagnetic materials in

complementary metal-oxide-semiconductor (CMOS) devices, due to the inherent mismatch

in material properties at the ferromagnet-semiconductor interface [59].

One possibility for all-electrical spin injection is the use of a quantum point contact

(QPC) [60, 61], in which passing a electric current through a 1D constriction results in a

spin-polarized current. A QPC can act as both a spin injector and detector with up to 100%

efficiency [5].

The spin Hall effect is another means of electrically generating a spin polarization. The

spin analogue to the conventional Hall effect, it results in the accumulation of spin-up and

spin-down polarizations along opposite edges of an electrical channel. It was proposed by

D’yakonov and Perel’ [62], and first measured in semiconductors by Kato et al. [63]. The

spin accumulations generated in this way are small (<10 spins/µm−3) [63], but spin-polarized

currents generated by the spin Hall effect were found to persist up to 40 µm away from the

region with the electric field [64]. The spin Hall effect can therefore be used for both injection

and detection of a spin-polarized current [65].

In this thesis, we will focus on current-induced spin polarization (CISP), in which an in-

plane electric field produces a bulk spin polarization in a material. It has been observed in III-

V zinc-blende semiconductors, including InGaAs epilayers [8,63], AlGaAs quantum wells [66],

and InGaAs/InAlAs quantum wells [67], as well as in III-V wurtzite semiconductor GaN [68]

and at room temperature in II-VI zinc-blende semiconductor ZnSe [69]. It is also referred to

as the inverse spin-galvanic effect and the Edelstein (or sometimes Rashba-Edelstein) effect.

This last name refers to a specific polarization mechanism that will be discussed in more

detail in section 6.7.1.
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3.6 Conclusion

In this chapter, we have discussed spin dynamics in semiconductors. We began by considering

only precession, and then added the contributions due to spin-orbit fields and spin dephasing

to the spin dynamics equation. Finally, we discussed several spin polarization mechanisms,

ranging from optical to electrical injection.

Although electrical generation of a spin polarization has been measured in InGaAs epi-

layers, the polarization mechanism has not been determined, since the experimental relation-

ship between the CISP and the spin-orbit fields are contrary to theoretical predictions [8].

In Chapter 6, we will show the results of our measurements of the CISP and the spin-orbit

fields in n-type InGaAs and GaAs epilayers of varying indium and carrier concentrations.

We will discuss several proposed polarization mechanisms and compare their predictions to

the data in order to gain a better understanding of CISP.
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Chapter 4

Experimental Methods

4.1 Introduction

In this chapter, we will describe the experimental methods used to measure electron spin

dynamics in semiconductor devices. The (In)GaAs samples are patterned with a channel

and electrical contacts for the application of an external voltage. A pump-probe optical

setup is used for measuring the spin polarization. Finally, in situ Hall and Van der Pauw

measurements are performed to determine the carrier concentration, resistivity, and mobility

of the samples.

Optical measurements of spins are advantageous for a couple reasons: first, optical pump-

ing is a straightforward way to inject a large (up to 50%) spin polarization into a zinc-blende

semiconductor, and second, Faraday rotation is a very sensitive way to measure small spin

polarizations, down to 1 polarized spin per cubic micron (by comparison, the carrier density is

typically 104-105 µm−3). Measurements can be performed both as a function of pump-probe

time delay (time-resolved Faraday Rotation) and magnetic field (resonant spin amplifica-

tion) in order to determine the spin dephasing time and electron g factor. When a voltage is

applied in the plane of the sample, magnetic field scans can also be used to quantify the in-
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ternal spin-orbit fields. In the absence of optical pumping, steady-state measurements of the

spin polarization as a function of magnetic field are used to characterize the current-induced

spin polarization.

4.2 Materials and Sample Fabrication

Although silicon is the most widely used semiconductor in commercial applications, it has an

indirect bandgap, which results in low absorption and makes optical measurements difficult.

On the other hand, direct band-gap semiconductors like GaAs and its alloys allow for the

relatively straightforward measurement of spin dynamics using optical methods.

In this thesis, both GaAs and InGaAs sample were studied. Since indium and gallium

are in the same column of the periodic table, indium atoms can simply replace gallium

atoms in the crystal lattice. Therefore, InGaAs has the same crystal structure as GaAs, and

many of the same properties, such as the bandstructure and optical selection rules. There

are two advantages to using samples consisting of an InGaAs epilayer on a GaAs substrate:

first, as the bandgap is smaller in InGaAs than in the GaAs substrate, light tuned to the

absorption edge of the epilayer will not be absorbed by the substrate, allowing transmission

measurements that tend to have better signal-to-noise ratios since much of the scatter from

the pump beam is blocked. Second, the lattice constant mismatch between InGaAs and

GaAs results in strain in the epilayer, which increases the spin-orbit coupling in the epilayer.

The GaAs samples are taken from commercially grown wafers, consisting of a 500 nm

thick epilayer of silicon-doped n-GaAs grown on a (001) GaAs substrate, with an AlGaAs

buffer layer in between the epilayer and substrate.

The InGaAs samples consist of a 500 nm thick epilayer of InGaAs grown on a (001) GaAs

substrate by molecular beam epitaxy. Both the indium concentration and the concentration

of silicon dopants can be varied during the growth process. Indium concentrations ranged
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from 2.01 to 3.13 %, and carrier concentrations ranged from 2.7 × 1015 to 2.1 × 1017 cm−3

(measured at 30 K).

The InGaAs samples were grown and characterized using x-ray rocking curves by the

Goldman group at the University of Michigan. The sample reference numbers are RMBE1129,

RMBE1130, RMBE1132, RMBE1301, and RMBE1302.

The lattice constants a and c, parallel and perpendicular to the plane of the sample,

are determined from X-ray rocking curves (XRC) [70]. Because InGaAs and GaAs have

different lattice parameters, the epilayer will be strained as it tries to match its parallel

lattice parameters to that of the substrate. The unstrained lattice constant can be derived

from the measured lattice parameters using the Poisson ratio ν of InGaAs:

aunstrained =
−(c(ν − 1)− 2νa)

1 + ν
(4.1)

The indium concentration x can then be calculated using Vegard’s Law:

aunstrained = xaInAs + (1− x)aGaAs (4.2)

However, the Poisson ratio in eq. 4.1 is also dependant on the indium concentration

x, and so one must iterate between calculating aunstrained and x until one converges on a

solution.

Once x is known, the correct value for aunstrained can be calculated and compared to the

measured a. In this way, the strain relaxation can be calculated:

Relaxation =
a− aGaAs

aunstrained − aGaAs

(4.3)

The InGaAs samples studied in this thesis were found to be nearly pseudomorphic with

the substrate, i.e. they had minimal strain relaxation.
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Figure 4.1: a) Schematic of the cross-shaped channel, showing the substrate (light gray), epilayer
(dark gray), and contacts (gold). The arms of the cross are aligned along the [110] and [110] crystal
axes. The center cross channel is 500 µm in width. b) Photograph of the sample patterned with a
cross channel. The features in the corner are alignment markers for photolithography.

The samples are patterned with a cross-shaped channel (Fig. 4.1) [8]. This geometry

allows for the application of an electrical field along an arbitrary crystal axis while still opti-

cally probing the same spot on the sample. Probing the same spot is particularly important

as the indium concentration in the epilayer increases, since the strain relaxation may be

inhomogeneous throughout the wafer (see Fig. 5.10 and Table 5.1 in [71]).

Channels are defined on the samples for the application of a voltage in the plane of the

sample using standard photolithography procedures and a wet etch. The center cross channel

is 500 µm in width. Ohmic gold contacts are deposited and annealed onto the sample in

order to attach wires connected to an external voltage source.

4.3 Pump-Probe Optical Setup

A pump-probe optical setup (Fig. 4.2) is used to measure the time-resolved spin dynamics

in the samples under study. In short, a circularly polarized pump pulse optically creates a
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Figure 4.2: Simplified schematic for the optical setup used in pump-probe measurements. The
pump (probe) is shown in blue (red).

spin polarization due to optical selection rules (section 2.4), and the Faraday rotation of a

linearly polarizated probe beam is measured to determine the spin polarization (section 2.5).

We use a mode-locked tunable-wavelength Titanium:Sapphire laser with a repetition rate

of 76 MHz, such that the time between pulses is 13.16 ns, and the temporal pulse width is

approximately 3 ps. The wavelength is tuned to the semiconductor bandedge, which is

approximately 1.50 eV for the materials studied in this thesis. The beam is split into pump

and probe beams with a beamsplitter. The pump is sent along a double-pass mechanical

delay line that can vary the time delay between the pump and probe pulses between -500 and

7000 ps. It is then passed through a photo-elastic modulator (PEM), which modulates the

polarization of the pump beam between left and right circular polarization at a frequency

of 50 kHz. A steering mirror in the path of the pump beam allows for fine control of the

position of the pump spot relative to the probe spot, both for alignment purposes (Fig. 4.3)

and for spatial scans (Fig. 4.6). Finally, the pump beam is focused onto the sample in order

to optically inject a spin polarization.

After the beamsplitter, the probe beam is sent through a linear polarizer and an optical
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Figure 4.3: Faraday rotation as a function of the position of the pump relative to the probe, both
along the horizontal and vertical axis. The curves are fit with Gaussian curves, where the center of
the Gaussian gives the position with maximum pump-probe overlap, and the width is used in the
conversion from Faraday angle to spin density (section 4.7.1).

chopper, which modulates the intensity of the beam at a frequency of 1370 Hz. The probe

beam is then focused onto the sample, and, depending on the nature of the experiment,

either the transmitted or reflected beam is collected.

The sample is mounted on the cold finger of a Janis ST-300 continuous flow cryostat.

The cold finger has a hole in it to allow the transmission of light. The cryostat is mounted

on a motorized three-axis translation stage for precise and repeatable positioning of the laser

spot on the channel and of the sample at the focus of the laser. Figure 4.4 shows a scan of

the Faraday rotation of the probe as the translation stage is scanned along the horizontal

and vertical axes. Only the regions where the epilayer has not been etched away have non-

zero Faraday rotation. By mapping out the channel in this way, we can repeatably find

the center of the channel. The cold finger is placed between the poles of an electromagnet

that can achieve fields up to 350 mT. For reflection measurements, the cryostat is rotated

slightly so that the sample is not completely normal to the incident beam in order to spatially

40



Figure 4.4: Two dimensional spatial scan of the Kerr rotation on a sample patterned with a cross
channel. Dark blue areas are regions in which the epilayer has been etched away and so there is no
induced Faraday rotation. The bright region in the center shows the cross-shapped channel. Light
blue regions at the ends of the cross are regions where the epilayer has not been etched away but
that are covered by gold contacts, which are highly reflective. The Kerr rotation is larger on the
right side since the sample must be slightly tilted for reflection measurements.

separated the incident and reflected beams. A flip mirror in the collection path is used to

change between the transmission and reflection geometries.

The vertical and horizontal components of the linearly polarized transmitted (reflected)

probe beam are separated using a Wollaston prism and sent to two photodiodes. A half wave

plate before the Wollaston prism is used to “balance” the photodiode bridge, i.e. to rotate

the polarization of the light such that initially the vertical and horizontal components have

equal intensity. In this way, the setup measures the Faraday angle as small fluctuations of

the polarization about the polarization angle θ = π
4
.

Using Jones calculus, the polarization of the electric field of the transmitted probe light

can be written as

E = E0

 cos(θF + π
4
)

sin(θF + π
4
)

 (4.4)

where θF is the Faraday angle. The photodiodes measure the intensities of the vertical and
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horizontal components:

Ix = I0 cos2(θF +
π

4
) =

I0

2
(1− sin(2θF )) (4.5)

Iy = I0 sin2(θF +
π

4
) =

I0

2
(1 + sin(2θF )) (4.6)

And so we have

sin(2θF ) =
Iy − Ix
Iy + Ix

(4.7)

The Faraday angles we measure are very small (<100 µrad) and so the small angle

approximation can be employed to give the final result

θF =
Iy − Ix

2(Iy + Ix)
(4.8)

A subtraction circuit is used to find the difference in the intensities Iy−Ix. The difference

is then measured using a cascaded lock-in amplifier setup. The first lock-in filters the signal

at the higher modulation frequency, i.e. the 50 kHz modulation from the PEM. The Fast X

output of the first lock-in is then used as the input for the second lock-in, which filters the

signal at the frequency of the optical chopper (1370 Hz). In this way, we only measure the

component of the signal that is modulated by both the PEM and chopper. This cascaded

lock-in detection technique improves the signal-to-noise ratio significantly, as well as allowing

measurements to be performed with the room lights on.

Since the total intensity Iy+Ix is constant, if the absolute amplitude of the Faraday angle

is not important to the measurement, then we just need to measure the difference Iy − Ix.

However, if we wish to know the Faraday angle in units of radians, e.g. to convert between

the Faraday angle and a spin density (see section 4.7.1), then we must also measure Ix and

Iy. To do this, the signal from each photodiode is measured using the analog-to-digital

converters in the lock-in amplifier.
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Figure 4.5: Time-resolved Faraday rotation and resonant spin amplification. (a) Time resolved
Faraday rotation with an external magnetic field of 0.2 T. (b) Resonant spin amplification at a
time delay of ∆t = −160 ps. Both data sets are fit to eq. 4.9 in order to determine the g factor
and dephasing time. Data from an In0.02Ga0.98As sample with n = 2.7× 1015 cm−3 at 30 K.

.

Neutral density filters in both the pump and probe paths are used to reduce the intensity

of the beams. The probe beam is set to a low power (∼100 µW) to minimize perturbations to

the sample. Higher pump power gives greater signal; however, if the pump power is too high

the pump has a higher chance of repolarizing spins from the previous pulse that have not yet

completely dephased [72]. This results in an artificially low fit result for the lifetime from

time delay scans. However, this does not affect magnetic field scan fits. This repolarization

is only significant above a certain threshold power, and so care must be taken to set the

pump power below this threshold. In our measurements, the pump power is usually set to

1 mW. When focused on the sample, the spot size of both the pump and probe beams is ∼

25 µm in diameter.

43



4.4 Time-Resolved Faraday Rotation

In time-resolved Faraday rotation (TRFR), the Faraday rotation is measured as a function

of the time delay between the pump and probe pulses. This is described by the equation:

θF (∆t, B) =
∑
n

Ae−(∆t+ntrep)/T ∗
2 cos

[gµB
h̄
B(∆t+ ntrep)

]
(4.9)

where A is the amplitude, ∆t is the time delay between the pump and probe, trep is the time

between laser pulses (13.16 ns), T ∗2 is the dephasing time, g is the electron g factor, and

B is the applied magnetic field. The total signal is a sum of n subsequent laser pulses as

the spin polarizations from previous pump pulses may not have completely dephased by the

time the next pump pulse hits (if the dephasing time is long enough). If the spin lifetime is

comparable to, or greater than, the laser repetition rate, one must also take into account an

effective phase shift due to the effect of the previous pump pulses [73].

Measurements are perfomed by fixing the external magentic field (usually at 0.2 T) and

scanning the time delay between the pump and the probe pulses. From TRFR scans, we

can determine the dephasing time of the spins from the decay of the signal, and the g-factor

from the oscillation frequency.

4.5 Resonant Spin Amplification

In the previous section, the time delay was scanned while sitting at a fixed external magnetic

field. Alternatively, the external magnetic field can be scanned while sitting at a fixed time

delay [74]. When the magnetic field is such that the oscillations of the spins excited by the

previous pump pulses are in phase with the oscillations of spins excited by the last pump

pulse, the total signal is maximized. Conversely, if the oscillations are out of phase, the total

signal is decreased. For this reason, magnetic field-dependent measurements of the Faraday
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rotation are referred to as resonant spin amplification (RSA).

RSA can be described by the same equation as the time-domain measurements (Eq. 4.9).

The dephasing time is determined from the width of the peaks (longer dephasing time results

in sharper peaks) and the g-factor from the frequency of the peaks.

The peaks all have the same amplitude when ∆t = trep, simplifying the fitting process.

However, at ∆t = 0 there may be additional effects not well described by Eq. 4.9 due to

the pump pulse and carrier recombination. Therefore, RSA scans (and other magnetic field

scans, like spin drag scans (section 4.6)) are usually taken at a slightly negative time delay

of ∆t = -160 ps.

If the dephasing time of the spins is greater than the time delay accessible by the delay

line, it becomes difficult to fit for the dephasing time using time-resolved scans. However,

RSA scans do not have the same limitation. Therefore RSA scans are a more accurate way

to measure long-lifetime samples.

4.6 Spin Drag for Measurement of the Spin-Orbit Fields

Magnetic field scans also have an advantage over time-resolved scans when performing voltage

dependent measurements.

Since the pump beam has a spatial profile, it will produce a spin polarization only in a

localized area. This localized spin polarization is referred to as a ”spin packet”. If we were

to perform time-resolved measurements with an applied voltage, the spin packet would move

out of the probe spot as the time delay is increased. Since magnetic field scans are performed

at a fixed time delay, the spin packet sits at a fixed position throughout the measurement.

However, we do not necessarily know where the spin packet is centered, since we use

these measurements to quantify the spin mobility. Therefore, the magnetic field scans are

performed as a function of pump-probe spatial separation (Fig. 4.6). This set of measure-
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ments is referred to as a “spin drag” measurement [75].

The spin drag data is fit to a modified version of Eq. 4.9.

θF (∆t, B, x) =
∑
n

An(x) cos
[gµB
h̄
|Bext + BSO| (∆t+ ntrep)

]
(4.10)

Here the amplitude has been replaced with a spatial-dependent amplitude that is different

for each previous pump pulse (as each previous pulse has had ntrep more time to drift). The

magnetic field has been replaced by the vector sum of the external magnetic field and the

internal, spin-orbit magnetic field. If we write out this term, we get

|Bext + BSO| =
√

(Bext +BSO, ‖)2 +B2
SO, ⊥ (4.11)

where BSO, ‖ and BSO, ⊥ are the components of the SO field that are parallel and perpen-

dicular to the external magnetic field, respectively. The parallel component has the effect

of shifting the entire curve horizontally, whereas the perpendicular component has the effect

of decreasing the magnitude of the peak at Bext = 0. One can also see that the sign of the

magnetic field can only be determined for the parallel component of the SO field.

Since the positioning of our steering mirror is more repeatable in the horizontal direction,

generally measurements for the magnitude of the SO field are performed with the channel

oriented horizontally with respect to the lab frame and parallel to the external magnetic

field. For the crystal axes being studied (i.e. the [110] and [110] crystal axes), the SO field

is purely perpendicular to the external magnetic field (section 3.3). However, in order to

correctly calculate the SO parameters α and β, it is important to know the sign of the

SO field, and so measurements are also performed with the channel oriented vertically and

perpendicular to the external magnetic field solely for this purpose.

A full spin drag scan as in Fig. 4.6 is repeated for several in-plane voltages, and the data

is fit to Eq. 4.10 in order to get the values of A0(x), g(x), BSO,⊥(x), and BSO,‖(x) for each
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Figure 4.6: Spin drag measurements. Faraday rotation as a function of magnetic field and pump-
probe spatial separation with a voltage applied in the plane of the sample. Dashed line indicates
the center of the spin packet, which has drifted ∼ 30 µm due to the applied voltage. The decrease
in the magnitude of the center peak is due to spin-orbit effects.

pump-probe separation x.

A0(x) vs x (Fig. 4.7a) can be fit with a Gaussian, where the center of the peak shifts as

the voltage is increased due to the drift of the electrons. The center of the Gaussian, xc, is

the position of the spin packet at time ∆t, which is set to 13 ns for this set of experiments.

The drift velocity vd = xc/(13 ns) increases linearly with applied voltage (Fig. 4.7b), and

so we can calculate the mobility µ from the slope. In general, the voltage-dependence of

quantities such as the SO field and g factor will be given in terms of the change with drift

velocity in order to account for differences in mobility between different samples.

BSO,⊥(x) and BSO,‖(x) have a linear dependence with x (Fig. 4.7c) [36]. This is because

electrons in the leading edge of the spin packet have a velocity larger than the average, and

so “see” a larger SO field. A linear fit of BSO(x) vs x is used to calculate BSO(xc), the

magnitude of the SO field at the center of the spin packet. This is the value used for the

strength of the SO field BSO(vd), the drift velocity corresponding to that xc.

In these samples, BSO(vd) is found to be linear in the drift velocity vd (Fig. 4.7d),
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Figure 4.7: Fits for the spin orbit fields. (a) A0(x) vs x fit with a Gaussian curve in order to find
the center of the spin packet xc. (b) The drift velocity vd for each applied voltage. (c) Fits for the
perpendicular component of the spin-orbit field BSO,⊥ for each pump-probe separation at several
applied voltage. (d) The magnitude of the SO field at the center of the spin packet BSO(xc) for
each corresponding drift velocity. The slope κ is used to characterize the strength of the spin orbit
field.
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indicating that the higher order terms in the SO Hamiltonian can be neglected. This data

is fit to the equation BSO(vd) = κvd, where κ is the parameter used to quantify the strength

of the SO field. This measurement is repeated for voltages across different crystal axes in

order to get the values of κ for the different crystal axes.

The SO parameters α and β can be calculated if κ is known for voltages along the [110]

and [110] crystal axes.

α =
gµB

2
(κ[110] − κ[110]) (4.12)

β =
gµB

2
(κ[110] + κ[110]) (4.13)

From these equations, it is clear that it is important to determine the sign of the SO

field, and therefore κ, in order to correctly calculate the values for α and β.

4.7 Current-Induced Spin Polarization Measurements

CISP is measured by the Faraday rotation induced in a sample by an electric field applied

in the plane of the sample in the absence of optical pumping. The experimental setup is

similar to that described in section 4.3 with a couple of modifications. The pump beam

must be blocked, and the chopper is turned off in order to double the signal going into the

photodiodes. Instead of a DC voltage, as in spin drag measurements, low frequency voltage

is applied across the sample for lock-in detection.

For CISP, the spin polarization is generated in the plane of the sample, so that the cosine

in the basic spin dynamic equation (Eq. 4.9) becomes a sine:

Sz(t) = γe−t/τ sin(ΩLt) (4.14)

where S(t) is the spin density along the probe axis, γ is the number of spins generated per

unit time per unit volume, τ is the transverse spin lifetime, and ΩL is the Larmor precession
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frequency. Since the pump is blocked, there is no need to sum over successive pump pulses.

The steady-state spin density along the probe axis is thus

ρz =

∫ ∞
0

γe−t/τ sin(ΩLt)dt =
ρelΩLτ

(ΩLτ)2 + 1
(4.15)

where ρel = γτ is the steady-state electrically generated spin density, and ρz is the steady

state spin density along the probe axis. When magnetic field scans are performed, we see an

odd-Lorentian curve in which the amplitude is related to the spin density and the width is

related to the spin lifetime.

Measurements of CISP as a function of magnetic field are performed for various in-plane

voltages. Generally, several magnetic field scans are performed and averaged over for each

voltage since the CISP signal can be very small (∼ 1µrad).

The data is then fit with Eq. 4.15 in order to get the values of ρel and τ for each applied

voltage. From these values, the spin generation rate γ can be calculated. As above, these

values are plotted as a function of the drift velocity, not the voltage, in order to account for

differences in mobility between samples. ρel increases with applied voltage up to a saturation

point, and the spin lifetime τ decreases with applied voltage. γ has a linear dependence with

drift velocity, and the slope η is used to characterize the electrical spin generation efficiency.

This measurement is repeated for voltages across different crystal axes in order to get the

values for η for the different crystal axes.

4.7.1 Converting Faraday rotation to spin densities

The spin polarizations are measured in terms of the Faraday rotation they induce in the

transmitted probe beam. However, when comparing the CISP in different samples, it is

important to convert from the Faraday angle to a spin density in order to account for the

differences in optical properties of the samples.
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Figure 4.8: Current induced spin polarization. (a) Faraday rotation in the absence of optical
pumping as a function of magnetic field for various in-plane voltages. The Faraday rotation is
converted to a spin density and the CISP curves are fit to find (b) the steady state spin density ρel

and (c) the transverse spin lifetime τ for the drift velocity corresponding to each applied voltage.
(d) The spin density generated per unit time γ versus the drift velocity. The slope η is the spin
generation efficiency.
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The conversion factor between the Faraday angle and the spin density can be calculated

by comparing electrical spin injection to optical spin injection [63].

As discussed in section 2.4, optical injection results in a 50% spin polarization. The total

number of spins polarized per laser pulse is given by

nop =
1

2
α

(
Ppump

frep

/2πh̄
c

λ

)
(4.16)

where α is the absorption of the epilayer, Ppump is power of the pump spot, and frep

and λ are the repetition rate and wavelength of the laser respectively. α is calculated by

measuring the powers of the incident, transmitted, and reflected beams. In InGaAs samples,

the bandgap of the epilayer is smaller than the bandgap of the GaAs substrate, and so a

laser turned to the absorption edge of the epilayer will not be absorbed by the substrate.

Therefore, all absorption of the incident laser can be attributed to the InGaAs epilayer.

However, in the GaAs samples, the epilayer and substrate absorb at similar wavelengths.

Because of this, we cannot calculate α for these samples and so data for those samples will

be given only in terms of the Kerr angle, not the spin density.

The optically injected spin density is given by

ρop = nop/ (2πσxσyd) (4.17)

where ρop is the density of optically polarized spins, σx and σy are the widths of the

Gaussian profile of the pump spot (see Fig. 4.3), and d is the thickness of the epilayer.

The Faraday rotation due to optical injection is given by

θop = Ad

∫∫ [
ρope

−
(
x2

2σ2x
+ y2

2σ2y

)
e
−
(
x2

2σ2x
+ y2

2σ2y

)]
dxdy = πAdρopσxσy (4.18)

where the two exponents account for the spatial profiles of the pump and probe beams,
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and A is a proportionality factor.

Now we must find the relationship between the electrically injected spin density and

Faraday rotation. The electrically induced Faraday rotation is given by

θel = Ad

∫∫ [
ρele

− x2

2σ2x
− y2

2σ2y

]
dxdy = 2πAdρelσxσy (4.19)

By equating the A in Eq. 4.18 and 4.19, we arrive at the relationship

ρel =
θelρop

2θop

(4.20)

where θel and θop are the measured Faraday angles, and ρop can be calculated using Eqs.

4.16 and 4.17.

4.8 Hall and Van der Pauw Measurements

We are interested in understanding the relationship between the electrical properties of a

sample (namely its mobility and carrier concentration) and the electrical spin generation

efficiency. Since the temperature and lighting conditions can have a large effect on the

electrical properties of the materials, in situ Hall and Van der Pauw measurements allow

us to measure these quantities under the same conditions in which the spin polarization is

measured for a better comparison.

The Hall effect is the appearance of a transverse voltage when a magnetic field is applied

perpendicular to an electrical current. It is a result of the cyclotron motion of electrons in a

magnetic field.

In a traditional Hall bar, both the voltages transverse and parallel to the applied current

can be measured at the same time (Fig. 4.9, left). The carrier concentration and resistivity
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Figure 4.9: Hall measurements with a Hall bar and cross channel. Left: Traditional Hall bar,
in which a current is applied across the horizontal channel, and both the transverse and parallel
voltage can be measured at the same time. Right: For a cross-shaped channel, we must perform
two separate measurements. In the Hall measurement, the voltage transverse to the applied current
is measured, and in the Van der Pauw measurement, the voltage parallel to the applied current
is measured. For the Hall bar measurement and the cross channel Hall measurement, an external
magnetic field is applied out of the plane of the sample. There is no magnetic field applied during
Van der Pauw measurements.

of the sample can be calculated from these two voltages:

n =
IB

Vxyed
(4.21)

ρ =
Vxx
I

A

l
(4.22)

where I is the applied current, Vxx and Vxy are the parallel and transverse voltages

respectively, B is the external magnetic field, e is the carrier charge, and d, l, and A are the

thickness, length, and area of the channel respectively.

The mobility can be calculated from these two quantities with the equation

µ =
1

neρ
(4.23)

In order to determine n, ρ, and µ for our cross channel samples, we must use two separate
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Figure 4.10: a) Mobility and b) carrier concentration of GaAs as a function of temperature, taken
with the in situ automated Hall and Van der Pauw measurement system.

wiring configurations in order to measure Vxx and Vxy (Fig. 4.9, right). Furthermore, because

of the symmetry of the cross channel, there are two equivalent wiring configurations for Hall

measurements, and four equivalent wiring configurations for Van der Pauw measurements.

In order to automatically switch between the six different wiring configurations, we employed

a computer controlled switch board. A fully automated Hall measurement LabView program

is used to switch the wirings between configurations, as well as repeat the measurements for

positive and negative currents and magnetic fields, and for different magnitudes of current.

Figure 4.10 shows the result of these measurements for a GaAs sample etched with a cross

channel as a function of temperature. The temperature dependence of the mobility (Fig.

4.10a) is affected by the temperature dependence of the dominant scattering mechanisms.

Ionized impurity scattering dominates at low temperatures [76] and polar optical phonon

scattering dominates at high temperatures [17]. The large change in mobility and carrier

concentration over the temperature range spanning from 10 K to 295 K (room temperature)

demonstrates the importance of measuring these quantities at the temperature at which the
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spin measurements are performed.

4.9 Conclusion

In this chapter, we have covered the fabrication and characterization of the semiconductor

samples under study, as well as the measurements of the spin dynamics, spin-orbit coupling,

and current-induced spin polarization. In the following two chapters, we will use these

techniques to demonstrate the electrical modification of the electron g factor in InGaAs

epilayers, and to study the dependence of the current-induced spin polarization in InGaAs

epilayers on indium and carrier concentrations.
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Chapter 5

Voltage Dependent g-Factor

5.1 Motivation

As spin is essentially a magnetic property of electrons, the simplest way to manipulate an

electron’s spin is with a magnetic field. The strength of the interaction between the magnetic

field and the spin is quantified by the g factor. Just as the effective mass of an electron varies

from material to material, so does the electron g factor. Furthermore, the g factor changes

as a function of magnetic field [74] and temperature [32]. In this chapter, we will report on

the modification of the electron g factor by an in-plane electric field in bulk InGaAs. The

work covered here was published in [77] ( c©2015 American Physical Society).

In the pursuit of a semiconductor spintronic device, local manipulation of the g factor

allows for local control of spins. Electron spin resonance (ESR) was shown to induce spin flips

in a quantum dot when the frequency of an oscillating magnetic field matched the resonance

frequency of the spin in a perpendicular static magnetic field, gµBBstat = hfosc [78]. As this

technique requires high magnitude, high frequency magnetic fields, alternative methods were

developed that instead used an alternating electric field to produce the resonance, either by

creating a oscillating spin-orbit (SO) field [79] or by electrically modulating the g-tensor,
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called g-tensor modulation resonance (g-TMR) [33]. The use of an electric field also allows

for more local manipulation than is possible with magnetic fields [80].

g-TMR requires electrical control of the g-factor, which has been demonstrated in quan-

tum wells (QWs) [81] and quantum dots (QDs) [82], but not in bulk materials. In QWs and

QDs, the change in the g factor is often attributed to an electric-field induced shift of the

wave function into the barrier, which has a different g factor. In this chapter, we demonstrate

electrical control of the g factor in a bulk In0.026Ga0.974As epilayer. We characterize the g

factor dependence on the in-plane electric field and drift velocity using magnetic field and

spatially-resolved pump-probe Faraday rotation spectroscopy. Our data reveal an electric

field dependence of the g factor in bulk InGaAs while distinguishing changes in the g-factor

from changes in the spin-orbit field. This electric field dependence must be due to a different

mechanism than the wave function shift responsible for the g factor tuning in QWs [81]. A

change in the g factor with in-plane electric field was recently reported in a QW [83].

Understanding the change in the g factor as a function of the electric field is also important

to correctly determine the magnitude of the internal fields produced by spin-orbit coupling

and nuclear spin polarization. Fits for the internal fields from time-resolved Faraday/Kerr

rotation data [84–86] assume that the g factor is constant in order to separate it from

the effects of changes in the internal fields. In Ref. [87], the g factor is known not to

change, but the precession frequency changes due to a change in the internal fields by an

electric field. However, this is referred to as an effective tuning of the g factor, using the

relationship geff(E)Bext = g [Bext +Bint(E)]. Our measurement technique enables us to

distinguish between changes in the g factor from changes in the SO field.
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Figure 5.1: Channel geometry and magnetic field scans. (a) Cross pattern with arms along [110]
and [110] was etched on the sample, with contacts shown in gold. The electric field was always
applied perpendicular to the external magnetic field. (b) Faraday rotation data as a function of
external magnetic field for applied voltages of -2 V (blue), 0 V (black), and 2 V (red) and fits to
Eq. 5.1.

5.2 Sample Structure and Experimental Methods

Measurements were performed on a 500 nm thick Si-doped In0.024Ga0.976As epilayer. Hall

measurements performed at 30 K determined that the carrier density is 1.6× 1016 cm−3. A

cross-shaped channel with arms along the [110] and [110] crystal axes was patterned onto the

sample using standard photolithography techniques. Measurements were performed with the

axis of interest oriented perpendicular to the external magnetic field, such that the internal

SO field is expected to be purely parallel to the external field.

A pump-probe optical setup, as described in section 4.3, was used to measure the g factor

of the spins. The laser was tuned to 839.43 nm, and measurements were performed at 30 K.

A circularly polarized pump pulse optically injects a spin polarization, and after some time

delay ∆t, the Faraday rotation of a linearly polarized probe pulse is used to measure the

spin polarization. Time-resolved Faraday rotation measurements are unable to distinguish

between changes in the precession frequency due to changes in the g factor versus changes
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due to changes in the SO fields. Thus, scans of the Faraday rotation as a function of external

magnetic field were performed instead.

As explained in section 4.6, when an in-plane voltage is applied across the sample, mag-

netic field scans are performed at different pump-probe spatial separations in order to deter-

mine the position of the spin packet induced by the pump pulse. The data is then fit with

the equation

θk(Bext, x) =
∑
n

An(x) cos

[
µB
h̄

√
g2
‖
(
Bext + B‖

)2
+ g2

⊥B2
⊥(∆t+ ntrep)

]
(5.1)

where B‖ and B⊥ are the components of the internal field parallel and perpendicular to

the external field, respectively. This equation is only valid if the parallel and perpendicular

directions are eigenstates of the g factor tensor (i.e., [110] and [110]).

Varying ∆t at a fixed Bext results in oscillations that are periodic in gµB
h̄
|Bext + Bint|. If

instead ∆t is fixed and Bext is varied, then the oscillations are periodic in gµB
h̄

∆t.

The components of the internal field parallel and perpendicular to the external field

shift the curve (Fig. 5.1b) and decrease the magnitude of the center peak respectively,

whereas the g-factor changes the frequency of the peaks. In this way, unlike in time-resolved

measurements, we can separately determine the g factor and the SO field.

The average drift velocity (vd) of the electrons can be calculated as a function of voltage

from the center position (xc) of the amplitude and the known temporal separation of the

pump and probe pulses. From measurements of the drift velocity as a function of applied

electric field, we determine the effective mobility, using the equation µeff = vd/Eapplied, to be

6200 ± 200 cm2/(V s) along the [110] direction and 5070 ± 20 cm2 /(V s) along the [110]

direction. The difference in mobilities along the two directions comes from a discrepancy

between the total applied voltage and the actual voltage across the channel, as there is likely

also a voltage drop across the contacts that is different for different contacts. As such, all
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Figure 5.2: Spin drag fits of the SO field and g factor. (a) Amplitude of the Faraday rotation, (b)
fits of the internal field, and (c) fits of the g factor as a function of pump-probe separation for -2
V, 0 V, and +2 V along [110].
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Figure 5.3: g factor and SO fields as a function of drift velocity. (a) g factor as a function of
electric field (shown in terms of the drift velocity) for the [110] and [110] directions. The parabolic
fits to the g factor are a guide to the eye and are less accurate at higher drift velocities. (b) The
internal field magnitude as a function of drift velocity. The slopes of the lines give the SO field
proportionality constant κ.
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electric field dependent measurements are presented in terms of the drift velocity, which we

can measure directly.

The SO field was determined using the method described in Ref. [8]. Magnetic field scans

of the Faraday rotation as a function of the external magnetic field, as shown in Fig. 5.1b,

were fit with Eq. 5.1 in order to determine the amplitude of the spin packet, the magnitude

of the SO field, and the magnitude of the g factor (Fig. 5.2). The internal fields were found

to be perpendicular to the direction of the current for both [110] and [110], as is expected for

these directions. The SO field proportionality constants were found to be 1.38 ± 0.02 mT

ns µm−1 for an electric field applied along [110] and 0.27 ± 0.01 mT ns µm−1 along [110]

[Fig. 5.3].

The g factor was also extracted from the external magnetic field scan at each pump-

probe spatial separation [Fig. 5.2]. The g factor at the center of the spin packet is plotted

versus the drift velocity vd [Fig. 5.3]. Parabolic fits are shown as a guide to the eye.

However, a numerical derivative shows that this fit is less accurate for larger drift velocities.

Measurements conducted along the [110] and [110] crystal axes show similar curvatures:

(1.05±0.62)×10−3/(µm)2 for [110] and (1.72±0.76)×10−3/(µm)2 for [110].

Reference [88] indicates that the energy dependence of the g factor in GaAs is given by

g∗(E) = g∗+6.3 eV−1E. If we assume a parabolic dispersion relation for our values of k, then

our measured dependence on the energy, taken from electric-field dependent measurements,

is more than 500 times larger.

Measurements for both positive and negative vd show that the change in g factor is

symmetric about zero drift velocity [Figs. 5.3a and 5.4a], and thus only depends on the

magnitude of vd , not the direction.
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Figure 5.4: g factor versus temperature. (a) g factor as a function of drift velocity along [110] at
30 K, with a parabolic fit as a guide to the eye. (b) Temperature dependence of the g factor for vd
= 0. The change in g factor due to an applied voltage of 2 V at 30 K corresponds to the change
due to heating the sample by 15 K.

64



5.3 Temperature Dependence

Temperature-dependent measurements of the g factor [Fig. 5.4b] were performed on the

same channel in order to compare the effects of temperature and electric field. The change

in g factor due to an applied voltage of 2 V at 30 K is equivalent to the change due to the

channel heating by 15 K. Since the channel is Ohmic, the power of heating is P = V 2/R, and

according to Fourier’s law of thermal conduction, P = kA∆T
∆x

. Therefore the temperature

gradient across the sample is

∆T =
V 2

R

∆x

kA
(5.2)

where V is the applied voltage, R is the resistance of the channel, ∆x = 500 µm is the

thickness of the sample, k is the thermal conductivity and A = 5× 5 mm2 is the area of the

sample.

The thermal conductivity of InGaAs changes as a function of temperature, indium con-

centration, dopant type, and dopant concentration, so we will use an estimate for the thermal

conductivity based on measurements of similar materials. For Si doped n-GaAs with n =

1.4 × 1016, the thermal conductivity is about 10 W/(cm K) [89]. At 30 K, the resistance of

a channel patterned on In0.03Ga0.97As with n = 3 × 1016 cm−3 was about 6 kΩ. Therefore,

for 1 V applied across the channel, the temperature gradient between the top and bottom of

the sample is 3 × 10−6 K. Therefore, the g factor dependence on voltage and temperature

are likely distinct phenomena

5.3.1 Photoluminescence Measurements

To check whether the applied voltage was causing excessive channel heating, we performed

temperature and voltage dependent photoluminescence (PL) measurements on a similar

sample. For PL measurements, the sample was excited with a 633 nm HeNe laser. The
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Figure 5.5: Photoluminescence as a function of temperature and voltage. (a) Photoluminescence of
the In0.03Ga0.97As epilayer, zoomed into the peak, at 30 K (black square), 35 K (red triangle), and
40 K (blue circle). There is a clear shift due to changes in the band gap with lattice temperature.
(b) Photoluminescence for 0 V (black square) and 2 V (red circle) applied across the channel. There
is no discernable shift. (c) Full normalized photoluminescence of the epilayer.

spectrum was analyzed using a spectrometer with a silicon CCD.

Figure 5.5 shows the PL from the sample while changing the temperature (a) and the

voltage (b). The figure is zoomed into the peak in order to more clearly see the shift with

temperature. From 30 K to 40 K, there was a clear shift in the energy of the peak due to

the change in the band gap with lattice temperature. However, the PL for 0 V and 2 V had

no discernible shift. Therefore, it is unlikely that the applied voltage is causing sufficient

channel heating to account for the change in the g factor.

We expect the electron temperature to be significantly above the lattice temperature for
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our range of applied electric fields, and one possible explanation for the change in g factor is

that the g factor is dependent on the electron temperature. It was reported that in n-GaAs

the electron temperature increased from 4.2 K at 0 V/cm to 38 K at 20 V/cm and 75 K

at 50 V/cm [90]. The electron temperature was estimated from the high energy tail of the

PL. We saw no change in the PL of our sample as a function of electric field. However, we

expect the PL of our sample to have greater broadening due to it being an alloy [91]. The

broadening due to alloy fluctuations could be overwhelming any changes due to the electric

field.

The electron temperature can be estimated if the energy loss rate per electron is known,

based on measurements performed on AlGaAs/GaAs heterostructures using PL [92], Shubnikov-

de Haas oscillations [93], and far-infrared spectroscopy [94]. For an applied voltage of 2 V, we

found the energy loss rate per electron in our samples to be 2 × 10−12 W, which corresponds

to an electron temperature of about 50 K for a lattice temperature of 4.2 K.

Another possible explanation is that the applied electric field is modifying the wave

function of donor-bound electrons, thus changing the g factor [95]. Calculations for a Si

dopant in GaAs show that the relative magnitude change in the g factor is comparable to

what we measure here. However, the sign of the change is opposite. Furthermore, for the

doping density of the sample and at the temperatures considered here, contributions from

donor-bound electrons are expected to be minimal. Therefore, we can rule out modification

of donor-bound electron wave functions as the cause of the g factor modification.

The orbital contribution of spin-orbit induced circulating currents was shown to be sig-

nificant in calculations of the g factor in quantum dots [96]. Similarly, the net drift velocity

of the spins in our sample could be modifying the orbital contribution to the g factor.
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5.4 Conclusion

We have performed electric-field dependent measurements of the g factor in a bulk Si-doped

In0.024Ga0.976As epilayer in a manner that distinguishes between changes in the g factor from

changes in the spin-orbit field. Separate determination of these two quantities is important

as their percent change with voltage is comparable. For example, for measurements along

the [110] direction (Fig. 5.3), we found the g factor to be -0.4565 ± 0.0001 and the SO field

to be 3.53 ± 0.01 mT for the largest drift velocity. If instead time-resolved measurements

had been done to determine the SO field from the Larmor precession frequency with an

applied magnetic field of 0.2 T assuming the zero field value of the g factor, the SO field

would have been calculated to be only 0.965 ± 0.054 mT. However, more work is needed to

develop a quantitative model for this phenomenon.
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Chapter 6

Current-Induced Spin Polarization as

a Function of Indium and Doping

Concentrations

6.1 Motivation

Current-induced spin polarization (CISP) is a phenomenon in which a bulk electron spin

polarization is generated by an electric field applied in the plane of the sample. It has been

measured in semiconductor epilayers [8,63] and in two-dimensional electron gases [66,67], and

is of interest for the development of an all-electrical, all-semiconductor spintronic device [58].

Indeed, all-electrical spin generation and spin manipulation has been demonstrated in n-

InGaAs [34].

However, the polarization mechanism is still unclear. Although it was predicted that the

spin polarization should be proportional to the spin-orbit (SO) splitting [9], measurements

performed on InGaAs epilayers showed that the crystal axis with the smallest SO splitting

had the largest CISP and vice versa [8]. In addition, CISP has been measured in GaN [68]
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and ZnSe [69], which have weak SO coupling.

There are broadly two categories of spin polarization mechanisms [9]: intrinsic mech-

anisms, in which the spins are oriented by an effective magnetic field [97], and extrinsic

mechanisms, in which spin dependent scattering results in a spin accumulation [98,99].

In this chapter, we will report on measurements of CISP and SO fields in InGaAs epi-

layers with varying indium concentrations and doping densities in an effort to develop a

phenomenological understanding of the factors that affect CISP. We also performed mea-

surements of CISP on GaAs epilayers, in which the SO fields are smaller than what we can

measure (<0.1 mT) and thus an intrinsic polarization mechanism seems unlikely. These

results suggest that one muse consider extrinsic mechanisms in order to explain CISP. To

understand the relative strength between intrinsic and extrinsic spin relaxation mechanisms

in these samples, we performed measurements of the spin dephasing times as a function of

temperature.

6.2 Sample Structure and Experimental Methods

Five InGaAs and two GaAs samples were studied, each consisting of a 500 nm epilayer

grown by molecular beam epitaxy on a (001) GaAs substrate. All samples were Si-doped

at different concentrations. The samples are etched into a cross-shaped channel with arms

along the [110] and [110] crystal axes. This allows for the application of an electric field

along an arbitrary in-plane crystal axis [8].

Table 6.1 shows a summary of sample parameters. The indium concentrations are deter-

mined from x-ray rocking curves (XRC), which also show the epilayers to be pseudomorphic

or nearly pseudomorphic with the substrate, i.e. the strain relaxation is minimal. The carrier

concentrations are determined from Hall and van der Pauw measurements performed on the

cross-shaped channels, and the mobilities are determined from spin drag measurements. All
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Sample Name xIn n µ
(%) (1016 cm−3) (cm2/Vs)

RMBE1129 0.026 20.8 ± 0.1 3200 ± 200
RMBE1130 0.026 15.5 ± 0.6 3400 ± 300
RMBE1132 0.024 1.58 ± 0.03 6500 ± 200
RMBE1302 0.020 2.93 ± 0.04 5100 ± 300
RMBE1301 0.020 0.270 ± 0.002 6600 ± 500

034XT 0.0 51.2 ± 0.2 2600 ± 200
033XT 0.0 3.00 ± 0.03 4600 ± 100

Table 6.1: Material parameters for the InGaAs and GaAs samples. Carrier concentration and
mobility measured at 30 K.

values are measured at 30 K.

Spin-orbit coupling in semiconductors manifests as an effective internal magnetic field.

In zinc-blende semiconductors, to first order in k, this is described by the Hamiltonian [86]

HSO =
1

2

h̄

m∗
[α(kyσx − kxσy) + β(kxσx + kyσy)] (6.1)

for x ‖[110] and y ‖[110], where α includes Rashba-like contributions from structural

inversion asymmetry and uniaxial strain, and β includes linear Dresselhaus-like contributions

from bulk inversion asymmetry and biaxial strain [36]. As these two components of the SO

field have different crystal axis dependences, the anisotropy of the SO field is characterized

by the parameter r = α/β. In our InGaAs samples, the maximum SO field is along [110]

and minimum along [110] crystal axes.

The SO fields are measured by performing pump-probe spin drag measurements on the

samples [33]. Details of this measurement are discussed in Chapter 4. The InGaAs (GaAs)

samples are measured in a transmission (reflection) geometry. Transmission measurements

are not possible in the GaAs samples as the wavelength used to probe the epilayer is absorbed

by the substrate.

When an electric field is applied across the sample, the electron spins precess about the
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vector sum of the external and SO fields. The Faraday/Kerr rotation θF,K can be described

by the equation

θF,K(Bext, x) =
∑
n

An(x) cos
[gµB
h̄
|Bext + Bint| (∆t+ ntrep)

]
(6.2)

where An(x) is the amplitude due to successive pump pulses, g is the electron g-factor,

µB is the Bohr magneton, Bext is the external magnetic field, Bint is the internal SO field,

∆t is the time delay between the pump and probe pulses, and trep = 13.16 ns is the time

between laser pulses.

Spin drag measurements are performed with the electric field applied parallel to the

external magnetic field along either the [110] or [110] crystal axes and the time delay fixed

to ∆t = 13 ns. Measurements of the Faraday (Kerr) rotation as a function of magnetic field

and pump-probe separation are fit to Eq. 6.2 in order to extract the spatial profile of the

spin packet and the SO field. A summary of the measurement and fitting procedures for

finding the drift velocity and SO field is given in Section 4.6.

The SO field is found to be linear with drift velocity, where the slope κ is used to

characterize the strength of the SO field. Measurements of κ for voltages along the [110] and

[110] crystal axes allow us to extract the SO parameters α and β (Table 6.2). Also shown

in Table 6.2 is the spin dephasing time T ∗2 , which is determined from time-resolved Faraday

rotation (TRFR) measurements.

CISP is measured with the Faraday rotation of the probe beam in the absence of optical

pumping. This is described by the equation [63]

θF = θel
ωLτ

(ωLτ)2 + 1
(6.3)

where θel is the amplitude of the electrically induced Faraday rotation, ωL is the Larmor

precession frequency, and τ is the transverse spin lifetime.
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In conc. n α β r T ∗2
(%) (1016 cm−3) (ns neV/µm) (ns neV/µm) (ns)

InGaAs 2.6 20.8 ± 0.1 26 ± 5 27 ± 5 1.0 ± 0.3 5.1 ± 0.2
InGaAs 2.6 15.5 ± 0.6 39 ± 17 5.7 ± 17 6.9 ± 21 5.58 ± 0.07
InGaAs 2.4 1.58 ± 0.03 28 ± 13 2.9 ± 13 9.8 ± 43 7.67 ± 0.08
InGaAs 2.0 2.93 ± 0.04 -4.2 ± 16 28 ± 16 0.15 ± 0.6 17.9 ± 0.2
InGaAs 2.0 0.270 ± 0.002 13 ± 4 22 ± 4 0.61 ± 0.2 7.3 ± 0.1
GaAs 0.0 51.2 ± 0.2 - - - 6.8 ± 0.1
GaAs 0.0 3.00 ± 0.03 - - - 3.87 ± 0.06

Table 6.2: SO parameters and spin dephasing times for InGaAs and GaAs samples. Since the SO
fields in the GaAs samples were very small, the SO parameters α, β, and r could not be determined.

In conc. n ρel/θel ([110],[110])
(%) (1016 cm−3) (µm−3/µrad)
2.6 20.8 ± 00.1 0.46, 0.73
2.6 1.55 ± 0.06 1.42, 1.40
2.4 1.58 ± 0.03 0.24, 0.27
2.0 2.93 ± 0.04 0.023, 0.022
2.0 0.270 ± 0.002 0.0043, 0.0043

Table 6.3: Conversion between electrically induced spin density and Faraday angle for the InGaAs
samples, for measurements along the [110] and [110] axes. As the absorption of the GaAs epilayers
cannot be measured, the conversion between Faraday angle and spin density cannot be calculated.

It is possible to convert the electrically induced Faraday rotation θel to a spin density by

comparing the Faraday rotation due to optical polarization to the Faraday rotation due to

electrical polarization [63]. In Section 4.7.1, we found that this relationship to be

ρel =
θelρop

2θop

(6.4)

where θel,op is the Faraday rotation due to electrical and optical spin injection, and ρop is the

density of optically polarized spins, assuming circularly polarized light results in a 50% spin

polarization.

A summary of the CISP measurements and fitting procedures is given in Section 4.7.
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The spin polarization generation rate γ = ρel/τ is roughly linear in drift velocity (γ = ηvd),

and so the strength of the CISP is characterized by the slope η.

6.3 Current-Induced Spin Polarization vs Spin-Orbit

Coupling

Measurements of κ, the SO field per unit drift velocity field, and η, the spin polarization rate

per unit drift velocity, were performed for the [110] and [110] crystal axes of the five InGaAs

samples. The results are shown in Fig. 6.1, in which squares indicate the samples with higher

(2.4-2.6%) indium concentration and triangles indicate samples with lower (2.0%) indium

concentration. Carrier concentrations are indicated in the figure. For each sample, the ratio

of Rashba-like to linear-Dresselhaus-like fields r is also shown.

In each InGaAs sample, we found that the [110] crystal axis had the largest SO field and

the smallest magnitude of CISP, and the [110] crystal axis had the smallest SO field and

the largest magnitude of CISP. This is consistent with previous measurements performed by

Norman et al. [8].

6.4 Current-Induced Spin Polarization vs Material Pa-

rameters

We are interested in how CISP is affected by the material, as this may give some insight

into the polarization mechanism. Figure 6.2 shows η for the [110] and [110] crystal axes as a

function of the various sample parameters for the InGaAs samples. We found that samples

with higher indium concentration had more CISP (Fig. 6.2a). Higher indium concentration

causes more strain in the InGaAs epilayer due the lattice mismatch between InAs and the
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Figure 6.1: η (CISP) vs. κ (SO splitting) for all five InGaAs samples. Squares indicate samples
with higher indium concentration (2.4%-2.6%) and triangles indicate samples with 2.0% indium.
Filled in and open symbols are for measurements along the [110] and [110] crystal axes respectively.
r = α/β characterizes the anisotropy of the SO field. There was a negative differential relationship
observed between the two parameters in all five samples.
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Figure 6.2: CISP vs material parameters. (a) η (CISP) for the [110] and [110] crystal axes as a
function of (a) indium concentration, (b) carrier concentration, (c) mobility, and (d) spin lifetime.
Black squares indicate samples with higher indium concentration (2.4%-2.6%) and red triangles
indicate samples with 2.0% indium. Filled in and open symbols are for measurements along the
[110] and [110] crystal axes respectively.

GaAs substrate. This in turn results in larger SO splitting in the epilayer. This suggests

that the amount of SO splitting is related to the amount of CISP, albeit not in the direct

way predicted by the Rashba-Edelstein equation [97].

Samples with higher carrier concentrations were found to have greater CISP (Fig. 6.2b).

Assuming the same rate of spin polarization, this would result in a larger spin density

given a larger carrier concentration. Furthermore, samples with lower mobility also had

greater CISP (Fig. 6.2c). Since the mobility is proportional to the momentum scattering

time, this indicates that samples with less time between scattering events had greater spin

polarizations, and suggests that an extrinsic polarization mechanism dominates. There was

no clear correlation between spin dephasing time and magnitude of CISP (Fig. 6.2d).
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Figure 6.3: CISP in GaAs. CISP for (a) 2 V across the n ∼ 1017 cm−3 and (b) 4 V across the
n ∼ 1016 cm−3 GaAs samples. The y-axis in (b) has been scaled by a factor of 5. Black squares
and red circles indicate measurements along the [110] and [110] crystal axes respectively. There
was no CISP detected in the n = 1016 cm−3 GaAs sample along the [110] crystal axis. For both
samples, CISP was greater along the [110] crystal axis. Furthermore, the sample with higher carrier
concentration had greater CISP.

6.5 Current-Induced Spin Polarization in GaAs

In contrast to InGaAs grown on GaAs substrates, GaAs epilayers do not have strain induced

spin-orbit fields. However, we also observed CISP in GaAs. Fig. 6.3a shows CISP for 2

V applied across the higher doped GaAs sample along both the [110] and the [110] crystal

axes. Fig. 6.3b shows CISP for 4 V applied across the lower doped GaAs sample along

the [110] and [110] crystal axes. There was no measurable CISP along the [110] axis in

the lower doped GaAs sample. In the GaAs samples, the epilayer and substrate absorb at

similar wavelengths, and so we cannot measure the absorption of only the epilayer in order

to calculate the conversion factor A. Because of this, the CISP in the GaAs samples can

only be reported in terms of µrad and the magnitude of CISP in these samples cannot be

directly compared to the InGaAs samples.

As with the InGaAs samples, we found that the CISP was greater along the [110] axis than

the [110] axis. Furthermore, we found that the GaAs sample with higher carrier concentration

77



had more CISP, consistent with the measurements in InGaAs.

The SO fields in the GaAs samples were very small (<0.1 mT) for both the [110] and

[110] crystal axis. Since we were able to detect CISP despite the absence of measurable

SO fields, this again suggests that the polarization mechanism is not consistent with the

Rashba-Edelstein model.

6.6 Spin Dephasing Mechanisms

In this chapter, we found that the magnitude of the CISP decreases with increasing electron

mobility, and that there is CISP in GaAs, which has immeasurably small SO fields. Norman

et al. [8] found that the crystal axis with the largest magnitude of CISP did not correspond

with the axis with the largest SO splitting, and that the orientation of the CISP was not

necessarily parallel to the SO field. These results suggest that an extrinsic spin polarization

mechanism dominates.

In order to further examine whether intrinsic or extrinsic mechanisms dominate in these

samples, we can look at the spin dephasing. We expect to see two dephasing mechanisms

in these materials: D’yakonov-Perel’ (DP) dephasing [47], an intrinsic effect that is due

to precession of the spins about momentum-dependent spin-orbit fields between scattering

events, and Elliot-Yafet (EY) dephasing [50], an extrinsic effect that is due to spin flips at

scattering events. The spin dephasing mechanisms that are relevant to us are discussed in

more detail in Section 3.4.

The contributions to the total spin dephasing time from DP and EY contributions have

different dependences on the mobility and temperature. The total spin dephasing time is

given by [100]

1

τs
=

1

τEY

+
1

τDP

= CEYµ
−1T 2 + CDPµT

3 (6.5)
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Figure 6.4: Temperature dependent fits of the spin dephasing rate. (a) Ratio of the dephasing rates
due to the EY and DP dephasing mechanisms for the In0.024Ga0.976As sample with n = 1.58× 1016

cm−3, calculated from results of a two-independent variable fit of the dephasing rate as a function
of the temperature and the temperature-dependent mobility. q > 1 indicates that the extrinsic EY
dephasing mechanism dominates at 30 K.

where T is the temperature, and CEY and CDP are coefficients denoting the relative

strength of the EY and DP dephasing mechanisms.

We performed temperature dependent measurements of the spin dephasing time τs and

mobility µ, in order to extract the relative strength of the EY and DP dephasing mechanisms.

We can fit for CEY and CDP in Eq. 6.5 using a two independent variable fit, with T and

µ as the independent variables. The relative strength of the two dephasing mechanisms is

then defined by

q(T ) =
τ−1

EY

τ−1
DP

=
CEY

CDP

µ−2T−1 (6.6)

The value of q(T ) calculated from the fits of the dephasing time and Eq. 6.6 is shown in

Fig. 6.4a. The fits of the dephasing time versus mobility and temperature are shown in Fig.
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6.4b,c for the sample with n = 1.6× 1016 cm−3.

At 30 K, the temperature at which all CISP and SO field measurements were performed,

the extrinsic EY dephasing mechanism was found to be comparable to or dominant over the

intrinsic DP dephasing mechanism for all samples.

6.7 Proposed Spin Polarization Mechanisms

There have been several proposed mechanisms that result in a bulk current-induced spin

polarization. These mechanisms for CISP can be broadly separated into two categories [9]:

intrinsic mechanisms, in which the spins are oriented by an effective magnetic field [97,101],

and extrinsic mechanisms, in which spin dependent scattering results in a spin accumulation

[98,99].

In the following, we will discuss three proposed polarization mechanisms, the predictions

they make about the relationship between the spin-orbit fields and CISP, and how those

predictions compare with measurements of CISP in InGaAs and GaAs epilayers.

6.7.1 Edelstein Effect

Edelstein originally proposed the spin polarization of electrons by an electric current while

considering only a Rashba-like spin-orbit field [97]. Since Rashba-like fields are isotropic in

the (001) plane, this would result in an isotropic spin polarization.

Edelstein’s result was expanded by Trushin and Schliemann [102] to include both Rashba-

and linear-Dresselhaus-like spin-orbit fields. Their result can be understood simply by start-

ing from the Bloch equation.

Since we already discussed spin dephasing and spin-orbit fields in Ch. 3, we present

an updated version of the Bloch equation. Ignoring extrinsic effects (i.e. effects due to
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scattering, such as Elliot-Yafet dephasing), we have:

∂S

∂t
= −ΓDP (S− Seq) + Ωtot × S (6.7)

where Seq is the equilibrium spin polarization, given by Seq = χh̄Ωtot, where χ is the

Pauli spin susceptibility [103], and Ωtot = Ωext + ΩSO is the Larmor frequency due to the

total magnetic field.

The steady state solution to this equation is simply S = Seq. In the absence of an external

magnetic field, this means that the equilibrium spin polarization aligns along the spin-orbit

field, i.e.

S = χh̄

 α′ky + β′kx

−α′kx − β′ky


= χh̄

 β′ α′

−α′ −β′


kx
ky


(6.8)

which is the result arrived at by Trushin and Schliemann [102]. The spin polarization is

therefore greatest along the crystal axis with the largest spin-orbit field and vice versa.

This result is contrary to the measurements by Norman et al. [8] and the measurements

shown in this chapter, in which the crystal axis with the largest spin-orbit field has the

smallest spin polarization. Furthermore, Norman et al. found that the spin polarization did

not always align with the spin-orbit field, again in contradiction to what is predicted for the

Edelstein effect. The presence of CISP in GaAs, despite the absence of measurable SO fields,

also indicates that this theory is not a complete explanation for CISP.

6.7.2 Spin Polarization from a Spin Hall Current

It was proposed by Korenev [101] that the spin Hall current, which results in a transverse

spin current and thus a spin accumulation along the edges of the channel, may also generate
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Figure 6.5: Spin polarization from a spin Hall current. A drift velocity along the [110] crystal axis
results in a spin Hall current of spin up electrons moving towards the left and spin down electrons
moving towards the right. The electrons in the spin Hall current precess about the corresponding
SO field (red arrows), which is perpendicular to the spin Hall current. This results in the generation
of a spin polarization (green arrows).

a bulk spin polarization.

The polarization mechanism is illustrated in Fig. 6.5. A voltage is applied along the

[110] crystal axis, resulting in a drift velocity vd along the [110] axis, as well as a spin Hall

current perpendicular to the applied voltage. The spin Hall current is a result of the spin up

electrons scattering to the left with net velocity vSH, up and spin down electrons scattering

to the right with net velocity vSH, down.

For the illustration, we have chosen a spin-orbit field in which the Rashba-like field

dominates (i.e. |r| > 1) but with a non-zero linear-Dresselhaus-like field, such that the

field is anisotropic. Both the spin up and spin down electrons in the spin Hall current will

experience a spin-orbit field perpendicular to their motion. The rate of change of the spin

polarization is given by Ω× S, so we have
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dSSH,↑

dt
= ΩSO,[110] × SSH,↑

∝ −BSO,[110] × SSH,↑

dSSH,↓

dt
= ΩSO,[110] × SSH,↓

∝ −BSO,[110] × SSH,↓

(6.9)

Here, we have used the fact that the g factor is negative in GaAs. Since BSO,[110] = −BSO,[110]

and SSH,↑ = −SSH,↓, both the spin up and spin down components of the spin Hall current

results in a net generation of a spin polarization along the same direction (green arrow in

Fig. 6.5).

Korenev writes the spin-orbit interaction in terms of a second-rank pseudo-tensor Q̂,

such that B = 1
gµB

Q̂p. For the Rashba-like field, Q̂SIA is given by:

Qαβ = α′εαβz (6.10)

where εijk is the Levi-Civita symbol, and the linear-Dresselhaus-like field, Q̂BIA is given by

Qxx = −Qyy = β′ (6.11)

with all other terms zero.

The total spin generation rate given by Korenev is

Ṡg = −NmµHQ̂TE/h̄

=
NµH
µd

(ΩBIA −ΩSIA)
(6.12)

where N is the electron concentration, m is the electron mass, µH and µd is the Hall and

drift mobility, and E is the applied electric field.

If we define the angle φ as the direction of the electric field relative to the [100] crystal
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axis, then the spin generation rate can be written as

Ṡg =
NµH
µd

(ΩBIA −ΩSIA)

=
NµH
µd

((β′kx − α′ky)x̂)− (β′ky − α′kx)ŷ)

=
NµH
µd

β′k((cosφ− r sinφ)x̂− (sinφ− r cosφ)ŷ)

(6.13)

Similarly, the spin-orbit field can be written as

BSO =
h̄

µBg
(ΩBIA + ΩSIA)

=
h̄

µBg
β′k((cosφ+ r sinφ)x̂− (sinφ+ r cosφ)ŷ)

(6.14)

The strengths of the electrically generated spin polarization and the spin-orbit field are

quantified by the parameters

η =

∣∣∣∣∣ Ṡgvd
∣∣∣∣∣ =

m∗NµH
h̄µd

β′
√

1 + r2 − 2r sin 2φ

κ =

∣∣∣∣BSO

vd

∣∣∣∣ =
m∗

µBg
β′
√

1 + r2 + 2r sin 2φ

(6.15)

where vd = h̄
m∗k is the drift velocity.

Figure 6.6(a) shows the data taken by Norman et al. [8] for the relationship between

CISP and the spin-orbit splitting for two pieces of In0.04Ga0.96As taken from the same wafer.

Inhomogeneous strain relaxation resulted in a different value of r for the two pieces. Figure

6.6(b) shows the predicted relationship between CISP and the spin-orbit splitting for spin

polarization by a spin Hall current. Although this theory predicts that the crystal axes with

the smaller spin-orbit splitting have the largest CISP, in agreement with the measurement,

the exact shape of the curve does not match the data, i.e. the concavity is different. Further-

more, for the two different values of r, the theory predicts the relationship between CISP and
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Figure 6.6: Comparison of spin polarization from a spin Hall current to data. (a) CISP vs spin-
orbit splitting for two In0.04Ga0.96As samples from the same wafer. Each point corresponds to
measurements along a different crystal axis. Due to inhomogeneous strain relaxation, the value of r
is different for the two pieces. Data taken by B. M. Norman [8]. (b) Predicted relationship between
CISP and the spin-orbit splitting for a spin polarization from a spin Hall current. Although there is
also a negative differential relationship between these two quantities, the exact shapes of the curve
do not match the experimental results.

the spin-orbit coupling should lie on the same curve, whereas the data shows that the two

curves intersect. The only way for the theory to predict intersecting curves is if the effective

mass, carrier concentration, or mobility is significantly different between the two samples.

However, the data shown in Fig. 6.6 are taken from two pieces from the same wafer, and

so all material parameters are expected to be the same except the strain relaxation, and

therefore r.

Norman et al. also found that the CISP did not necessarily align along the same direction

as the spin-orbit field. They explained this misalignment using a phenomenological model

based on anisotropic dephasing rates. They derived the angle ζ between the steady-state

spin polarization and the SO field to be

ζ = tan−1

[
2r(cos2 φ− sin2 φ)

1− r2

]
(6.16)

Now let us calculate the same angle for the bulk spin polarization generated by a spin

Hall current. The steady state spin polarization is S = Ṡgτs [101], where τs is the spin
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dephasing time, so ζ is defined by

cos ζ =
S ·BSO

|S| |BSO|

=
1− r2(

(1 + r2)2 − 4r2 sin2 2φ
)1/2

(6.17)

Using the relation tan(cos−1 x) =
√

1−x2
x

, we arrive at the same result as Norman et al. (Eq.

6.16).

Therefore, the theory of a bulk spin polarization generated by a spin Hall current matches

several of the features measured by Norman et al., namely that the crystal axis with the

largest CISP has the smallest spin-orbit field and vice versa, and that the CISP is misaligned

from the spin-orbit field by an angle ζ, described by equation 6.16.

However, the shape of the curve for the relationship between the CISP and spin-orbit

field does not match the shape measured by Norman et al. (i.e. the concavity is different).

Furthermore, if the Rashba-like field dominates, the spin orbit field corresponding to the

direction of the applied current (BSO, [110] in Fig. 6.5) anti -aligns with the spin generation

dS
dt

. The relative orientation of the CISP and the spin-orbit field can be determined using

measurements of the nuclear spin polarization.

Coupling between the current-induced electron spin polarization and the lattice nuclei has

been shown to result in dynamic nuclear polarization (DNP) [85]. The nuclear polarization

gives rise to a magnetic field BN , and so the electron spins will precess about the total

magnetic field Btotal = Bext + BSO + BN (Fig. 6.7(a)). However, the nuclear field has a

much longer saturation time (∼100 s) than the spin-orbit field, and so if we were to measure

the precession frequency as a function of lab time, the precession frequency would change

abruptly when a voltage is turned on due to the spin-orbit effects, and then experience a

slower change due to the nuclear field.

Details of this measurement are discussed in [85]. The results are shown in Fig. 6.7(b).
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Figure 6.7: Dynamic nuclear polarization measurements. (a) An electric field is applied across a
sample, resulting in a spin-orbit field and current-induced electron spin polarization. The electron
spin polarization results in dynamic nuclear polarization, which gives rise to a magnetic field BN.
The electron spins will precess about the total magnetic field. (b) Measurements of the precession
frequency ΩL ∝ gBtotal as a function of lab time. The times at which the applied voltage is changed
are shown with dashed lines. The change in voltage results in a sudden change in the precession
frequency due to changes in the spin-orbit field, followed by a slow change due to saturation of the
nuclear field. From this data, we can see that the spin-orbit field is aligned along the nuclear field,
and therefore the current-induced electron spin polarization.

The saturation due to the nuclear field is in the same direction as the jump in precession

frequency due to the spin-orbit field, so we can conclude that the current-induced electron

spin polarization is aligned, not anti-aligned, with the spin-orbit field. This is further evi-

dence that the electron spin polarization in our samples is not produced by the mechanism

proposed by Korenev.

6.7.3 Current-Induced Spin Polarization from Extrinsic Contri-

butions

Gorini et al. derived the Bloch equation including both intrinsic and extrinsic contributions

to the spin dephasing, the spin Hall effect, and the Rashba-Edelstein effect [103]. The change

in the total spin polarization over time is given as:
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∂S

∂t
= −(ΓDP+ΓEY)

(
S− N0

2
Bext

)
−(Bext+BSO)×S+(ΓDP−ΓEY)

N0

2
BSO+

θext
SH

θint
SH

ΓDP
N0

2
BSO

(6.18)

where N0 is the density of states, and θ
int(ext)
SH is the spin Hall angle due to intrinsic

(extrinsic) contributions. The first term is due to spin dephasing, with contributions from

DP and EY mechanisms. The second term is due to spin precession, the third term is a spin

generation term, and the fourth term is for spin Hall contributions.

In the absence of the EY dephasing mechanism and spin Hall effect, this equation reduces

to the Rashba-Edelstein equation (Section 6.7.1).

One should also note that the DP and EY dephasing rates are added together in the first

term, but subtracted in the third term. This can be explained as follows. The SO coupling

results in spin-splitting of the conduction band. This means that, at the Fermi level, the

electrons in the lower-energy spin-split band have higher momentum than the electrons in

the higher-energy band. The EY mechanism results in faster dephasing of spins with higher

momentum, and so the EY mechanisms decreases the spin polarization caused by the SO

field. For this reason, there is a minus sign in front of the EY dephasing rate in the third

term of Eq. 6.18.

It is important to keep in mind that this equation was derived for a 2-dimensional electron

gas (2DEG). In order to compare the predictions of this theory to our measurements in bulk

materials, a more complete treatment would require a re-derivation of these equation in order

to take into account all 3-dimensional effects. This will change the form of the EY dephasing

tensor; however, this will mainly affect the crystal axes besides the [110] and [110] crystal

axes. Therefore, we will only do calculations of the predicted steady-state spin density for

electric fields along the [110] and [110] crystal axes, as we expect the results to be similar

for the 2D and 3D cases. In addition, we will substitute N0 with the 3-dimensional density
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Figure 6.8: Comparison of CISP theory and experiment. Left: Experimental values for η vs. κ.
Right: Theoretical predictions for η (CISP) vs. κ (SO splitting) based on the material parameters
of four InGaAs samples.

of states. This will allow for at least preliminary comparison of the theory with experiment.

Equation 6.18 can be solved in the steady-state (i.e. ∂S
∂t

= 0). We can then compare the

dependence of the steady-state spin polarization on the spin-orbit field with the measure-

ments, as well as compare the calculated magnitude of the steady-state spin polarization

with the measured values.

Figure 6.8 (right) shows the calculated spin generation rate per unit drift velocity η versus

the spin-orbit splitting κ. The two points correspond to the [110] and the [110] crystal axes.

The values of η were calculated using the material parameters of four of the InGaAs samples

(sample names shown in the figure), namely the strength of the SO fields α and β, the ratio of

the dephasing rates q, the carrier concentration n, and the mobility µ. Since our experimental

setup does not have the spatial resolution to measure the spin Hall effect, we used the value

for the spin Hall conductivity measured by Kato et al. in In0.07Ga0.93As epilayers [33], which

was 0.5 Ω−1m−1. This value is consistent with the calculation by Engel et al. for GaAs

epilayers [104], and so we expect it to be valid for our samples despite their lower indium

concentration. We corrected for differences in the carrier concentration, since the spin Hall
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Sample Name q θext
SH θint

SH

RMBE1129 10 4.7× 10−4 1.4× 10−8

RMBE1130 0.1 5.9× 10−4 7.8× 10−7

RMBE1132 70 3.0× 10−5 7.9× 10−7

RMBE1302 20 2.7× 10−4 4.7× 10−7

RMBE1301 10 1.7× 10−5 3.0× 10−7

Table 6.4: Material parameters for the InGaAs samples used to calculate the predicted electrical
spin generation efficiency.

Figure 6.9: Spin generation rate vs. carrier concentration. Left: Theoretical predictions for η
(CISP) vs. carrier concentration based on the material parameters of RMBE1302. Right: Experi-
mental values for η vs. carrier concentration. Each point corresponds to a different sample.

conductivity is proportional to the carrier concentration [104]. The intrinsic spin Hall angle

is given by θint
SH = mτ(β2 − α2). The specific parameters used for the calculations are given

in Table 6.4.

One can see that, for the given material parameters, the theory predicts a negative differ-

ential relationship between the CISP and the SO splitting, consistent with our measurements.

Furthermore, the theoretical results qualitatively match several features of the experimental

data (Fig. 6.8 (left)), including the relative magnitude of the spin densities for orthogonal

crystal axes of the same sample, and the relative magnitude of the spin densities of different

samples.

The theory does predict spin densities an order of magnitude larger than those measured.

This may be due to experimental limitations in determining material parameters, such as

90



Figure 6.10: Spin generation rate vs. mobility. Left: Theoretical predictions for η (CISP) vs.
mobility based on the material parameters of RMBE1302. Right: Experimental values for η vs.
mobility. Each point corresponds to a different sample.

the extrinsic spin Hall angles. It may also be due to the fact that the theory is for a 2DEG,

while the experiment was performed on 3D materials.

We can also examine the predicted dependence of the spin density on different material

parameters, such as the carrier concentration n, the mobility µ, ratio of spin dephasing rates

q, and the ratio of spin-orbit fields r. In order to do this, we will take the material parameters

from one sample (RMBE1302) and vary them one at a time.

The results for the spin generation rate per unit drift velocity η as a function of carrier

concentration are shown in Fig. 6.9 (left). The spin generation rate increases with carrier

concentration, consistent with experiment (Fig. 6.9 (right)). It should be noted that each

point in Fig. 6.9, right, corresponds to a different sample, and so other material parameters

in addition to the carrier concentration are different for each sample. However, the general

trend is consistent with the theoretical calculation.

We have also calculated the spin generation rate per unit drift velocity η as a function

of mobility (Fig. 6.10 (left)). The spin generation rate is highest in samples with the lowest

mobility, consistent with the experimental results (Fig. 6.10 (right)). Again, each point

in the experimental results corresponds to a different sample, and so the two plots cannot

be directly compared. However, the theoretical and experimental results are qualitatively
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Figure 6.11: Spin generation rate vs. q and r. Theoretical predictions for η (CISP) vs. (a) q and
(b) r based on the material parameters of RMBE1302.

similar.

We can also look at the theoretical dependence of the spin generation rate on the ratio

of the spin dephasing times q and the ratio of the spin-orbit fields r. The spin generation

rate is largest when q is smallest (Fig. 6.11(a)), i.e. when the DP dephasing mechanism

dominates.

Figure 6.11(b) shows the spin generation rate as a function of the ratio of the Rashba-like

to Dresselhaus-like spin-orbit fields r. Although the spin generation rate is lowest at r = 1,

the anisotropy between the [110] and [110] is greatest for that value of r. Experimentally,

the value of r can be tuned within a single sample, providing a way of directly comparing

this theory to experimental results. For example, mechanical strain can be used to tune

the spin-orbit field while the carrier concentration and indium concentration remain the

same [105].

6.8 Conclusion and Future Work

We performed measurements of CISP and SO splitting along the [110] and [110] crystal axes

in seven InxGa1−xAs samples with different Indium concentrations and doping densities. In
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all samples, we found a negative differential relationship between the magnitude of the CISP

and SO splitting. Since this is contrary to what is predicted by the Rashba-Edelstein equa-

tion, which includes only intrinsic SO contributions, we conclude that extrinsic polarization

mechanisms are also necessary to include to explain the trends that are observed in the exper-

iment. This is corroborated by temperature dependent spin dephasing time measurements,

which show that the contribution from the extrinsic EY dephasing mechanism is comparable

to or greater than the contribution from the intrinsic DP dephasing mechanism. It is also

consistent with measurements performed on GaAs, where we measured CISP despite the

samples having SO fields smaller than our measurement resolution of <0.1 mT.

We discussed three proposed polarization mechanisms. The first two are the Edelstein

effect, in which spins align along the SO field, and a mechanism in which precession of spins

in the transverse spin Hall current results in a spin polarization. Neither of these mechanisms

fully explain the experimental results, so we then consider a spin dynamics equation that

includes extrinsic contributions to spin dephasing and the spin Hall effect. This last model

gives results that are qualitatively similar to our experimental results. However, more work

must be done in order to make a direct comparison.

The spin dynamics equation that includes extrinsic contributions was derived for a 2DEG,

whereas the samples under study in this thesis are bulk epilayers. Further theoretical work

must be done in order to take into account all the effects of a 3D system.

In the theoretical calculations presented here, we assumed a value for the spin Hall angle

based on reported values for GaAs since our experimental setup does not have the spatial

resolution to measure the spin Hall effect directly. In the future, an optical pump-probe

setup with a microscope objective can be used to reduce the spot size of the laser on the

sample, allowing for the spatial resolution of the spin Hall effect. This will allow us to

quantify the interplay between the effects due to spin-orbit fields, spin dephasing, and the

spin Hall effect, since the current-induced spin polarization is likely dependent on all these
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phenomena.

The theory also makes predictions about the dependence of the spin generation rate as

a function of the spin-orbit parameter r. We can tune the spin-orbit field of a sample by

applying mechanical strain, which will provide a more direction comparison between theory

and experiment. In general, tuning the spin-orbit field will allow for a more systematic study

of the effects of the spin-orbit fields on the current-induced spin polarization independent of

the indium concentration, carrier concentration, and mobility.

94



Bibliography

[1] G. E. Uhlenbeck and S. Goudsmit, “Spinning electrons and the structure of spectra,”
Nature, vol. 117, p. 264, 1926.

[2] M. N. Baibich, J. M. Broto, A. Fert, F. N. V. Dau, F. Petroff, P. Etienne, G. Creuzet,
A. Friederich, and J. Chazelas, “Giant magnetoresistance of (001)Fe/(001)Cr magnetic
supperlattices,” Phys. Rev. Lett., vol. 61, p. 2472, 1988.

[3] G. Binasch, P. Grünberg, F. Saurenbach, and W. Zinn, “Enhanced magnetoresistance
in layered magnetic structures with antiferromagnetic interlayer exchange,” Phys. Rev.
B, vol. 39, p. 4828, 1989.

[4] S. Datta and B. Das, “Electronic analog of the electro-optical modulator,” Appl. Phys.
Lett., vol. 56, p. 665, 1990.

[5] P. Chuang, S.-C. Ho, L. W. Smith, F. Sfigakis, M. Pepper, C.-H. Chen, J.-C. Fan, J. P.
Griffiths, I. Farrer, H. E. Beere, G. A. C. Jones, D. A. Ritchie, and T.-M. Chen, “All-
electric all-semiconductor spin field-effect transistors,” Nature Nanotechnology, vol. 10,
p. 35, 2014.

[6] K. Ando, S. Fujita, J. Ito, S. Yuasa, Y. Suzuki, Y. Nakatani, T. Miyazaki, and H. Yoda,
“Spin-transfer torque magnetoresistive random-access memory technologies for nor-
mally off computing,” J. Appl. Phys., vol. 115, p. 172607, 2014.
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