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ABSTRACT

Reinforcement Learning (RL) is a machine learning paradigm where an agent learns to accomplish sequential decision-making tasks from experience. Applications of RL are found in robotics and control, dialog systems, medical treatment, etc. Despite the generality of the framework, most empirical successes of RL to-date are restricted to simulated environments, where hyperparameters are tuned by trial and error using large amounts of data. In contrast, collecting data with active intervention in the real world can be costly, time-consuming, and sometimes unsafe. Choosing the hyperparameters and understanding their effects in face of these data limitations, i.e., model selection, is an important yet open direction that we need to study to enable such applications of RL, which is the main theme of this thesis.

More concretely, this thesis presents theoretical results that improve our understanding of 3 hyperparameters in RL: planning horizon, state representation (abstraction), and reward function. The 1st part of the thesis focuses on the interplay between planning horizon and limited amount of data, and establishes a formal explanation for how a long planning horizon can cause overfitting. The 2nd part considers the problem of choosing the right state abstraction using limited batch data; I show that cross-validation type methods require importance sampling and suffer from exponential variance, and a novel regularization-based algorithm enjoys an oracle-like property. The 3rd part investigates reward misspecification and tries to resolve it by leveraging expert demonstrations, which is inspired by AI safety concerns and bears close connections to inverse reinforcement learning.

A recurring theme of the thesis is the deployment of formulations and techniques
from other machine learning theory (mostly statistical learning theory): the planning horizon work explains the overfitting phenomenon by making a formal analogy to empirical risk minimization and by proving planning loss bounds that are similar to generalization error bounds; the main result in the abstraction selection work takes the form of an oracle inequality, which is a concept from structural risk minimization for model selection in supervised learning; the inverse RL work provides a mistake-bound type analysis under arbitrarily chosen environments, which can be viewed as a form of no-regret learning. Overall, by borrowing ideas from mature theories of machine learning, we can develop analogies for RL that allow us to better understand the impact of hyperparameters, and develop algorithms that automatically set them in an effective manner.
CHAPTER 1

Introduction

Reinforcement Learning (RL) is a subfield of machine learning that studies how an agent can learn to make sequential decisions in environments with unknown dynamics. It provides a general and unified framework that captures many important applications of Artificial Intelligence (AI), including news recommendation and online advertising, dialog systems, self-driving cars, robots for daily life, adaptive medical treatments, and so on [Singh et al., 2002, Ng et al., 2003, Li et al., 2010, Lei et al., 2012].

Recently, empirical successes have demonstrated that RL methods can conquer video and board game domains with large observation or state spaces, typically by incorporating sophisticated function approximation techniques [Mnih et al., 2015, Silver et al., 2016]. While these successes have drawn wide attention to RL research and inspired the design of new benchmarks [Brockman et al., 2016, Johnson et al., 2016], the algorithmic advances in game environments have not quite translated into successes in applications where simulators of high fidelity are not available (“non-simulator” applications). This situation arguably arises from the fact that game environments possess many nice properties that cannot be expected in non-simulator applications: in a simulator, data can be generated indefinitely up to computational limits (e.g., AlphaGo generated 30 million self-play games [Silver et al., 2016]), taking arbitrarily bad actions has no real-world effects (e.g., crashing a car in a driving game is nothing compared to crashing a real car), and there is often a well-defined objective (e.g., winning or achieving high score). Understanding and developing RL algorithms under these limitations is important and challenging, and this thesis presents a set of theoretical efforts towards this goal.

As an example of something that is almost trivially simple in simulators while highly difficult in non-simulator applications, consider the problem of assessing the performance of an RL solution (i.e., estimating the value of a policy). As will be
introduced in Chapter 2, one of the most effective methods is Monte-Carlo policy evaluation, which directly deploys the solution in the real system, runs it for a while, and estimates the value from the observed returns. This strategy proves to be useful and successful in simulators, and forms the basis of model selection in empirical RL today: if a practitioner is uncertain about which hyperparameters to use in the algorithm, he/she can try different hyperparameters, obtain the output policies, evaluate each of them by the Monte-Carlo procedure, and choose the one with the best performance. In non-simulator applications, however, this approach is often infeasible for a number of reasons: first, sometimes we have concerns about the policy’s negative consequences, and we want to estimate its value before actually deploying it; second, for hyperparameter tuning, we would need a separate set of Monte-Carlo trajectories for each possible hyperparameter setting, which can be unrealistic when data collection is expensive (as is often the case in e.g., medical domains [Murphy et al., 2001]).

Training machine learning algorithms and tuning hyperparameters under data constraints, however, are neither new nor unique problems to RL. In the supervised learning context, even beginners are taught to partition their dataset into training / validation / test sets, train their algorithm on the training set, tune hyperparameters on the validation set (or by cross-validation) to avoid overfitting, and report final performance on the test set. When the set of hyperparameters is large or infinite (e.g., for decision trees), cross-validation-type methods may exceed the statistical capacity of the validation set, and regularization techniques become handy for model selection [Scott, 2004]. Besides practical techniques, statistical learning theory also provides deep mathematical understanding of the behavior of supervised learning algorithms under limited data and explain how overfitting happens and why regularization can work [Vapnik, 1992, 1998].

While we will borrow these experiences and theories from supervised learning into RL, RL also faces some unique challenges that are not exhibited in other machine learning paradigms. For example, cross-validation is much easier in supervised learning than in RL, as counter-factual reasoning is straight-forward in supervised learning (i.e., it is easy to answer what-if questions such as “would my prediction be correct if I were to use a different classifier?”) yet nontrivial in RL (i.e., it is very hard to predict “what would this trajectory look like if I were to follow a different policy?”). Furthermore, model selection in supervised learning often focuses on the choice of function class or regularization parameters. In RL, there is a richer space of possibilities that are explored much less, including horizon, state
representation, and reward function, some of which are traditionally not viewed as hyperparameters. Regarding this situation, this thesis presents efforts towards a theory for model selection in reinforcement learning.

1.1 Thesis Statement

Using concepts and techniques from statistical learning theory, we can develop analogies for reinforcement learning that allow us to better understand the impact of hyperparameters in RL, including planning horizon, state representation, and reward function, and design algorithms that automatically learn them in a sample-efficient manner.

1.2 Contributions

Here we give an overview of the thesis and summarize the contributions. Chapter 2 introduces preliminaries of reinforcement learning. Chapters 3, 4, 5, and 6 contain new contributions, which are introduced below. Finally, Chapter 7 concludes the thesis and suggests future research directions.

**Dependence of Effective Planning Horizon on Data Size (Chapter 3)**

In RL, a discount factor specifies how far an agent should look ahead into the future, and is closely related to the notion of planning horizon. Despite its importance, existing literature provided limited understanding of its role in RL algorithms, especially in the realistic setting of insufficient data. In this chapter, we show a perhaps surprising result that with a limited amount of data, an agent can compute a better policy by using a discount factor in the algorithm that is smaller than the groundtruth specified in the problem definition. An explanation for this phenomenon is provided based on principles of learning theory: that a large discount factor causes overfitting. The statement is established theoretically by making an analogy between supervised learning (where we search over hypotheses) and reinforcement learning (where we search over policies), and showing that a small discount factor can control the effective size of the policy space and hence avoid overfitting. This chapter is based on joint work with Alex Kulesza, Satinder Singh, and Richard Lewis [Jiang et al., 2015b].
Doubly Robust Off-policy Evaluation (Chapter 4)

This chapter focuses on the problem of estimating the value of a policy using data generated using a different one, i.e., the off-policy value evaluation problem. Studying this problem is central to understanding model selection in RL: if we have an accurate off-policy evaluation estimator, we can solve the model selection problem by using a cross-validation-like procedure. This chapter develops a new estimator for off-policy evaluation, which is generalized from its bandit version [Dudík et al., 2011] and improves the state of the art. At the same time, we also provide a hardness result, showing that without prior knowledge, any unbiased estimator suffers a worst-case variance that is exponential in the problem’s horizon when the size of the state space is not constrained. The result confirms that reducing model selection to cross-validation via off-policy evaluation may not be effective when a model-based approach is not available. This chapter is based on joint work with Lihong Li [Jiang and Li, 2016].

Adaptive Selection of State Abstraction (Chapter 5)

This chapter discusses how to choose a good state abstraction from a candidate set based on a limited batch dataset. This is the situation where reduction to off-policy evaluation is not effective, thus we turn to regularization-typed methods. We consider the setting where candidate abstract state representations are finite aggregations of states and they have a nested structure, and show that a statistical test based algorithm adaptively chooses a good representation based on data, and enjoys a performance guarantee nearly as good as that of an “oracle” with extra access to the discrepancy information of each abstraction. This chapter is based on joint work with Alex Kulesza and Satinder Singh [Jiang et al., 2015a].

Repeated Inverse Reinforcement Learning (Chapter 6)

In the previous chapters, we adopt the standard RL formulation and take it for granted that rewards are well-defined and revealed to the agent as part of the dataset. In some realistic situations, however, it has long been recognized that specifying a detailed and comprehensive reward function that is well aligned with human interest can be difficult, and this has grown into a serious concern on the threat of future AI to humanity [Bostrom, 2003, Russell et al., 2015, Amodei et al., 2016]. In this chapter we tackle this meta-level problem of learning reward functions. We start from the Inverse RL framework proposed by Ng and Russell [2000], which tries to recover reward function of human behavior who are assumed to act in a
way that maximizes the true reward function. We propose a novel framework that allows repeated interactions between the agent and the environments, which gives hints towards resolving the fundamental unidentifiability issue of Inverse RL. This chapter is based on joint work with Kareem Amin and Satinder Singh [Amin et al., 2017].
CHAPTER 2

Background

2.1 Markov Decision Processes

In reinforcement learning, the interactions between the agent and the environment are often described by a Markov Decision Process (MDP) [Puterman, 1994], specified by:

- State space $\mathcal{S}$. This thesis only considers finite state spaces.
- Action space $\mathcal{A}$. This thesis only considers finite action spaces.
- Transition function $P : \mathcal{S} \times \mathcal{A} \rightarrow \Delta(\mathcal{S})$, where $\Delta(\mathcal{S})$ is the space of probability distributions over $\mathcal{S}$ (i.e., the probability simplex). $P(s'|s, a)$ is the probability of transitioning into state $s'$ upon taking action $a$ in state $s$.
- Reward function $R : \mathcal{S} \times \mathcal{A} \rightarrow [0, R_{\text{max}}]$, where $R_{\text{max}} > 0$ is a constant. $R(s, a)$ is the immediate reward associated with taking action $a$ in state $s$.
- Discount factor $\gamma \in [0, 1)$, which defines a horizon for the problem.

2.1.1 Interaction protocol

In a given MDP $M = (\mathcal{S}, \mathcal{A}, P, R, \gamma)$, the agent interacts with the environment according to the following protocol: the agent starts at some state $s_1$; at each time step $t = 1, 2, \ldots$, the agent takes an action $a_t \in \mathcal{A}$, obtains the immediate reward $r_t = R(s_t, a_t)$, and observes the next state $s_{t+1}$ sampled from $P(\cdot | s_t, a_t)$, or $s_{t+1} \sim P(\cdot | s_t, a_t)$. The interaction record

$\tau = (s_1, a_1, r_1, s_2, \ldots, s_{H+1})$
is called a trajectory of length $H$.

In some situations, it is necessary to specify how the initial state $s_1$ is generated. In this thesis, we consider $s_1$ sampled from an initial distribution $\mu \in \Delta(S)$. When $\mu$ is of importance to the discussion, we include it as part of the MDP definition, and write $M = (S, A, P, R, \gamma, \mu)$.

### 2.1.2 Policy and value

A (deterministic and stationary) policy $\pi : S \rightarrow A$ specifies a decision-making strategy in which the agent chooses actions adaptively based on the current state, i.e., $a_t = \pi(s_t)$. More generally, the agent may also choose actions according to a stochastic policy $\pi : S \rightarrow \Delta(A)$, and with a slight abuse of notation we write $a_t \sim \pi(\cdot | s_t)$. A deterministic policy is its special case when $\pi(\cdot | s)$ is a point mass for all $s \in S$.

The goal of the agent is to choose a policy $\pi$ to maximize the expected discounted sum of rewards, or value:

$$\mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t \mid \pi, s_1 = s \right].$$  \hfill (2.1)

The expectation is with respect to the randomness of the trajectory, that is, the randomness in state transitions and the stochasticity of $\pi$. Notice that, since $r_t$ is non-negative and upper bounded by $R_{\max}$, we have

$$0 \leq \sum_{t=1}^{\infty} \gamma^{t-1} r_t \leq \sum_{t=1}^{\infty} \gamma^{t-1} R_{\max} = \frac{R_{\max}}{1 - \gamma}. \hfill (2.2)$$

Hence, the discounted sum of rewards (or the discounted return) along any actual trajectory is always bounded in range $[0, \frac{R_{\max}}{1 - \gamma}]$, and so is its expectation of any form. This fact will be important when we later analyze the error propagation of planning and learning algorithms.

Note that for a fixed policy, its value may differ for different choice of $s_1$, and we define the value function $V^\pi_M : S \rightarrow \mathbb{R}$ as

$$V^\pi_M(s) = \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t \mid \pi, s_1 = s \right],$$

which is the value obtained by following policy $\pi$ starting at state $s$. Similarly we
define the action-value (or Q-value) function $Q^\pi_M : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ as

$$Q^\pi_M(s,a) = \mathbb{E}\left[\sum_{t=1}^{\infty} \gamma^{t-1} r_t \mid \pi, s_1 = s, a_1 = a\right].$$

Henceforth, the dependence of any notation on $M$ will be made implicit whenever it is clear from context.

### 2.1.3 Bellman equations for policy evaluation

Based on the principles of dynamic programming, $V^\pi$ and $Q^\pi$ can be computed using the following **Bellman equations for policy evaluation**: $\forall s \in \mathcal{S}, a \in \mathcal{A},$

\[
V^\pi(s) = Q^\pi(s, \pi(s)).
\]

\[
Q^\pi(s, a) = R(s, a) + \gamma \mathbb{E}_{s' \sim P(\cdot \mid s,a)}[V^\pi(s')].
\]

In $Q^\pi(s, \pi(s))$ we treat $\pi$ as a deterministic policy for brevity, and for stochastic policies this shorthand should be interpreted as $\mathbb{E}_{a \sim \pi(\cdot \mid s)}[Q^\pi(s, a)]$.

Since $\mathcal{S}$ is assumed to be finite, upon fixing an arbitrary order of states (and actions), we can treat $V^\pi$ and any distribution over $\mathcal{S}$ as vectors in $\mathbb{R}^{\mid \mathcal{S} \mid}$, and $R$ and $Q^\pi$ as vectors in $\mathbb{R}^{\mid \mathcal{S} \times \mathcal{A} \mid}$. This is particularly helpful as we can rewrite Equation 2.3 in an matrix-vector form and derive an analytical solution for $V^\pi$ using linear algebra as below.

Define $P^\pi$ as the transition matrix for policy $\pi$ with dimension $\mid \mathcal{S} \mid \times \mid \mathcal{S} \mid$, whose $(s, s')$-th entry is

$$[P^\pi]_{s,s'} = \mathbb{E}_{a \sim \pi(\cdot \mid s)}[P(s' \mid s, a)].$$

In fact, this matrix describes a Markov chain induced by MDP $M$ and policy $\pi$. Its $s$-th row is the distribution over next-states upon taking actions according to $\pi$ at state $s$, which we also write as $[P(\cdot \mid s, \pi)]^\top$.

Similarly define $R^\pi$ as the reward vector for policy $\pi$ with dimension $\mid \mathcal{S} \mid \times 1$, whose $s$-th entry is

$$[R^\pi]_s = \mathbb{E}_{a \sim \pi(\cdot \mid s)}[R(s, a)].$$
Then from Equation 2.3 we have

\[
[V^\pi]_s = Q^\pi(s, \pi(s)) = [R^\pi]_s + \gamma \mathbb{E}_{a' \sim \pi(\cdot|s)} \mathbb{E}_{s' \sim P(\cdot|s,a)}[V^\pi(s')]
= [R^\pi]_s + \gamma \mathbb{E}_{s' \sim P(\cdot|s)}[V^\pi(s')]
= [R^\pi]_s + \gamma \langle P(\cdot|s, \pi), V^\pi \rangle,
\]

where \(\langle \cdot, \cdot \rangle\) is dot product. Since this equation holds for every \(s \in S\), we have

\[
V^\pi = R^\pi + \gamma P^\pi V^\pi \quad \Rightarrow \quad (I_{|S|} - \gamma P^\pi) V^\pi = R^\pi,
\]

where \(I_{|S|}\) is the identity matrix. Now we notice that matrix \((I_{|S|} - \gamma P^\pi)\) is always invertible. In fact, for any non-zero vector \(x \in \mathbb{R}^{|S|}\),

\[
\left\| (I_{|S|} - \gamma P^\pi) x \right\|_\infty = \| x - \gamma P^\pi x \|_\infty \\
\geq \| x \|_\infty - \gamma \| P^\pi x \|_\infty \quad \text{(triangular inequality for norms)}
\geq \| x \|_\infty - \gamma \| x \|_\infty \quad \text{(each element of } P^\pi x \text{ is a convex average of } x)
= (1 - \gamma) \| x \|_\infty > 0 \quad \text{(\(\gamma < 1, x \neq 0\))}
\]

So we can conclude that

\[
V^\pi = (I_{|S|} - \gamma P^\pi)^{-1} R^\pi. \quad (2.4)
\]

**State occupancy**

When the reward function only depends on the current state, i.e., \(R(s, a) = R(s)\), \(R^\pi\) is independent of \(\pi\), and Equation 2.4 exhibits an interesting structure: implies that the value of a policy is linear in rewards, and the rows of the matrix \((I_{|S|} - \gamma P^\pi)^{-1}\) give the linear coefficients that depend on the initial state. Such coefficients, often represented as a vector, are called discounted state occupancy (or state occupancy for short). It can be interpreted as the expected number of times that each state is visited along a trajectory, where later visits are discounted more heavily.\(^1\)

### 2.1.4 Bellman optimality equations

There always exists a stationary and deterministic policy that simultaneously maximizes \(V^\pi(s)\) for all \(s \in S\) and maximizes \(Q^\pi(s, a)\) for all \(s \in S, a \in A\) [Puterman,

\(^1\)When rewards depend on actions, we can define discounted state-action occupancy in a similar way and recover the fact that value is linear in reward.
and we denote this optimal policy as $\pi^*_M$ (or $\pi^*$). We use $V^*$ as a shorthand for $V^{\pi^*}$, and $Q^*$ similarly.

$V^*$ and $Q^*$ satisfy the following set of Bellman optimality equations [Bellman, 1956]:

$$V^*(s) = \max_{a \in A} Q^*(s, a).$$

$$Q^*(s, a) = R(s, a) + \gamma \mathbb{E}_{s' \sim P(\cdot | s, a)} [V^*(s')].$$

(2.5)

Once we have $Q^*$, we can obtain $\pi^*$ by choosing actions greedily (with arbitrary tie-breaking mechanisms):

$$\pi^*(s) = \arg \max_{a \in A} Q^*(s, a), \forall s \in S.$$

We use shorthand $\pi_Q$ to denote the procedure of turning a Q-value function into its greedy policy, and the above equation can be written as

$$\pi^* = \pi_Q.$$

To facilitate future discussions, define the Bellman optimality operator $B_M : \mathbb{R}^{|S \times A|} \rightarrow \mathbb{R}^{|S \times A|}$ (or simply $B$) as follows: when applied to some vector $Q \in \mathbb{R}^{|S \times A|}$,

$$(BQ)(s, a) = R(s, a) + \gamma \mathbb{E}_{s' \sim P(\cdot | s, a)} \max_{a \in A} Q(\cdot, a).$$

(2.6)

This allows us to rewrite Equation 2.5 in the following concise form, which implies that $Q^*$ is the fixed point of the operator $B$:

$$Q^* = BQ^*.$$

2.1.5 Notes on the MDP setup

Before moving on, we make notes on our setup of MDP and discuss alternative setups considered in the literature.

Finite horizon and episodic setting

Our definition of value (Equation 2.1) corresponds to the infinite-horizon discounted setting of MDPs. Popular alternative choices include the finite-horizon undiscounted setting (actual return of a trajectory is $\sum_{t=1}^{H} r_t$ with some finite horizon $H < \infty$) and the infinite-horizon average reward setting (return is
\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} r_t \]. The latter case often requires additional conditions on the transition dynamics (such as ergodicity) so that values can be well-defined [Sutton and Barto, 1998], and will not be discussed in this thesis.

The finite-horizon undiscounted (or simply finite-horizon) setting can be emulated using the discounted setting by augmenting the state space. Suppose we have an MDP \( M \) with finite horizon \( H \). Define a new MDP \( \tilde{M} = (\tilde{S}, \tilde{A}, \tilde{P}, \tilde{R}, \gamma) \) such that \( \tilde{S} = S \times [H] \cup \{s_{\text{absorbing}} \} \) (\( [H] = \{1, \ldots, H\} \)). Essentially we make \( H \) copies of the state space and organize them in levels, with an additional absorbing state \( s_{\text{absorbing}} \) where all actions transition to itself and yield 0 reward. There is only non-zero transition probability from states at level \( h \) to states at level \( h + 1 \) with \( \tilde{P}( (s', h+1) \mid (s, h), a) = P(s'\mid s, a) \), and states at the last level \( (s, H) \) transition to \( s_{\text{absorbing}} \) deterministically. Finally we let \( \tilde{R}( (s, h), a) = R(s, a) \) and \( \gamma = 1 \). (In general \( \gamma = 1 \) may lead to infinite value, but here the agent always loops in the absorbing state after \( H \) steps and gets finite total rewards.) The optimal policy for finite-horizon MDPs is generally non-stationary, that is, it depends on both \( s \) and the time step \( h \).

The MDP described in the construction above can be viewed as an example of episodic tasks: the environment deterministically transitions into an absorbing state after a fixed number of time steps. The absorbing state often corresponds to the notion of termination, and many problems are naturally modeled using an episodic formulation, including board games (a game terminates once the winner is determined) and dialog systems (a session terminates when the conversation is concluded).

**Stochastic rewards**

Our setup assumes that reward \( r_t \) only depends on \( s_t \) and \( a_t \) deterministically. In general, \( r_t \) may also depend on \( s_{t+1} \) and contain additional noise that is independent from state transitions as well as reward noise in other time steps. As special cases, in inverse RL literature [Ng and Russell, 2000, Abbeel and Ng, 2004], reward only depends on state, and in contextual bandit literature [Langford and Zhang, 2008], reward depends on the state (or context in bandit terminologies) and action but has additional independent noise.

All these setups are equivalent to having a state-action reward with regard to the policy values: define \( R(s, a) = \mathbb{E}[r_t \mid s_t = s, a_t = a] \) where \( s_{t+1} \) and the independent noise are marginalized out. The value functions \( V^\pi \) and \( Q^\pi \) for any \( \pi \) remains the same when we substitute in this equivalent reward function. That said, reward
randomness may introduce additional noise in the sample trajectories and affect learning efficiency.

Negative rewards
Our setup assumes that $r_t \in [0, R_{\text{max}}]$. This is without loss of generality in the infinite-horizon discounted setting: for any constant $c > 0$, a reward function $R \in \mathbb{R}^{|S \times A|}$ is equivalent to $R + c\mathbf{1}_{|S \times A|}$, as adding $c$ units of reward to each state-action pair simply adds a constant “background” value of $c/(1 - \gamma)$ to the value of all policies for all initial states. Therefore, when the rewards may be negative but still have bounded range, e.g., $R(s,a) \in [-a, b]$ with $a, b > 0$, we can add a constant offset $c = a$ to the reward function and define $R_{\text{max}} = a + b$, so that after adding the offset the reward lies in $[0, R_{\text{max}}]$.

The fact that reward function is invariant under constant offset has important implications in inverse reinforcement learning, and will be discussed in detail in Chapter 6.

2.2 Planning in MDPs

Planning refers to the problem of computing $\pi^*_M$ given the MDP specification $M = (S, A, P, R, \gamma)$. This section reviews classical planning algorithms that can compute $Q^*$ exactly.

2.2.1 Policy Iteration

The policy iteration algorithm starts from an arbitrary policy $\pi_0 = \pi$, and repeat the following iterative procedure: for $t = 1, 2, \ldots$

$$\pi_t = \pi Q_{\pi_{t-1}}^t.$$  

Here $t$ is the iteration index and should not be confused with the time step in the MDP. Essentially, in each iteration we compute the Q-value function of $\pi_{t-1}$ (e.g., using the analytical form given in Equation 2.4), and then compute the greedy policy for the next iteration. The first step is often called policy evaluation, and the second step is often called policy improvement.

The policy value is guaranteed to improve monotonically over all states until $\pi^*$ is found [Puterman, 1994]. More precisely, $Q_{\pi_t}^\pi(s,a) \geq Q_{\pi_{t-1}}(s,a)$ holds for all $t \geq 1$.  
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and $s \in S$, $a \in A$, and in at least one $(s, a)$ pair the improvement is strictly positive. Therefore, the termination criterion for the algorithm is $Q^{\pi_t} = Q^{\pi_{t-1}}$. Since we are only searching over stationary and deterministic policies, and a new policy that is different from all previous ones is found every iteration, the algorithm is guaranteed to terminate in $|A||S|$ iterations.

### 2.2.2 Value Iteration

Value Iteration computes a series of Q-value functions to directly approximate $Q^*$, without going back and forth between value functions and policies as in Policy Iteration. Let $Q^{*, 0}$ be the initial value function, often initialized to $0_{|S \times A|}$. The algorithm computes $Q^{*, t}$ for $t = 1, 2, \ldots, H$ in the following manner:

$$Q^{*, t} = B Q^{*, t-1}. \tag{2.7}$$

Recall that $B$ is the Bellman optimality operator defined in Equation 2.6.

We provide two different interpretations to understand the behavior of the algorithm, and use this opportunity to introduce some mathematical results that will be repeatedly used in later chapters. Both interpretations will lead to the same bound on $\|Q^{*, H} - Q^*\|_\infty$ as a function of $H$. If $H$ is large enough, we can guarantee that $Q^{*, H}$ is sufficiently close to $Q^*$, and the following result bounds the suboptimality (or loss) of acting greedily with respect to an approximate Q-value function:

**Lemma 2.1 ([Singh and Yee, 1994])**. $\|V^* - V^{\pi_Q}\|_\infty \leq \frac{2\|Q - Q^*\|_\infty}{1 - \gamma}.$

**Bounding $\|Q^{*, H} - Q^*\|_\infty$: the fixed point interpretation**

Value Iteration can be viewed as solving for the fixed point of $B$, i.e., $Q^* = BQ^*$. The convergence of such iterative methods is typically analyzed by examining the *contraction* of the operator. In fact, the Bellman optimality operator is a $\gamma$-contraction under $\ell_\infty$ norm [Puterman, 1994]: for any $Q, Q' \in \mathbb{R}^{|S \times A|}$

$$\|BQ - BQ'\|_\infty \leq \gamma \|Q - Q'\|_\infty. \tag{2.8}$$

To verify, we expand the definition of $B$ for each entry of $(BQ - BQ')$:

$$\|[BQ - BQ']_{s,a}| = |R(s,a) + \gamma \langle P(\cdot | s, a), V_Q \rangle - R(s,a) - \gamma \langle P(\cdot | s, a), V_{Q'} \rangle|$$

$$\leq \gamma |\langle P(\cdot | s, a), V_Q - V_{Q'} \rangle| \leq \|V_Q - V_{Q'}\|_\infty \leq \|Q - Q'\|_\infty.$$
The last step uses the fact that \( \forall s \in S, |V_Q(s) - V_{Q'}(s)| = \max_{a \in A} |Q(s, a) - Q'(s, a)|. \)
The easiest way to see this is to assume \( V_Q(s) > V_{Q'}(s) \) (the other direction is symmetric), and let \( a_0 \) be the greedy action for \( Q \) at \( s \). Then

\[
|V_Q(s) - V_{Q'}(s)| = Q(s, a_0) - V_{Q'}(s) \leq Q(s, a_0) - Q'(s, a_0) \leq \max_{a \in A} |Q(s, a) - Q'(s, a)|.
\]

Using the contraction property of \( B \), we can show that as \( t \) increases, \( Q^* \) and \( Q^{*, t} \) becomes exponentially closer under \( \ell_\infty \) norm:

\[
\|Q^{*, t} - Q^*\|_\infty = \|BQ^{*, t-1} - BQ^*\|_\infty \leq \gamma \|Q^{*, t-1} - Q^*\|_\infty.
\]

Since \( Q^* \) has bounded range (recall Equation 2.2), for \( Q^{*, 0} = 0_{|S \times A|} \) (or any function in the same range) we have \( \|Q^{*, 0} - Q^*\|_\infty \leq R_{\max}/(1 - \gamma) \). After \( H \) iterations, the distance shrinks to

\[
\|Q^{*, H} - Q^*\|_\infty \leq \gamma^H R_{\max}/(1 - \gamma). \tag{2.9}
\]

To guarantee that we compute a value function \( \epsilon \)-close to \( Q^* \), it is sufficient to set

\[
H \geq \frac{\log \frac{R_{\max}}{\epsilon (1 - \gamma)}}{1 - \gamma}. \tag{2.10}
\]

The base of \( \log \) is \( e \) in this thesis unless specified otherwise. To verify,

\[
\gamma^H \frac{R_{\max}}{1 - \gamma} = (1 - (1 - \gamma))^{1/\gamma} \frac{1}{1 - \gamma} \frac{R_{\max}}{1 - \gamma} \leq \left( \frac{1}{\epsilon} \right)^{\log \frac{R_{\max}}{\epsilon (1 - \gamma)} \frac{R_{\max}}{1 - \gamma}} = \epsilon.
\]

Here we used the fact that \((1 - 1/x)^x \leq 1/e \) for \( x > 1 \).

Equation 2.10 is often referred to as the effective horizon. The bound is often simplified as \( H = O(\frac{1}{1 - \gamma}) \), and used as a rule of thumb to translate between the finite-horizon undiscounted and the infinite-horizon discounted settings.\(^2\) In this thesis we will often use the term “horizon” generically, which should be interpreted as \( O(\frac{1}{1 - \gamma}) \) in the discounted setting.

Bounding \( \|Q^{*, H} - Q^*\|_\infty \): the finite-horizon interpretation

Equation 2.9 can be derived using an alternative argument, which views Value Iteration as optimizing value for a finite horizon. \( V^{*, H}(s) \) is essentially the optimal value function.

\(^2\)The logarithmic dependence on \( 1/(1 - \gamma) \) is ignored as it is due to the magnitude of the value function.
for the expected value of the finite-horizon return: \( \sum_{t=1}^{H} \gamma^{t-1} r_t \). For any stationary policy \( \pi \), define its \( H \)-step truncated value

\[
V^{\pi,H}(s) = \mathbb{E}\left[ \sum_{t=1}^{H} \gamma^{t-1} r_t \mid \pi, s_1 = s \right].
\] (2.11)

Due to the optimality of \( V^{*,H} \), we can conclude that for any \( s \in S \) and \( \pi : S \to A \), \( V^{\pi,H}(s) \leq V^{*,H}(s) \). In particular,

\[
V^{\pi,H}(s) \leq V^{*,H}(s).
\]

Note that the LHS and RHS are not to be confused: \( \pi^* \) is the stationary policy that is optimal for infinite horizon, and to achieve the finite-horizon optimal value on the RHS we may need a non-stationary policy (recall the discussion in Section 2.1.5).

The LHS can be lower bounded as \( V^{\pi^*,H}(s) \geq V^*(s) - \gamma^H R_{\text{max}} / (1 - \gamma) \), because \( V^{\pi^*,H} \) does not include the nonnegative rewards from time step \( H + 1 \) on. (In fact the same bound applies to all policies.) The RHS can be upper bounded as \( V^{*,H}(s) \leq V^*(s) \): \( V^* \) should dominate any stationary and non-stationary policies, including the one that first achieves \( V^{*,H} \) within \( H \) steps and picks up some non-negative rewards afterwards with any behavior. Combining the lower and the upper bounds, we have \( \forall s \in S \),

\[
V^*(s) - \gamma^H R_{\text{max}} / (1 - \gamma) \leq V^{*,H}(s) \leq V^*(s),
\]

which immediately leads to Equation 2.9.

### 2.3 Reinforcement Learning in MDPs

In the previous section we considered policy evaluation and optimization when the full specification of the MDP is given, and the major challenge is computational. In the learning setting, the MDP specification, especially the transition function \( P \) and sometimes the reward function \( R \), is not known to the agent. Instead, the agent can take actions in the environment and observe the state transitions, and may find approximate solutions to policy evaluation or optimization after accumulating some amounts of interaction experience, or data. While computation remains an important aspect in the learning setting, this thesis will largely focus on sample efficiency, that is, the problem of achieving a learning goal using as little data as possible.

There are 3 major challenges in reinforcement learning, which many discussions
in this thesis will center around:

– **Temporal credit assignment** In RL, the value obtained by the agent is the result of decisions made over multiple steps, and a fundamental question is how we should credit the outcome to each of the preceding decisions that lead to it. The challenge is addressed by applying principles of dynamic programming. It is often mentioned to contrast other machine learning paradigms, such as supervised learning, where the agent directly observes supervisory signals and the problem lacks a long-term nature.

– **Generalization** In many challenging RL problems, the state (and action) space is large and the amount of data available is relatively limited. An agent will not succeed in its learning objective unless it generalizes what is learned about one state to other states. This challenge is encountered in other machine learning paradigms as well, and is often addressed by function approximation techniques [Bertsekas and Tsitsiklis, 1996].

– **Exploration (and exploitation)** In RL, the characteristics of the data are largely determined by how the agent chooses actions during data collection. Taking actions to collect a dataset that provides a comprehensive description of the environment, i.e., performing good exploration, is a highly non-trivial problem. Sometimes when assessed by some online measures (more on this in Section 2.3.2), the agent needs to balance between pursuing the value obtainable with current knowledge (exploitation) and sacrificing performance temporarily to learn more (exploration). In either case, the challenge is often addressed by the principle of optimism in face of uncertainty [Auer et al., 2002].

For the most part in this thesis we will address the temporal credit assignment challenge and the generalization challenge. The exploration challenge is not addressed, and for the purpose of theoretical analyses we will make assumptions that the data is collected in a sufficiently exploratory manner. In the remainder of this section, we first introduce the data collection protocols, and describe different performance measures for RL algorithms. Once the protocols and performance measures are set up properly, we move on and introduce basic algorithms and fundamental solution concepts.

### 2.3.1 Data collection protocols

In this thesis we consider the following flexible protocol for data collection that subsumes a number of settings considered in the literature. In particular, the dataset $D$
consists of \(|D|\) sample trajectories, each of which has length \(H_D\). In the \(i\)-th trajectory, the agent starts from some initial state \(s_1^{(i)}\), takes actions according to a certain policy (potentially random and non-stationary), and records the \(H\)-step truncated trajectory \((s_1^{(i)}, a_1^{(i)}, r_1^{(i)}, s_2^{(i)}, \ldots, s_{H+1}^{(i)})\) in the dataset.

To fully specify the characteristics of the dataset, we need to determine (1) the value of \(H_D\), (2) how \(s_1^{(i)}\) is chosen, and (3) how the actions are chosen. Below we discuss a few combinations of interest, and for brevity we will drop the superscript \((\cdot)^{(i)}\) temporarily.

(a) \(H_D = 1\), round-robin \(s\) and \(a\)
In this setting, the agent only observes transition tuple \((s, a, r, s')\). (We drop the time steps in subscripts for brevity as there is only 1 time step.) The state \(s\) and action \(a\) are chosen cyclically through the state-action space \(S \times A\), which ensures that every state-action pair receives the same number of samples, often denoted as \(n\). The total number of transitions \(|D| = n \cdot |S \times A|\). This setting simplifies the data collection procedure and guarantees that all states and actions are uniformly covered in the dataset, which often simplifies the analysis of model-based RL methods [e.g. Mannor et al., 2007, Paduraru et al., 2008]. Chapter 3 of this thesis will use this protocol in the theoretical analysis.

(b) \(H_D = 1\), \(s\) and \(a\) sampled from distribution
When the state (and action) space is very large and the budget of data size \(N\) is limited, the previous protocol (a) becomes inappropriate as we cannot even set \(n\) to 1. A useful variant of (a) is to assume that \((s, a)\) is sampled i.i.d. from some distribution \(p \in \Delta(S \times A)\), where \(p\) is supported on the full space of \(S \times A\). If the RL algorithm to be applied incorporates some generalization schemes, we may still hope the algorithm can succeed when there are \((s, a)\) pairs that we have not seen even once in the data. This setting has been adopted in the analyses of approximate dynamic programming methods such as Fitted Value Iteration [Munos, 2007], and will be used in Chapter 5 of this thesis.

(c) \(H_D > 1\), \(s_1^{(i)} \sim \mu\), \(a_1^{(i)}\) chosen using a fixed policy
The previous two protocols assume that the dataset covers all states and actions automatically, which can be unrealistic sometimes. A more realistic protocol is that the initial state \(s_1^{(i)}\) is sampled i.i.d. from the initial distribution \(\mu\) (recall Section 2.1.1). For discounted problems, the trajectory length \(H_D\) is often set to the effective hori-
zon (Equation 2.10); for undiscounted finite-horizon problems, $H$ is naturally the horizon as in the problem specification (see Section 2.1.5).

In this thesis, Chapter 4 will use this protocol to study the off-policy evaluation problem, where actions are chosen according to a fixed stochastic policy. One might wonder what happens if some states are not reachable from the support of $\mu$, as this implies that we are not getting any data for those states. However, if the initial states are always sampled from $\mu$ when the agent is deployed, the unreachable states may be treated as if they did not exist and are not our concern.

(d) $H_D > 1$, $s_1^{(i)} \sim \mu$, $a_1^{(i)}$ chosen by the algorithm
All the previous protocols fix the choice of actions during data collection, and consequently the characteristics of the dataset is out of the agent’s control (i.e., they correspond to the batch setting of RL). In protocol (d), we give the algorithm full control over these actions. Intuitively (and informally), now the agent needs to take smart actions to ensure that it collects a “good” dataset that provides a comprehensive description of the environment, which is indeed the exploration challenge. While exploration is not the focus of this thesis, we introduce this protocol for completeness.

There are, of course, other protocols that are not in the incomplete list here. For example, the strongest data collection protocol is $H_D = 1$ and $s_1, a_1$ chosen by the algorithm, which can be used to emulate any of the above protocols and is required by the Sparse Sampling algorithm [Kearns et al., 2002]. Another protocol is that the data is a single long trajectory, which is often combined with some ergodicity-type assumptions to prevent the agent to get stuck in some subset of the state space [Kearns and Singh, 2002, Auer and Ortner, 2007, Jaksch et al., 2010].

2.3.2 Performance measures

Now that we have protocols for data collection, and an algorithm outputs some results based on the collected data, we need to specify the measure that we use to assess the quality of these results.

(i) Worst-case loss
Consider policy optimization. Suppose the agent computes a policy $\pi$ based on the
collected data. The worst-case loss measures the quality of the policy by

\[ \| V^* - V^\pi \|_\infty. \quad (2.12) \]

Note that \( V^* - V^\pi \) is element-wise non-negative, and the infinite norm takes the largest gap. This measure considers the suboptimality of the proposed policy \( \pi \) for the worst start state \( s_1 \). It is mostly used with data collection protocols (a) and (b) where there are some coverage guarantees over the entire state space, which is the case for Chapter 3 and 5.

Since data is random, so is the output policy \( \pi \) and the worst-case loss. To turn the random variable into deterministic quantities, we can either talk about the expected loss, or adopt the Probably Approximately Correct (PAC) framework [Valiant, 1984] and derive upper bound on the loss that is satisfied with high probability.

(ii) Loss under initial distribution
Demanding the algorithm to guarantee a small worst-case loss under protocols (c) and (d) may be vacuous, especially if there are states that are very hard or impossible to reach from the initial distribution \( \mu \). A more mild and natural performance measure is the loss under the initial distribution \( \mu \):

\[ \mu^\top V^* - \mu^\top V^\pi. \quad (2.13) \]

This measure is mostly used with protocol (c) and (d) when the initial distribution \( \mu \) is a crucial part of the problem definition, which is the case in Chapter 6. Interestingly, when this measure is combined with (d) and the PAC framework, the resulting setting is the theoretical framework for studying exploration in finite-horizon reinforcement learning problems [Dann and Brunskill, 2015, Krishnamurthy et al., 2016, Jiang et al., 2016].

(iii) Worst-case error
Consider policy evaluation, where the agent computes a value function \( V \) that approximates \( V^\pi \) for a given \( \pi \) based on data. Similar to (i), we can define the worst-case prediction error as

\[ \| V^\pi - V \|_\infty. \quad (2.14) \]
(iv) Error under initial distribution
Similarly we can define the analogy of (ii) for policy evaluation. Let the prediction error with respect to the initial distribution \( \mu \) be:

\[
|\mu^\top V^\pi - \mu^\top V|.
\]  

(2.15)

Essentially, the algorithm only needs to output a scalar \( \hat{v} \) in the place of \( \mu^\top V \) to approximate \( v^\pi := \mu^\top V^\pi \), and this is a standard statistical estimation problem. While \( \hat{v} \) depends on the data and is random, we can talk about the properties of \( \hat{v} \) as an estimator, such as bias, variance, and Mean Squared Error (MSE). Chapter 4 will use this measure in off-policy evaluation with data collection protocol (c).

(v) Online measures
All previous measures implicitly assume a clear separation between data collection and deployment. With online performance measures, such a distinction disappears: the agent is evaluated at the same time as it collects data. As an example, consider the following measure that counts the number of “mistakes” made by the algorithm: the agent determines a policy which it uses for every next trajectory, and an error is counted if the policy is more than \( \epsilon \) sub-optimal. This measure is sometimes referred to as a version of sample complexity for reinforcement learning [Kakade et al., 2003, Strehl et al., 2006]. Another well-known example is regret, which is also used in online learning literature [Shalev-Shwartz, 2011]; we will not talk about regret in detail as it makes more sense to discuss it in RL when the data is a single long trajectory.

2.3.3 Monte-Carlo methods
In the remainder of Section 2.3 we will survey a number of RL methods that are highly relevant to this thesis. We start with Monte-Carlo methods. In the RL context, the term “Monte-Carlo” refers to developing estimates of values without using bootstrapped targets, i.e., not invoking Bellman equations for policy evaluation or optimization where both sides of the equations contain unknowns. Instead, Monte-Carlo methods use the random return from the trajectory to form direct estimates.

As a basic example, consider policy evaluation. Given policy \( \pi \), we are interested in computing \( V^\pi \). Monte-Carlo policy evaluation performs the following simple steps: \( \forall s \in S \),
- Collect multiple trajectories by starting from $s_1 = s$ and following $\pi$ for $H$ steps.

- Compute the $H$-step discounted return $\sum_{t=1}^{H} \gamma^{t-1}r_t^{(i)}$ and take the average as an estimate of $V^\pi(s)$.

The expected value of the estimator is $V^{\pi,H}(s)$, and $H$ is often set large enough to ensure that $V^{\pi,H}(s)$ approximates $V^\pi(s)$ well. In fact, using the analysis in Section 2.2, we can easily get $\|V^{\pi,H} - V^\pi\|_\infty \leq \gamma^H R_{\text{max}}/(1 - \gamma)$, which takes the same form as Equation 2.9. Hence, the expression for effective horizon in Equation 2.10 applies to the policy evaluation setting as well.

The behavior of the algorithm is very straightforward: for each $s$ as the initial state, we get i.i.d. sample returns with mean $V^{\pi,H}(s)$ and range $[0, R_{\text{max}}/(1 - \gamma)]$. By using standard statistical bounds such as Hoeffding’s inequality [Hoeffding, 1963], we can obtain an error bound on $|V^{\pi,H}(s) - V^\pi(s)|$ as a function of the sample size that holds with high probability, and apply union bound to guarantee accurate estimation in all states simultaneously, i.e., low worst-case prediction error. The same type of analysis will be carried out throughout the thesis so we omit the details here.

In general, getting low worst-case error requires the number of total trajectories to scale at least linearly with the size of the state space $|S|$.

In some cases, mostly for episodic problems, it is possible to reuse a trajectory multiple times to form estimates of different states encountered along the trajectory; depending on how multiple occurrences of the same state is handled, the variants are called “first-visit” or “last-visit” Monte-Carlo policy evaluation [Sutton and Barto, 1998]. We do not introduce these variants as they grow the effective sample size at most by a multiplicative factor of $H$, which does not affect our discussion here.
On the other hand, Monte-Carlo policy evaluation requires the data collection protocol \( (d) \), and crucially the policy used to collect data should be the same as the policy to be evaluated (i.e., the algorithm is \textbf{on-policy}). When such assumptions fail, especially when the data collection policy is different from the evaluated policy, we face an \textbf{off-policy} policy evaluation problem. While extension of Monte-Carlo methods still enjoy independence of the state space size [Precup et al., 2000], the dependence on horizon is exponential [Li et al., 2015b, Jiang and Li, 2016].

2.3.4 Tabular methods

In this section we survey methods that can work with a wider range of data collection protocols than Monte-Carlo methods, and incur polynomial dependence on both size of state space and the horizon. These methods do not address the generalization challenge and can only be applied to problems with finite and small state spaces.\(^4\)

Tabular certainty-equivalence

Certainty-equivalence is a \textbf{model-based} RL algorithm, that is, it first estimates an MDP model from data, and then performs policy evaluation or optimization in the estimated model as if it were true. To specify the algorithm it suffices to specify the model estimation step.

Given a dataset \( D \) collected using any protocol, we first convert it into a bag of \( \{(s, a, r, s')\} \) tuples, where each trajectory \((s_1, a_1, r_1, s_2, \ldots, s_{H+1})\) is broken into \( H \) tuples: \((s_1, a_1, r_1, s_2), (s_2, a_2, r_2, s_3), \ldots, (s_H, a_H, r_H, s_{H+1})\). For every \( s \in \mathcal{S}, a \in \mathcal{A}, \) define \( D_{s,a} \) as the subset of tuples where the first element of the tuple is \( s \) and the second is \( a \), and we write \((r, s') \in D_{s,a}\) as the first two elements of the tuple does not need specification. The tabular certainty-equivalence model uses the following estimation of the transition function \( \hat{P} \):

\[
\hat{P}(s' | s, a) = \frac{\sum_{(r,s') \in D_{s,a}} \mathbb{I}(s' = (\cdot))}{|D_{s,a}|}. \tag{2.16}
\]

Here \( \mathbb{I}(\cdot) \) is the indicator function. In words, \( \hat{P}(s' | s, a) \) is simply the empirical frequency of observing \( s' \) after taking \( a \) in state \( s \). Similarly when reward function also

\(^4\)The term “tabular” refers to the fact that these algorithms often maintain functions of states as intermediate and output variables, which are traditionally represented as tables when the state space is finite and small.
needs to be learned, the estimate is

\[ \hat{R}(s, a) = \frac{\sum_{(r, s') \in D_{s,a}} r}{|D_{s,a}|}. \] (2.17)

\( \hat{P} \) and \( \hat{R} \) are the maximum likelihood estimates of the transition and the reward functions, respectively. Note that for the transition function to be well-defined we need \( n(s,a) > 0 \) for every \( s,a \in S \), which is guaranteed in protocol (a) where \( n(s,a) \equiv n \). In Chapter 3 we will give detailed analyses of learning guarantees for the tabular certainty-equivalence model.

**Value-based tabular methods**

Certainty-equivalence explicitly stores an estimated MDP model, which has \( O(|S|^2|A|) \) space complexity, and the algorithm has a batch nature, i.e., it is invoked after all the data are collected. In contrast, there is another popular family of RL algorithms that (1) only model the Q-value functions hence has \( O(|S||A|) \) sample complexity, (2) can be applied in an online manner, i.e., the algorithm runs as more and more data are collected. Well-known examples include Q-learning [Watkins, 1989] and Sarsa [Sutton, 1996].

Another very appealing property of these methods is that it is relatively easy to incorporate sophisticated generalization schemes, such as deep neural networks, which has recently led to many empirical successes [Mnih et al., 2015, Wang et al., 2016]. On the other hand, such methods are typically less sample-efficient than model-based methods and will not be discussed in more details in this thesis.\(^5\)

### 2.3.5 State abstractions

A common aspect of methods surveyed in the previous section is that the size of dataset (or sample size) required to yield learning guarantees is polynomial in the size of the state space. When the size of the state space is very large, as will be the case in many challenging problems, the agent needs to generalize what is learned about one state to other states using prior knowledge to reduce the effective size of the state space.

One of the easiest-to-deploy generalization schemes is state abstraction (or aggregation / compression). A state abstraction is a mapping \( h \) that maps the original

---

\(^5\)While techniques such as experience replay can be used to improve the sample efficiency of many online algorithms [Lin, 1992], the boundary between value-based and model-based methods is also blurred in this case [Vanseijen and Sutton, 2015].
(or raw) state space $S$ to some finite abstract state space; for brevity we do not use additional notation for the codomain of $h$ and simply write it as $h(S)$. Intuitively, if $s^{(1)}$ and $s^{(2)}$ are mapped to the same element, that is $h(s^{(1)}) = h(s^{(2)})$, they are treated as the same state.

Given a problem with state space $S$ and an abstraction $h$, a typical usage of $h$ is to (virtually) convert every state $s$ in the dataset $D$ into $h(s)$, and run any tabular algorithm over $D$ with the understanding that the state space is $h(S)$. For example, if we collect a dataset that consists of tuples $(s, a, r, s')$, we can view each tuple now as $(h(s), a, r, h(s'))$, and build a certainty-equivalence model over state space $h(S)$. This is always doable despite the fact that there might not be a well-defined MDP with state space $h(S)$ that is the groundtruth process for the dataset.

An obvious benefit of using state abstraction is the increase of effective sample size. Suppose we collected a dataset with $n$ samples per $(s, a)$ pair (protocol (a)), and an abstraction $h$ maps $s^{(1)}$ and $s^{(2)}$ to the same abstract state $\tilde{s}$. Then, after applying the abstraction, we get $2n$ samples for the state-action pairs $(\tilde{s}, a)$. In certainty-equivalence, we essentially double the sample size for estimating the transition and reward functions for a state-action pair and can enjoy lower variance in the estimates, or in other words, a reduced estimation error.

This advantage, of course, comes with a caveat, otherwise we could simply map every $s \in S$ to the same abstract state and maximize the number of samples per state. The caveat is that if we aggregate states that are very different from each other, the learned models / value functions / policies may lose fidelity to the original MDP and yield arbitrarily bad performance. In certainty-equivalence, this may correspond to a high bias in the estimated transition and reward functions, or in other words, a high approximation error. The trade-off between approximation error and estimation error (sometimes informally referred to as the bias-variance trade-off) is a constant theme of statistical machine learning [Mohri et al., 2012].

Intuitively, the approximation error is high when we aggregate states that are very different from each other. The question is, how should we define an (approximate) equivalence notion among states? Whether they share the same optimal action? Whether they share the same $Q^*$ values? Whether they yield the same rewards and next-state distributions? It turns out that, these criteria define a hierarchy of

---

6For general state abstractions it is more common to use the notation $h$ [Li et al., 2006, Ortner et al., 2014]. In this thesis, however, we will mostly view abstractions under the framework of homomorphisms ($h$ is the initial of “homomorphisms”), so we choose this notation for consistency [Ravindran and Barto, 2004]. In Chapter 6 we will also use $h$ to refer to the time step within a trajectory, which should not be confused with abstractions.
state abstractions; as we move up in the hierarchy, we obtain more aggregation opportunities, but at the same time some algorithms are less well-behaved when used with these abstractions.

**Definition 2.1** (Abstraction hierarchy [Li et al., 2006]). Given MDP $M = (S, A, P, R, \gamma)$ and state abstraction $h$ that operates on $S$, define the following types of abstractions:

1. $h$ is $\pi^*$-irrelevant if there exists an optimal policy $\pi^*$, such that $\forall s^{(1)}, s^{(2)} \in S$ where $h(s^{(1)}) = h(s^{(2)})$, $\pi^*(s^{(1)}) = \pi^*(s^{(2)})$.

2. $h$ is $Q^*$-irrelevant if $\forall s^{(1)}, s^{(2)}$ where $h(s^{(1)}) = h(s^{(2)})$, $\forall a \in A$, $Q^*(s^{(1)}, a) = Q^*(s^{(2)}, a)$.

3. $h$ is model-irrelevant if $\forall s^{(1)}, s^{(2)}$ where $h(s^{(1)}) = h(s^{(2)})$, $\forall a \in A$, $x' \in h(S)$,

$$R(s^{(1)}, a) = R(s^{(2)}, a), \sum_{s' \in h^{-1}(x')} P(s'|s^{(1)}, a) = \sum_{s' \in h^{-1}(x')} P(s'|s^{(2)}, a). \quad (2.18)$$

The following property of the hierarchy shows that $\pi^*$-irrelevance is the most lenient and model-irrelevance is the most strict.

**Proposition 2.2** (Theorem 2 of Li et al. [2006]). Model-irrelevance implies $Q^*$-irrelevance, which further implies $\pi^*$-irrelevance.

In RL literature, the notion of model-irrelevance was originally introduced by Givan et al. [2003] as bisimulations, and was later generalized to MDP homomorphisms to handle action aggregation and permutation [Ravindran, 2004]. While this notion is most strict in the abstraction hierarchy, it also secures the success of almost any tabular RL algorithm: given model-irrelevant $h$, it is fundamentally impossible to distinguish between two datasets, one drawn from an abstract MDP $M^h$ that is a perfect compression of the original MDP $M$ (this MDP is implicit from Equation 2.18 and will be defined explicitly in Chapter 5), and the other drawn from the original MDP and converted using $h ((s, a, r, s') \rightarrow (h(s), a, r, h(s')))$; for the purpose of analysis we can simply treat the algorithm as if it were run in $M^h$, and any guarantee for the algorithm automatically extends.

---

7Li et al. [2006] also included two additional types of abstractions as well as the raw representation in the hierarchy theorem, which are omitted here.

8In this thesis we do not address action aggregation and permutation, and will use bisimulations and homomorphisms interchangeably.
On the other hand, if $h$ is $Q^*$-irrelevant, the compression does not preserve rewards or dynamics in general. While some tabular algorithms can still be applied and their guarantees extend (e.g., Q-learning), these extensions are not automatic and need new analyses (see e.g., Section 8.2.3 in [Li, 2009]). When it comes to $\pi^*$-irrelevance, it is known that value-based and model-based algorithms may break down [Jong and Stone, 2005]; only policy search methods which directly optimize the return over a policy class can retain guarantees due to their robustness to agnosticity [Williams, 1992].
CHAPTER 3

Dependence of Effective Planning Horizon on Data Size

For MDPs with long horizons (i.e., discount factors close to one), it is common in practice to use reduced horizons during planning to speed computation at the possible expense of computing suboptimal plans. However, perhaps surprisingly, when the model available to the agent is estimated from data, the policy found using a shorter planning horizon can actually be better than a policy learned with the true horizon. In this chapter we provide a precise explanation for this phenomenon based on principles of learning theory. We show formally that the planning horizon is a complexity control parameter for the class of policies available to the planning algorithm. In particular, it has an intuitive, monotonic relationship with a simple counting measure of complexity, and a similar relationship can be observed empirically with a more general and data-dependent Rademacher complexity measure. Each complexity measure gives rise to a bound on the planning loss predicting that a planning horizon shorter than the true horizon can reduce overfitting and improve test performance, and we confirm these predictions empirically.

3.1 Introduction

When planning with Markov decision processes (MDPs), we distinguish between two different horizons (or, equivalently, discount factors). The evaluation horizon, specified by the problem formulation, is part of the definition of the ultimate measure of performance for a policy and cannot be changed. The planning horizon, on the other hand, is a parameter supplied to the planning algorithm; it affects the resulting policy but need not match the evaluation horizon. Generally, the deeper or longer the planning horizon, the greater the computational expense of computing
a policy [Kearns et al., 2002, Kocsis and Szepesvári, 2006], while in principle the shallower or shorter the planning horizon (relative to the evaluation horizon), the more suboptimal the resulting policy is likely to be [Kearns et al., 2002]. Thus, there is a tradeoff between computation and optimality that is relatively well-understood in cases where the MDP model (henceforth, simply model) used for planning is accurate.

In this chapter, we argue that there is another important reason to use shorter planning horizons in the more realistic case where the model used for planning is estimated from data: avoiding overfitting. Specifically, we show formally that the planning horizon controls the complexity of the policy class—shorter planning horizons define less complex policy classes. As in supervised learning, the optimal complexity (and therefore the optimal planning horizon) depends on the quantity of data used to estimate the model.

We explore two measures of complexity in this chapter. The first is a simple and intuitive counting measure that we show is monotonically related to the planning horizon. The second is a Rademacher complexity measure [Bartlett and Mendelson, 2003], which allows a more general analysis. For each measure we prove a bound on the planning loss given a particular choice of planning horizon. Each bound has two terms that depend in opposite ways on the planning horizon: one prefers the longest possible planning horizon (up to the true horizon), encouraging fidelity to the ultimate evaluation metric, while the other encourages the shortest possible planning horizon, keeping the policy class simple and thereby reducing the possibility of overfitting. In general, the bounds suggest that some intermediate planning horizon will be optimal. We verify these predictions empirically, showing that even in the absence of computational constraints it can be beneficial to use a reduced planning horizon.

Section 3.2 provides background on planning in MDPs. Section 3.3 formalizes the counting complexity measure. Rademacher complexity is discussed in Section 3.4, and Section 3.5 provides experimental validation of our claims.

---

1The computational dependence is linear in the planning horizon for planning algorithms such as value iteration, but those are limited to problems with small state spaces because of their quadratic dependence on size of the state space. For the large or infinite state space problems that motivate our research, Monte-Carlo Tree Search (or MCTS) [Browne et al., 2012] methods such as UCT [Kocsis and Szepesvári, 2006] are used because their complexity is independent of the size of the state space. However, these state-of-the-art methods have an exponential dependence on the planning horizon.
3.2 Preliminaries

We explicitly distinguish between the evaluation horizon and the planning horizon by the following notations in this chapter: we will use \( M = (\mathcal{S}, \mathcal{A}, P, R, \gamma_{\text{eval}}) \) to specify the decision-making problem of interest, where \( \gamma_{\text{eval}} \) is the evaluation discount factor. We denote the optimal policy for \( M \) as \( \pi^*_{M,\gamma_{\text{eval}}} \) to make explicit its dependence on \( \gamma_{\text{eval}} \), and define \( V^*_{M,\gamma_{\text{eval}}} \) similarly. On the other hand, the optimal policy computed using an arbitrary discount factor \( \gamma \) is denoted as \( \pi^*_{M,\gamma} \), which is optimal for \( (\mathcal{S}, \mathcal{A}, P, R, \gamma) \), and we define \( V^*_{M,\gamma} \) similarly.

Certainty-equivalence control In practical settings, we rarely know the true parameters of the agent-environment interaction, i.e., we rarely have an exact model.\(^2\) In this chapter, we are interested in the case where the model is estimated from data; scarcity of data then implies that our model will only be approximate. In certainty-equivalence control we act according to the policy that is optimal with respect to the inaccurate model used for planning. Hereafter, we will be concerned with the performance of the policy \( \pi^*_{\hat{M},\gamma} \), where \( \hat{M} \) is the certainty-equivalence model introduced in Section 2.3.4, and \( \gamma \in [0, \gamma_{\text{eval}}] \) is the guidance discount factor (which might not be equal to \( \gamma_{\text{eval}} \)). Note that our use of the certainty-equivalent policy allows us to abstract away all details of specific planning algorithms and focus solely on the influence of the guidance discount factor \( \gamma \) and its interaction with the quality of the model \( \hat{M} \).

Evaluation We emphasize that the certainty-equivalence policy computed using \( \gamma \) in model \( \hat{M} \) will nonetheless be evaluated in \( M \) using \( \gamma_{\text{eval}} \). We capture this explicitly in our definition of the planning loss as the largest (over states) absolute difference in the values of the optimal policy \( \pi^*_{M,\gamma_{\text{eval}}} \) and the CE-control policy \( \pi^*_{\hat{M},\gamma} \) when each is evaluated in the true environment \( M \) with the evaluation discount factor \( \gamma_{\text{eval}} \). This definition is an instantiation of performance measure (i) in Section 2.3.2, and

\(^2\)Indeed, even if we could know the model parameters exactly, often it is too representationally and computationally challenging to make them available to the planning agent. For example, we might know \( P \) in the form of a local generative model, and yet it could be computationally infeasible to compute the probability model. One could use MCTS algorithms for planning with an accurate generative model without converting to a probability model, but even then, for computational reasons, we would have to use a limited search tree to compute the choice of action at each time step. This is equivalent to exact planning with the inaccurate models implicit in the limited search tree, e.g., [Kearns and Singh, 2002].
can be formally written as

\[
\text{Planning loss: } \left\| V_{M,\gamma}^{\pi_{M,\gamma}} - V_{M,\gamma}^{\hat{\pi}_{M,\gamma}} \right\|_{\infty}.
\]  

(3.1)

**Discount factors and planning horizon**  When computing a policy with guidance discount factor \( \gamma \), there is an implicit notion of planning horizon. The larger \( \gamma \), the longer the planning horizon, because rewards further into the future have an effect on the choice of optimal action in the current state. Indeed, in tree-search based planning algorithms such as UCT [Browne et al., 2012, Kocsis and Szepesvári, 2006], \( \gamma \) is often explicitly translated into a planning horizon of order \( O(1/(1 - \gamma)) \). Hereafter, we use guidance discount factor and planning horizon interchangeably with the understanding that the actual use depends on the nature of the planning algorithm.

**Optimal guidance discount factor**  The decoupling of \( \gamma_{\text{eval}} \) and \( \gamma \) is fundamental to our work. The former is specified by the MDP, while the latter is a parameter under the control of the planning algorithm. If \( \hat{M} = M \), the only reason for \( \gamma < \gamma_{\text{eval}} \) would be to obtain computational savings (at the expense of acting suboptimally). Our aim is to show that when \( \hat{M} \neq M \) there is another important reason to pick \( \gamma < \gamma_{\text{eval}} \).

Given \( M \) and \( \hat{M} \), an optimal guidance discount factor can be defined as follows:

\[
\gamma^* = \arg\min_{0 \leq \gamma \leq \gamma_{\text{eval}}} \left\| V_{M,\gamma}^{\pi_{M,\gamma}} - V_{M,\gamma}^{\hat{\pi}_{M,\gamma}} \right\|_{\infty}.
\]  

(3.2)

This is the discount factor the certainty-equivalence planner should use to minimize planning loss. (In general, there will be a range of optimal values for \( \gamma^* \); for computational reasons it is natural to pick the smallest value in that range.)

### 3.3 Planning Horizon and A Complexity Measure

Equation 3.2 above suggests that \( \gamma^* < \gamma_{\text{eval}} \) might be optimal—and indeed this is often observed in practice—but we do not yet have clear intuitions about when or why that would be true. We offer the following explanation: \( \gamma \) is a complexity control parameter for certainty-equivalent planning.
3.3.1 A counting complexity measure

Specifically, we will show in this section that $\gamma$ monotonically controls the number of policies that can be optimal given a fixed state space, action space, and reward function. When $\hat{M}$ is estimated from a limited data set, we can therefore avoid overfitting in policy selection by restricting the number of available policies through $\gamma$. (Later, we will relax the assumption that the reward function is known, and in Section 3.4 we will extend this intuition to a more sophisticated Rademacher measure.)

In the traditional empirical risk minimization setting for supervised learning, training data are used to evaluate the models in a given model class, and the model with the lowest training error is selected [Vapnik, 1992]. Overfitting occurs when the model class is too complex compared to the effective size of the dataset, and one way to avoid overfitting is to limit the complexity of the model class.

We draw analogies to four elements in this scenario (see Table 3.1 for a summary): (1) the size of the dataset, (2) the complexity of the model class, (3) empirical risk minimization as a method for selecting a model from the class of models, and (4) some way to control model complexity. In our planning setting, the size of the dataset corresponds to the number of samples used to estimate $\hat{M}$. We assume that for every state-action pair $(s, a)$, we observe $n$ samples of the successor state drawn from the true transition function. (For now, we assume that the rewards $R$ are known exactly.) The model class in our setting is the set of policies that are opti-

<table>
<thead>
<tr>
<th></th>
<th>Empirical risk minimization</th>
<th>Certainty-equivalent planning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data</strong></td>
<td>A set of input-output pairs</td>
<td>Empirical model $M$ estimated from $(s, a, r, s')$ tuples</td>
</tr>
<tr>
<td><strong>Candidates</strong></td>
<td>Hypotheses class</td>
<td>Policy class</td>
</tr>
<tr>
<td><strong>Selection rule</strong></td>
<td>Minimizing training error</td>
<td>Maximizing value $V_{\pi M, \gamma}$</td>
</tr>
<tr>
<td><strong>Complexity Parameter</strong></td>
<td>E.g., # features, margin</td>
<td>Planning discount factor $\gamma$</td>
</tr>
<tr>
<td><strong>Explanation of Overfitting</strong></td>
<td>More features / less margin (e.g., via VC-dimension)</td>
<td>Larger $\gamma$ (our Theorem 3.1)</td>
</tr>
<tr>
<td></td>
<td>Richer hypotheses class</td>
<td>Richer policy class (our Theorem 3.2)</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$ e.g., [Vapnik, 1999], Eq. 20</td>
<td>$\downarrow$ Higher variance</td>
</tr>
<tr>
<td></td>
<td>Higher variance</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: An analogy between empirical risk minimization and certainty-equivalent planning.
mal for at least one possible \( \hat{M} \); we refer to this as the policy class. The complexity of the model class corresponds to the size of the policy class, i.e., the number of policies that are potentially optimal. Empirical risk minimization corresponds to selecting the optimal policy for \( \hat{M} \), as achieved by certainty-equivalence planning. These three correspondences are evident. It remains to show that reducing the guidance discount factor \( \gamma \) corresponds to reducing the size of the policy class being searched over by planning. Theorem 3.1 shows that this is indeed the case.

**Theorem 3.1.** For any fixed state space \( S \), action space \( A \), and reward function \( R \), define the policy class

\[
\Pi_{R,\gamma} = \{ \pi : \exists P \text{ s.t. } \pi \text{ is optimal in } (S, A, P, R, \gamma) \}.
\]  

Then the following claims hold:

1. \( |\Pi_{R,0}| = 1 \) if, for all \( s \in S \), \( \arg \max_{a \in A} R(s, a) \) is unique.

2. \( \Pi_{R,\gamma} \subseteq \Pi_{R,\gamma'} \) \( \forall \gamma, \gamma' : 0 \leq \gamma \leq \gamma' < 1 \)

3. \( \exists \gamma < 1, |\Pi_{R,\gamma}| \geq |A|^{|S|-2} \) if \( \exists s, s' \in S, \max_{a \in A} R(s, a) > \max_{a' \in A} R(s', a') \).

The condition for claim 1 ensures that there are no ties in the maximal reward for each state, and the condition for claim 3 requires that one cannot obtain the maximal reward at every state. Note that \( \Pi_{R,\gamma} \) counts policies that are optimal as \( P \) is allowed to vary arbitrarily, but explicitly depends on the fixed, known reward function \( R \). (If \( R \) were allowed to vary with \( P \), then every policy could be optimal at every \( \gamma \).)

In Sections 3.3.3 and 3.4 we will show how this restriction can be lifted.

Taken together, the three claims of Theorem 3.1 show that \( \gamma \) monotonically adjusts the size of the policy class from 1 to at least \( |A|^{|S|-2} \), which is “almost all” of the \( |A|^{|S|} \) possible policies. Thus the choice of guidance discount factor tightly controls complexity. Figure 3.1 illustrates this by showing that, as \( \gamma \) varies from 0 to \( \gamma_{\text{eval}} \), we recover the traditional learning curves from supervised learning. Training loss decreases monotonically as \( \gamma \) increases, while test loss is U-shaped, indicating that an overly large \( \gamma \) causes overfitting. (See the caption for details on how these empirical results were produced and how training and testing loss were defined.) We can also see in Figure 3.1 that the location of the minimum of the test loss curve—that is, the optimal \( \gamma \)—shifts to the right as we get more data.

We now prove the three claims in turn. Claim 1 is straightforward; the optimal policy does not depend on \( T \) when \( \gamma = 0 \), thus the policy that picks the action
Figure 3.1: Learning curves as a function of $\gamma$, the guidance discount factor. For a single MDP $M$ sampled from the RANDOM-MDP distribution specified in Section 3.5 we build $\hat{M}$ by sampling each state-action pair $n = 2, 5, 10,$ or $20$ times; the different subgraphs correspond to different values of $n$. The reward function is assumed known, and $\gamma_{\text{eval}} = 0.99$. One thousand i.i.d. draws of the datasets lead to a thousand $\hat{M}'s$ for each $n$. For each $\hat{M}$, the training loss is the negative value of the certainty-equivalence policy on the estimated model $\hat{M}$: $-\frac{1}{|S|} \sum_{s \in S} V_{\pi_{\hat{M},\gamma}(s)}$, and the test loss is the negative value of that same policy on the actual MDP $M$: $-\frac{1}{|S|} \sum_{s \in S} V_{\pi_{M,\gamma_{\text{eval}}}(s)}$. The figures show the average training and test loss over the random draws of the datasets with error bars. These learning curves share qualitative properties with learning curves in supervised learning: (1) monotonically decreasing training curves and U-shaped test curves; (2) the smaller the amount of data or the larger the complexity control parameter (for us it is $\gamma$), the larger the gap there is between the training curve and the test curve.
with the highest immediate reward is optimal. The assumption guarantees that this policy is unique.

**Proof of Theorem 3.1, claim 2.** We will prove that for $\gamma \leq \gamma', \pi \in \Pi_{R,\gamma} \Rightarrow \pi \in \Pi_{R,\gamma'}$. Let $P$ be a transition function for which $\pi$ is optimal in $(S, A, P, R, \gamma)$. We will construct $P'$ such that the MDP $M' = (S, A, P', R, \gamma')$ has the property that for all $\pi': S \rightarrow A$,

$$V_{M',\gamma'}^{\pi'} = cV_{M,\gamma}^{\pi'},$$

(3.4)

where $c$ is a positive constant that only depends on $\gamma$ and $\gamma'$. Consequently, $\pi$ is also optimal in $M'$.

Let $P'(s'|s, a) = (1 - \alpha)P(s'|s, a) + \alpha \mathbb{I}(s = s')$, where $\mathbb{I}(\cdot)$ is the indicator function and $\alpha$ is a scalar in the range $[0, 1]$. That is, $P'$ is a transition function where, with probability $1 - \alpha$, transitions behave according to $P$, but with probability $\alpha$, a state simply transitions to itself. Recall that

$$V_{M,\gamma}^{\pi'} = (I_{|S|} - \gamma P^{\pi'})^{-1} R^{\pi'}, \quad V_{M',\gamma'}^{\pi'} = (I_{|S|} - \gamma' P'^{\pi'})^{-1} R^{\pi'},$$

(3.5)

where $P^{\pi'}$ is the $|S| \times |S|$ transition matrix for policy $\pi$ and and $R^{\pi'}$ is the $|S| \times 1$ reward vector (see Section 2.1.3). We have

$$P'^{\pi'} = (1 - \alpha)P^{\pi'} + \alpha I_{|S|},$$

(3.6)

hence

$$V_{M',\gamma'}^{\pi'} = \left( I_{|S|} - \gamma' \left( (1 - \alpha)P^{\pi'} + \alpha I_{|S|} \right) \right)^{-1} R^{\pi'} = \left( (1 - \gamma') \alpha I_{|S|} - \gamma' (1 - \alpha)P^{\pi'} \right)^{-1} R^{\pi'} = \frac{1}{1 - \gamma' \alpha} \left( I_{|S|} - \gamma' (1 - \alpha)P^{\pi'} \right)^{-1} R^{\pi'}.$$

Letting $\gamma' (1 - \alpha) \frac{1}{1 - \gamma' \alpha} = \gamma$, we get $\alpha = \frac{1 - \gamma'/\gamma}{1 - \gamma}$, which is between 0 and 1 since $0 \leq \gamma \leq \gamma' < 1$, and thus

$$V_{M',\gamma'}^{\pi'} = \frac{1 - \gamma}{1 - \gamma'} V_{M,\gamma}^{\pi'}.$$ 

(3.7)

This completes the proof. \qed

**Proof of Theorem 3.1, claim 3.** The proof is by construction. Let $(s^*, a^*)$ be a state-action pair that achieves the highest reward among all state-action pairs. Let $s'$ be a
state whose maximal reward action \( a' \) gives reward strictly less than \( R(s^*, a^*) \). Such a state always exists under the assumption for this claim in the theorem. Consider an arbitrary policy \( \pi \), with the only constraints that \( \pi(s^*) = a^* \) and \( \pi(s') = a' \). Then the following transition function makes \( \pi \) optimal for large enough \( \gamma \):

\[
\forall s \in S \quad P(\cdot|s,a) = \begin{cases} \delta_{s^*} & \text{if } a = \pi(s), s \neq s' \\ \delta_{s'} & \text{otherwise} \end{cases} \tag{3.8}
\]

where \( \delta_{(\cdot)} \) denotes the delta distribution. The optimality of \( \pi \) at \( s^* \) and \( s' \) is trivial, as both states are absorbing and \( \pi \) chooses the action that maximizes immediate reward. In any other state \( s \), we show that \( \pi \) is optimal by comparing the optimal Q-value of \( (s, \pi(s)) \) to that of \( (s, a) \) for any other action \( a \):

\[
Q^*(s, \pi(s)) = R(s, \pi(s)) + \frac{\gamma}{1 - \gamma} R(s^*, a^*),
\]

\[
Q^*(s, a) = R(s, a) + \frac{\gamma}{1 - \gamma} R(s', a'). \tag{3.10}
\]

We know \( R(s^*, a^*) - R(s', a') > 0 \), and as \( \gamma \) approaches one, \( \gamma/(1 - \gamma) \) tends to infinity, so for sufficiently large \( \gamma \) we can guarantee that \( Q^*(s, \pi(s)) > Q^*(s, a) \). Recall that we constrained \( \pi \) in only two states, hence the number of such policies is \(|A||S| - 2\).

\[\square\]

### 3.3.2 Planning loss bound

Completing the connection to model class complexity in supervised learning, we show that the loss of the certainty-equivalence policy for \( \hat{M} \) is bounded, with high probability, in terms of the policy class complexity \( |\Pi_{R,\gamma}| \). This is analogous to a standard generalization bound [Kearns and Vazirani, 1994], and implies that an intermediate value of \( \gamma \) will generally be optimal; moreover, as the amount of data \( (n) \) increases, so does the optimal \( \gamma \).

**Theorem 3.2.** Let \( M \) be an MDP with non-negative rewards and evaluation discount factor \( \gamma_{\text{eval}} \). Let \( \hat{M} \) be an MDP comprising the true reward function of \( M \) and a transition function estimated from \( n \) samples for each state-action pair. Then certainty-equivalence planning with \( \hat{M} \) using guidance discount factor \( \gamma \leq \gamma_{\text{eval}} \) has planning loss

\[
\left\| V^\pi_{M, \gamma_{\text{eval}}} - V^\pi_{\hat{M}, \gamma} \right\|_\infty \leq \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}} + \frac{2\gamma R_{\text{max}}}{(1 - \gamma)^2} \sqrt{\frac{1}{2n} \log \frac{2|S||A||\Pi_{R,\gamma}}{\delta}} \tag{3.11}
\]
with probability at least $1 - \delta$.

The proof of the theorem is in Section 3.7. The upper bound in Theorem 3.2 has two terms. The first is a bound on the planning loss incurred by using the guidance discount factor $\gamma$ instead of the evaluation discount factor $\gamma_{eval}$ in the true $M$. This term goes to zero as $\gamma$ increases and approaches $\gamma_{eval}$. The second term isolates the planning loss due to the use of $\hat{M}$ instead of $M$, but does not depend on $\gamma_{eval}$. In contrast to the first term, this term increases with $\gamma$, since greater policy class complexity allows performance on $M$ and $\hat{M}$ to diverge more dramatically. The dependence on the policy complexity $|\Pi_{R,\gamma}|$ is the novelty of our bound, compared to related work bounding loss by model errors or Bellman residuals [Kearns and Singh, 2002, Strehl et al., 2009, Farahmand et al., 2010].

The two terms in the bound of Theorem 3.2 depend in opposite ways on $\gamma$, therefore the bound will be optimized at some intermediate value. As the amount of data $n$ increases, the second term will shrink and the bound will prefer larger values of $\gamma$. We will observe this behavior empirically in Section 3.5.

### 3.3.3 Handling uncertain rewards

The above analysis assumes that the reward function is known (i.e., $\hat{M}$ contains the true reward function $R$). In this section we extend our analysis to handle cases where the rewards are unknown and must be estimated from data. We first establish a simple generalization of Theorem 3.1, where instead of fixing $R$ we allow it to vary over a set of reward functions; the corresponding policy class is then the union of $\Pi_{R',\gamma}$ over all reward functions $R'$ in the set. Then we prove a generalized version of Theorem 3.2 where rewards are estimated from data, using the new complexity measure.

**Theorem 3.3.** For any fixed state space $S$, action space $A$, and a space of reward functions $\mathcal{R}$, define the policy class

$$\Pi_{R,\gamma} = \bigcup_{R' \in \mathcal{R}} \{ \pi : \exists P \text{ s.t. } \pi \text{ is optimal in } (S, A, P, R', \gamma) \}. \quad (3.12)$$

Then the following claims hold:

1. $|\Pi_{R,0}| = 1$ if, $\forall s \in S, \exists a \in A$, $\min_{R' \in \mathcal{R}} R'(s,a) > \max_{a' \neq a, R' \in \mathcal{R}} R'(s,a')$.

2. $\Pi_{R,\gamma} \subseteq \Pi_{R,\gamma'} \forall \gamma, \gamma' : 0 \leq \gamma \leq \gamma' < 1$.
3. $\exists \gamma < 1, |\Pi_{R,\gamma}| \geq |A|^{|S|^{-2}}$ if $\exists R' \in \mathcal{R}, s, s' \in S, \max_{a \in A} R'(s, a) > \max_{a' \in A} R'(s', a')$.

Claims 2 and 3 are direct corollaries of Theorem 3.1: claim 2 follows because a union of supersets is always a superset of the union, and claim 3 follows because the size of a union set is at least the size of any set that contributes to the union. However, claim 1 states that $\Pi_{R,\gamma}$ is a singleton only if, for each state, there exists a dominating action whose most pessimistic reward value (over $\mathcal{R}$) is higher than the most optimistic reward value (over $\mathcal{R}$) of all other actions. Thus, $\Pi_{R,\gamma}$ still grows monotonically with $\gamma$, eventually almost covering the whole set of policies, but may not become arbitrarily small as $\gamma \to 0$ unless $\mathcal{R}$ satisfies additional constraints. This is the main price paid in generalizing Theorem 3.1.

We now turn to deriving a planning loss bound that parallels Theorem 3.2 in the setting where rewards are learned from data. The central idea is to first identify a set of reward functions in which the estimated reward function is highly likely to appear, and then use the policy complexity of that set as defined in Equation 3.12.

**Theorem 3.4.** Let $M$ be an MDP with non-negative rewards and evaluation discount factor $\gamma_{\text{eval}}$. Let $\hat{M}$ be an MDP comprising reward and transition functions estimated from $n$ samples for each state-action pair. Define

$$\Delta = R_{\text{max}} \sqrt{\frac{1}{2n} \log \frac{4|S||A|}{\delta}}, \quad \mathcal{R}_\Delta = \{ R' : \forall s \in S, a \in A, |R'(s, a) - R(s, a)| \leq \Delta \}.$$ 

Then certainty-equivalence planning with $\hat{M}$ using guidance discount factor $\gamma \leq \gamma_{\text{eval}}$ has planning loss

$$\left\| V_{\pi_{M,\gamma_{\text{eval}}}} - V_{\pi_{\hat{M},\gamma}} \right\|_\infty \leq \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}} + \frac{2R_{\text{max}}}{(1 - \gamma)^2} \sqrt{\frac{1}{2n} \log \frac{4|S||A||\Pi_{\mathcal{R},\gamma}|}{\delta}}$$

(3.13)

with probability at least $1 - \delta$.

The proof is deferred to Section 3.8 and is similar to the proof of Theorem 3.2; the major change is that, while the previous complexity measure $|\Pi_{R,\gamma}|$ only depended on the known $R$ and $\gamma$, the new complexity measure $|\Pi_{\mathcal{R},\gamma}|$ also depends on the dataset size via $\Delta$. However, the qualitative relationship between the bound and the dataset size is the same: as $n$ increases, $\Delta$ decreases, and $\Pi_{\mathcal{R},\gamma}$ shrinks. Thus the first term in Equation 3.13 remains unaffected, and the second term decreases
with \( n \), implying that more data will reduce the degree of overfitting, just as in Theorem 3.2.

### 3.4 Rademacher Complexity Bound

In the previous section we showed how \( |\Pi_{R,\gamma}| \) (and its generalization to unknown rewards) can be used to bound the loss of certainty-equivalence planning. While this simple complexity measure has the advantage of being easy to interpret and allowed us to prove a clean, monotonic relationship with the guidance discount factor, hypothesis-counting measures of complexity are typically weak, whereas modern data-dependent measures can be significantly tighter and more sensitive [Koltchinskii and Panchenko, 2000].

In this section, we present an alternative analysis using a Rademacher complexity measure [Bartlett and Mendelson, 2003]. We provide a loss bound parallel to that in Theorem 3.2 (and 3.4) that is also optimized at an intermediate \( \gamma \) that increases with sample size. Before providing our theoretical results, we first briefly review Rademacher complexity and explain how we apply it to the certainty-equivalent planning setting.

**Rademacher complexity** Consider a standard binary classification problem in supervised learning, where the data consists of input-output pairs \((x_1, y_1), \ldots, (x_n, y_n) \in \mathcal{X} \times \{-1, +1\}\). How can we measure the potential for overfitting when choosing the hypothesis that minimizes the training error from a set of functions \( \mathcal{F}\)?

One answer is as follows. Construct a new dataset \((x_1, \sigma_1), \ldots, (x_n, \sigma_n)\), where the \( \sigma_i \) are independent, unbiased coin flips. In general, no algorithm can do better than random guessing on this data, since the inputs provide no information about the labels. Thus, if we achieve a low training error by choosing among the functions in \( \mathcal{F} \), we must be learning the random patterns in \( \sigma_i \)—i.e., overfitting. We can use this as a proxy for the overfitting that occurs on the original dataset \( \{(x_i, y_i)\}_{i=1}^n \).

Slightly more formally, the expected degree of overfitting on the new dataset (over many draws of \( \{\sigma_i\} \)) is called the *Rademacher complexity* of \( \mathcal{F} \) with respect to inputs \( \{x_i\}_{i=1}^n \), and we can use it to bound the generalization error when fitting \( \{(x_i, y_i)\}_{i=1}^n \) with \( \mathcal{F} \).3 While the motivating example above is Rademacher complex-

---

3The actual analyses often bound generalization error by the Rademacher complexity of the function class that maps \((x, y)\) to the loss of each hypothesis, and then relate this Rademacher complexity
ity’s application to classification problems, it also applies to regression problems where \( F \) contains real-valued functions with bounded range. The mathematical definition of Rademacher complexity is given below.

**Definition 3.1.** Given a function class \( F \subset (\mathcal{X} \rightarrow \mathbb{R}) \) and \( \mathcal{X} \), a collection of \( n \) points in \( \mathcal{X} \), the empirical Rademacher complexity is defined as

\[
\hat{R}_X(F) = \mathbb{E}_{\sigma_i \sim \text{unif}\{-1,1\}} \left[ \sup_{f \in F} \frac{1}{n} \sum_{x \in \mathcal{X}} \sigma_i f(x) \right].
\] (3.14)

**Application to certainty-equivalent planning** Recall the analogy in Table 3.1: translating training errors to value functions and hypotheses to policies, we can derive a Rademacher complexity measure for the space of value functions corresponding to all possible policies, and therefore bound the degree of overfitting in certainty-equivalent planning. This is formalized in Theorem 3.5, in parallel to Theorems 3.2 and 3.4. Before stating the theorem, we first define a function class induced from an MDP whose Rademacher complexity will be used in the theorem.

**Definition 3.2.** Let \( M \) be an MDP and \( \gamma \in [0, 1) \) be any discount factor. Define function class \( F_{M,\gamma} = \{ f^\pi_{M,\gamma} : \pi \in \mathcal{S} \rightarrow \mathcal{A} \} \), with \( f^\pi_{M,\gamma}(r, s') = r + \gamma V^\pi_{M,\gamma}(s') \).

**Theorem 3.5.** Let \( M \) be an MDP with non-negative rewards and evaluation discount factor \( \gamma_{\text{eval}} \). Let \( \hat{M} \) be an MDP comprising reward and transition functions estimated from \( n \) samples for each state-action pair. Then certainty-equivalence planning with \( \hat{M} \) using guidance discount factor \( \gamma \leq \gamma_{\text{eval}} \) has planning loss

\[
\| V^\pi_{M,\gamma_{\text{eval}}} - V^\pi_{\hat{M},\gamma_{\text{eval}}} \|_\infty \leq \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}} + \frac{2}{1 - \gamma} \left( 2 \max_{s \in \mathcal{S}} \hat{R}_{D_{s,a}}(F_{M,\gamma}) + \frac{3R_{\text{max}}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{4|\mathcal{S}||\mathcal{A}|}{\delta}} \right)
\]

with probability at least \( 1 - \delta \), where \( D_{s,a} \) is the set of \( n \) pairs of immediate reward and next-state \( (r, s') \) sampled from \( (s, a) \) in dataset \( D \).

The proof of the theorem is in Section 3.9. The bound has the same decomposition as Theorems 3.2 and 3.4, but replaces the second term (loss due to planning with \( \hat{M} \) under \( \gamma \)) with a bound in terms of the Rademacher complexity of a function class \( F_{M,\gamma} \) in which each function corresponds to a policy in the MDP. For each to that of the original hypothesis class. We only provide high-level intuition here and do not discuss the technical details.
state-action pair, the empirical model $\hat{M}$ can be viewed as implicitly learning the expected values of all the functions in $F_{M,\gamma}$ simultaneously from input samples $D_{s,a}$. The maximal deviation (over all functions) can be bounded by a state-action specific Rademacher complexity, and the worst case complexity (over all state-action pairs) translates to planning loss.

To show that the bound is optimized by an intermediate $\gamma$ which increases with sample size $n$, it suffices to show that the second term increases with $\gamma$ and decreases with $n$. This would be straightforwardly true if we knew that $\max_{s \in S, a \in A} \hat{R}_{D_{s,a}}(F_{M,\gamma})$ increased monotonically with $\gamma$ in the manner of Theorem 3.1. It turns out, however, that there can be cases where the Rademacher complexity is not monotonic in $\gamma$ (see Figure 3.2, right panel). However, we show empirically that the data-dependent Rademacher complexity is strongly and positively correlated with $\gamma$ in practice: see the left panel of Figure 3.2, where the relationship appears clearly monotonic. Thus Theorem 3.5 has the same qualitative interpretation as Theorem 3.2 while employing the more sensitive Rademacher measure.

### 3.4.1 An empirical Rademacher bound

One major advantage of using Rademacher complexity in standard learning theory is that it is computable from data,$^4$ allowing it to be used as a regularization term. In our Theorem 3.5, however, the function class $F_{M,\gamma}$ depends on the true value function $V_{M,\gamma}^\pi$, which we do not know during training. In this section, we prove an alternative bound that can be directly computed from data.

An appealing approach is to simply try and replace $F_{M,\gamma}$ with $F_{\hat{M},\gamma}$. However, in the proof of Theorem 3.5 we require that the functions in $F_{M,\gamma}$ must be independent of the dataset $D_{s,a}$, otherwise the Rademacher complexity results (or even simple concentration results) do not apply (for details, see the last step in proof of Lemma 3.13). This independence requirement will be violated if we use $F_{\hat{M},\gamma}$ in place of $F_{M,\gamma}$.

However, for any pair $(s, a), D_{s,a}$ is in fact independent of $V_{M,\gamma}^\pi$ for those $\pi$ satisfying $\pi(s) \neq a$. This is because $V_{M,\gamma}^\pi$ can be computed in that case without using the samples in $D_{s,a}$ (from which $\hat{R}(s,a)$ and $\hat{P}(\cdot|s,a)$ are computed).

Generalizing this idea, for any $\pi$ (where $\pi(s)$ may or may not equal $a$), we decompose the value function at $(s,a)$ into two parts: the first is the expected sum of
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$^4$The version of Rademacher complexity we use (notation: $\hat{R}$) is usually referred to as empirical Rademacher complexity, and is distinguished from the version where an additional expectation is taken over the input points (notation: $R$). The latter gives slightly tighter bounds but requires knowledge about the input distribution, hence cannot be computed from data.
Figure 3.2: **Left:** Empirical illustration of the relationship between the Rademacher complexity measure \((\max_{s,a} \hat{R}_{D_{s,a}}(F_{M,\gamma}))^2\) and the guidance discount factor \(\gamma\). We sample 10,000 MDPs from the RANDOM-MDP distribution (see Section 3.5). For each MDP, we draw a dataset with \(n\) samples for each state-action pair \((n = 2, 5, 10, 20\) respectively), and compute \(\max_{s,a} \hat{R}_{D_{s,a}}(F_{M,\gamma})\) as defined in Equation 3.14, for \(\gamma = 0.1, 0.2, \ldots, 0.9, 0.99\). We plot the complexity measure (shown in logarithmic scale) averaged over MDPs as a function of \(\gamma\) for each dataset size, and the trend is as expected: the complexity measure monotonically increases with \(\gamma\), and decreases with dataset size. **Right:** A counter-example where the Rademacher complexity measure is not monotonic in \(\gamma\). Circles represent states and solid arrows represent actions. A state-action pair gives 0 reward unless marked with +1, and all rewards are deterministic. Dotted arrows represent random transitions, which happen after taking the only action in \(s_1\); by definition, this is the only state-action pair with possibly non-zero complexity. There are 4 policies in total (\(s_2\) and \(s_3\) have two actions), which gives the following 4 pairs of \((V_{M,\gamma}^\pi(s_2), V_{M,\gamma}^\pi(s_3))\): \( (1, \gamma), (\gamma, 1), (1, 1), (\gamma, \gamma) \). When \(\gamma\) is very close to 1, every policy \(\pi\) gives almost the same values, and \(F_{M,\gamma}\) effectively only contains one element, resulting in a complexity approaching 0 as \(\gamma\) tends to 1 (a single hypothesis can never overfit); for \(0 < \gamma < 1\), the complexity is non-zero; for \(\gamma = 0\), the complexity is zero again, since every value function \(V_{M,\gamma}^\pi\) is multiplied by \(\gamma\) in the definition of \(f_{M,\gamma}\) and becomes 0. Overall the Rademacher complexity is a non-monotonic function of \(\gamma\).
discounted rewards obtained before running into \((s, a)\), and the second is the discounted sum of probabilities of running into \((s, a)\) (up to a constant). Both parts are computable from \(D \setminus D_{s,a}\) (and hence independent from the samples in \(D_{s,a}\)) and we can prove concentration results for each term separately. Formally, we have:

**Proposition 3.6.**

\[
V^\pi_{M,\gamma}(s') = V^\pi_{M_s,a,\gamma}(s') + p^{\pi,s,a}_{\hat{P},\gamma}(s') Q^\pi_{M,\gamma}(s, a),
\]

(3.15)

where

\[
V^\pi_{M_s,a,\gamma}(s') = \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \hat{R}(s_t, a_t) \cdot I(\neg A^s_{t,a}) \mid s_1 = s' ; \hat{P}, \pi \right],
\]

(3.16)

\[
p^{\pi,s,a}_{\hat{P},\gamma}(s') = \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} I(A^s_{t,a} \land \neg A^s_{t-1,a}) \mid s_1 = s' ; \hat{P}, \pi \right],
\]

(3.17)

\[
Q^\pi_{M,\gamma}(s, a) = \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^\pi_{M,\gamma} \rangle.
\]

(3.18)

Here \(\mathbb{E}[\cdot | s_1 = s'; \hat{P}, \pi]\) is an expectation over trajectories starting in state \(s'\), following policy \(\pi\), and drawing next-states from the transition function \(\hat{P}\), and \(A^s_{t,a}\) is the event that \((s, a)\) has been visited before step \(t\), that is, \(\exists t' \leq t, s_{t'} = s, a_{t'} = a\).

This decomposition leads to the following planning loss bound, where all the terms can be computed from the dataset \(D\). The proof appears in Section 3.10.

**Theorem 3.7.** Define the function classes:

\[
V^{s,a}_{M,\gamma} = \{ f^{\pi}_{M_s,a,\gamma} : \pi \in \mathcal{S} \rightarrow \mathcal{A} \}, \quad P^{s,a}_{\hat{P},\gamma} = \{ p^{\pi,s,a}_{\hat{P},\gamma} : \pi \in \mathcal{S} \rightarrow \mathcal{A} \}
\]

(3.19)

where \(f^{\pi}_{M_s,a,\gamma}(r, s') = r + \gamma V^\pi_{M_s,a,\gamma}(s')\). We have w.p. at least \(1 - \delta\),

\[
\left\| V^{s,a}_{M,\gamma,\text{real}} - V^{s,a}_{M,\gamma} \right\|_\infty \leq \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}} + \frac{2}{1 - \gamma} \left( 2 \max_{s \in \mathcal{S}, a \in \mathcal{A}} \hat{R}_{D_{s,a}}(V^{s,a}_{M,\gamma}) + \frac{2 \gamma R_{\text{max}}}{1 - \gamma} \max_{s \in \mathcal{S}, a \in \mathcal{A}} \hat{R}_{D_{s,a}}(P^{s,a}_{\hat{P},\gamma}) + \frac{3(1 + \gamma) R_{\text{max}}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{8|\mathcal{S}||\mathcal{A}|}{\delta}} \right).
\]

\footnote{We calculate the Rademacher complexity exactly for \(|D_{s,a}| = 2, 5, 10\). For \(|D_{s,a}| = 20\), we cannot feasibly enumerate all possible values of \(\{\sigma_i\}_{i=1}^n\) to compute the expectation in Equation 3.14; instead, we take the standard approach and sample them uniformly to obtain an approximation[El-Yaniv and Pechyony, 2007, Zhu et al., 2009]. We found that 1000 samples was sufficient to give low variance.}
3.5 Experimental Results

We now show experimentally that the phenomena predicted by the preceding theoretical discussion do, in fact, appear in practice. In particular, we will see that the optimal choice of guidance discount factor can be smaller than \( \gamma_{\text{eval}} \), and as we increase the amount of data used to estimate the model, a larger \( \gamma \) tends to be preferable.

For these experiments we randomly sampled 1,000 MDPs with 10 states and 2 actions from a distribution we refer to as RANDOM-MDP, defined as follows. For each state-action pair \((s, a)\), the distribution over the next state, \( P(\cdot|s, a) \), is determined by choosing 5 non-zero entries uniformly from all 10 states without replacement, filling these 5 entries with values uniformly drawn from \([0, 1]\), and finally normalizing \( P(\cdot|s, a) \). The mean rewards were likewise sampled uniformly and independently from \([0, 1]\), and the actual reward signals have additive Gaussian noise with standard deviation 0.1. For all MDPs we fixed \( \gamma_{\text{eval}} = 0.99 \).

For each generated MDP \( M \), and for each value of \( n \in \{5, 10, 20, 50\} \), we independently generated 1,000 data sets, each consisting of \( n \) trajectories of length 10 starting at uniformly random initial states and choosing uniformly random actions. While our theoretical results assume the data set comprises \( n \) samples for each state-action pair, for our experiments we chose to generate trajectories since for most applications they are a more realistic way to collect data. (We also performed the same experiments using samples of state-action pairs and the results were qualitatively similar.)

For each dataset \( D \), we set \( \hat{M} \) to be the maximum-likelihood model as specified in Section 3.2. If some \((s, a)\) has never been seen in a dataset, we set \( \hat{R}(s, a) = 0.5 \) and \( \hat{P}(s'|s, a) = 1/|S| \). For each value of \( \gamma \in \{0, 0.1, 0.2, \ldots, 0.9, 0.99\} \), we compute the empirical loss

\[
\frac{1}{|S|} \sum_{s \in S} \left( V_{\hat{M}, \gamma_{\text{eval}}}^\pi(s) - V_{\hat{M}, \gamma_{\text{eval}}}^\pi(s) \right),
\]

and pick the \( \gamma \) that minimizes the loss as an estimate of \( \gamma^* \) (see Equation 3.2), breaking ties randomly.

Figure 3.3 shows the empirical planning loss averaged over datasets as a function of the guidance discount factor \( \gamma \) for a characteristic MDP. Each curve in the figure corresponds to a particular number of trajectories as data. The error bars in this figure and elsewhere show 95% confidence intervals. We can see that the curves exhibit the U-shape predicted by the theory, with minimum planning loss achieved
Figure 3.3: Planning loss as a function of $\gamma$ for a single MDP drawn from the RANDOM-MDP distribution over MDPs defined in the main text. From top to bottom, the curves correspond to increasing dataset sizes and are labeled by the number of trajectories in the dataset. We see that planning loss decreases as the dataset size increases, and the optimal guidance discount factor $\gamma^*$ (the value that achieves the minimum for each curve) increases with dataset size.

Figure 3.4: (a) Optimal guidance discount factor as a function of dataset size, averaged over 1,000 MDPs from RANDOM-MDP and 1,000 datasets for each MDP. Higher values (closer to one) are optimal for minimizing the planning-loss of certainty-equivalence policies as the amount of data increases. (b) Histogram of the correlation between dataset size and $\gamma^*$ over 1,000 randomly generated MDPs from RANDOM-MDP. For almost all the MDPs, there is a positive correlation between dataset size and $\gamma^*$, indicating that $\gamma^*$ increasing with dataset size does not only hold in the average sense, but also applies to individual problems.
at some $\gamma^*$ less than $\gamma_{\text{eval}}$. As expected, increasing dataset size reduces planning loss in general, and shifts $\gamma^*$ to the right.

Figure 3.4a explicitly measures this shift by averaging the estimated $\gamma^*$ across all 1,000 generated MDPs and their datasets. We can see clearly that as the amount of data increases, the optimal guidance discount factor increases as well. In the limit, of course, $\gamma^*$ should equal $\gamma_{\text{eval}}$. However, for these values of dataset size the average $\gamma^*$ is always significantly less than $\gamma_{\text{eval}}$; this means that using the true evaluation horizon for planning will lead to an increase in loss. While, conventionally, the use of a shorter horizon for planning has been justified based on computational savings, our result shows that in this setting it can decrease loss as well.

To complement the average-case analysis in Figure 3.4a, Figure 3.4b shows the distribution of the correlation between dataset size and $\gamma^*$ over 1,000 individual MDPs. This correlation is positive with very high probability, implying that in almost all cases (under RANDOM-MDP) the theoretical relationship between dataset size and $\gamma^*$ is borne out in practice.

Figure 3.5: Performance of UCT as a function of planning depth. For each curve, the number of UCT trajectories is fixed to 5,000, 20,000, or 100,000. For each point on the graph, the UCB scalar has been separately optimized by sweeping through the values in $10 \cdot \exp\{-2, -1, 0, 1, 2\}$. For the 5,000 and 20,000 trajectory curves, each point is an average of 5,000 independent trials; the 100,000 trajectory curve is an average over 1,000 trials. As the number of trajectories increases, the UCT agent obtains more cumulative reward; on the other hand, the optimal planning depth (analogous to $\gamma$ in previous experiments) increases as the number of trajectories increases.
3.5.1 Optimal planning depth in UCT

The previous experiments used small-state problems for which we could and did use perfect planning algorithms (value iteration) on the MDPs estimated from data. However, another common planning setting is one where we have an accurate (generative or probability) model, but the state space is so large that exact planning is impossible. Instead, incremental planning algorithms such as UCT are used [Kocsis and Szepesvári, 2006]. These algorithms repeatedly sample a search tree (rooted at the current state) that implicitly defines an inaccurate local model \( \hat{M} \) from which a policy is derived. Here we show that the main intuition obtained above—that planning horizon controls complexity, hence the more inaccurate the model the shorter the planning horizon that should be used—holds for UCT as well (see Jiang et al. [2014] for an alternative approach to controlling complexity in UCT via state abstractions).

In this setting, we do not have “data” in the sense of recorded experiences; instead, the accuracy of the local model is mediated by the number of trajectories sampled at the current state. Similarly, rather than manipulating a continuous discount factor \( \gamma \) we will control complexity via the planning depth, a discrete hyperparameter that sets the maximum length of the sampled trajectories. Our aim is to show that the relationship we have established between dataset size and discount factor for value iteration holds analogously between the number and depth of UCT trajectories.

We used a benchmark POMDP domain RockSample [Silver and Veness, 2010] and evaluated UCT’s performance with different numbers of trajectories and different maximum depths. A detailed description of this infinite-sized belief-state space domain can be found in [Smith and Simmons, 2004]; we used a map of size \( 7 \times 8 \). Since this problem is episodic, we use the average cumulative reward per episode as our evaluation metric in place of planning loss (and so higher is better). Since episodes are usually on the order of hundreds of time steps, setting the planning depth to this level is computationally infeasible. However, Figure 3.5 shows that choosing a small planning depth not only speeds computation but also helps performance when the number of trajectories is limited.

In particular, an intermediate value of planning depth always achieves the highest cumulative reward. Moreover, as the number of trajectories grows from 5000 to 20000 to 100000, that optimal planning depth increases. This is qualitatively the same behavior we have seen before.
Figure 3.6: 3-fold cross-validation vs. fixed $\gamma$. Domain distribution, data generation, and candidate guidance discount factors are the same as in Figure 3.4. We plot average loss as a function of sample size in terms of the number of trajectories. Each dashed curve corresponds to using a particular value of $\gamma$ for all dataset sizes, and it is clear that a small $\gamma$ does well for small dataset size but is asymptotically suboptimal with a large dataset, and a large $\gamma$ does the opposite; the solid curve corresponds to choosing $\gamma$ via cross-validation, and its performance approximately matches the best $\gamma$ for each dataset size simultaneously.

3.5.2 Selecting $\gamma$ via cross-validation

We have seen that choosing $\gamma < \gamma_{\text{eval}}$ often improves performance, but how should we go about selecting the optimal $\gamma$ in practice? In supervised learning, $k$-fold cross-validation is one of the most common techniques for selecting hyperparameters to avoid overfitting, and it is easy to apply here as well. (Indeed, we suspect cross-validation is often used in practice for choosing discount factors though we are unaware of any specific reference.)

Specifically, given a dataset $D$ drawn from MDP $M$, we can split the sample trajectories into (state, action, reward, next-state) tuples, and then divide the tuples randomly into $k$ folds of equal size, $D_1, \ldots, D_k$. For each fold $j = 1, 2, \ldots, k$, the validation model $\hat{M}_j$ is defined to be the maximum-likelihood model learned from $D_j$, and the training model $\hat{M}_{-j}$ is the one learned from $D \setminus D_j$. Then for each candidate $\gamma$, the validation value on fold $j$ is given by

$$\text{ValidationValue}_j(\gamma) = \frac{1}{|s|} \sum_{s \in S} V_{\hat{M}_{-j}, \gamma}(s). \quad (3.21)$$

Cross-validation selects the value of $\gamma$ that maximizes the validation value averaged over all folds.
However, there is a potential problem. While cross-validation produces unbiased estimates of loss in most supervised settings, in certainty-equivalence planning the use of a finite validation set biases our estimate of a policy’s true value. This happens because, although the transition and reward functions in the validation model are themselves unbiased, the validation value of a policy is computed via a nonlinear matrix inverse (see Equation 3.5). Thus, for instance, a myopic policy may perform well in a model estimated from a small validation set due to reduced stochasticity. Under mild assumptions the bias can be shown to decrease much faster than variance when sample size is sufficiently large [Mannor et al., 2007]; however, in practice our data sets are often relatively small.

Despite this caveat, our experiments in this section show that, at least in some instances, cross-validation can still be an effective practical tool for choosing $\gamma$. We leave the design and analysis of other cross-validation schemes for MDPs to future work; see also [Paduraru, 2013] for some discussion of this issue.

We validate the cross-validation approach on MDPs drawn from the RANDOM-MDP distribution. The other detailed settings are the same as for Figure 3.4 (see the beginning of Section 3.5), except that for each MDP $M$ we only draw one dataset for each dataset size (in terms of number of trajectories) $n = 5, 10, 20, 50, 100, 200$. Given a dataset, we split the sample tuples $(s, a, r, s')$ randomly into 3 subsets of equal sizes and choose $\gamma$ using cross-validation (see Equation 3.21), and apply the chosen $\gamma$ to the model estimated from the full data to compute the certainty-equivalent policy. Figure 3.6 shows the average loss of this 3-fold cross-validation approach compared to the losses obtained using fixed values of $\gamma$. We can see that small values of $\gamma$ incur relatively large loss when there are sufficient samples, and large values of $\gamma$ incur relatively large loss when there are few samples. In other words, no fixed $\gamma$ dominates the others over all sample sizes. In contrast, cross-validation is able to achieve loss close to the best fixed $\gamma$ at each sample size simultaneously by selecting $\gamma$ adaptively as sample size changes.

### 3.6 Related Work and Discussions

The loss induced by a finite planning horizon is known as truncation loss (see related bounds given by [Kearns et al., 2002]). Separately, it is also well-understood how planning loss relates to model inaccuracy, which can come from estimation error when the model is constructed from data [Farahmand et al., 2010, Mannor et al., 2007], and/or approximation error when approximations are employed in planning
(e.g., state abstractions [Ravindran and Barto, 2004]). It has been noted that such loss can have significant dependence on horizon [Kearns and Singh, 2002, Strehl et al., 2009]. To our knowledge, Petrik and Scherrer [2009] are the first to show how a short horizon can reduce loss when the model is inaccurate due to approximation errors. Our work is the first to explore a similar phenomenon due to estimation errors, and our analysis exploits the structure of these errors as well as established principles in supervised learning to obtain stronger claims about $\gamma^\star$ and dataset size.

Baxter and Bartlett [2001] dealt with the problem of estimating the policy gradient with an infinite horizon ($\gamma_{\text{eval}} \to 1$), and as part of their algorithm they proposed using a reduced discount factor (their $\beta$) to trade-off bias and variance in the resulting estimates. However, their gradient estimation setting is simpler than the planning setting we consider, where the model is estimated from batch data and the policy is computed based on the model. It is only in the latter setting that complexity of policy classes plays a role and an explicit connection to statistical learning theory can be made, which is our main contribution.

In the policy search setting, Tewari and Bartlett [2006] studied the complexity of parameterized policy classes and used measures such as VC-dimension to bound the regret given a full specification of the MDP (or POMDP) model. In their setting, the value of a policy is estimated from Monte-carlo trials, and the estimates for different policies use the same sequence of random numbers to generate sample trajectories the setting introduced by Ng and Jordan [2000]. This “reuse of randomness” is crucial to their analysis, and is fundamentally different from standard settings (like ours) where randomness comes from the environment and is not under the agent’s control.

In this chapter we focus on providing a theoretical explanation of why small planning horizons can lead to better results in inaccurate models; as a by-product, this suggests an approach to regularizing planning under uncertainty, and we provide some preliminary empirical exploration along this direction (see Section 3.5.2). There exist alternative approaches to handling uncertainty in knowledge of model parameters. One approach is to consider a high probability set of possible MDPs (e.g., with the help of interval estimation if the model is constructed from data [Strehl and Littman, 2005]) and take the worst case performance into consideration when planning; this is known as robust control [Nilim and El Ghaoui, 2005, Bertuccelli et al., 2012]. Another approach is to adopt the Bayesian framework and model the uncertainty in model parameters as a distribution over MDPs and then use Bayes-optimal planning [Strens, 2000]. However, both approaches take the hori-
zon as given without separating the planning and evaluation roles, which is central to our work. For the Bayesian setting, since it is too computationally intensive to obtain the Bayes-optimal policy for most real-world problems, sampling based approximations via MCTS are often used [Ross et al., 2011, Asmuth and Littman, 2011, Guez et al., 2012], and the interaction between planning horizon and degree of approximation still exists. An empirical result for such a setting has been provided in Section 3.5.1.

3.7 Proof of Theorem 3.2

We begin by proving Lemma 3.8 and Lemma 3.9.

**Lemma 3.8.** For any MDP $M$ with rewards in $[0, R_{\text{max}}]$, $\forall \pi : S \rightarrow A$ and $\gamma \leq \gamma_{\text{eval}}$,

$$V_{M,\gamma}^\pi \leq V_{M,\gamma_{\text{eval}}}^\pi \leq V_{M,\gamma}^\pi + \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}}.$$  \hspace{1cm} (3.22)

**Proof.** The lower bound on $V_{M,\gamma_{\text{eval}}}^\pi$ follows directly from the assumption that reward is non-negative and that $\gamma \leq \gamma_{\text{eval}}$. For the upper bound,

$$\left\| V_{M,\gamma_{\text{eval}}}^\pi - V_{M,\gamma}^\pi \right\|_\infty = \left\| \sum_{t=1}^{\infty} (\gamma_{\text{eval}} t^{-1} - \gamma t^{-1})(P^\pi t^{-1} R) \right\|_\infty \leq \sum_{t=1}^{\infty} (\gamma_{\text{eval}} t^{-1} - \gamma t^{-1}) R_{\text{max}} = \frac{1}{1 - \gamma_{\text{eval}}} - \frac{1}{1 - \gamma} R_{\text{max}} = \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}}.$$  \hspace{1cm} $\Box$

**Lemma 3.9.** Given true MDP $M$, let $\hat{M}$ be an MDP comprising reward function $\hat{R} = R$ and transition function $\hat{P}$ estimated from $n$ samples for each state-action pair, then

$$\left\| V_{M,\gamma}^\pi - V_{\hat{M},\gamma}^\pi \right\|_\infty \leq 2 \sqrt{\frac{2 R_{\text{max}} \log 2 |S||A|/\delta}{2n}}$$

with probability at least $1 - \delta$.

We prove Lemma 3.9 with two additional lemmas: Lemma 3.10 translates planning loss to value error, and Lemma 3.11 relates value error to a Bellman-residual-like quantity that has a uniform deviation bound which depends on $|\Pi_{R,\gamma}|$. 
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Lemma 3.10. For any \( \hat{M} = (S, A, \hat{P}, \hat{R}, \gamma) \) with \( \hat{R} \) bounded by \([0, R_{\text{max}}]\),

\[
\left\| V_{M,\gamma}^{\pi} - V_{\hat{M},\gamma}^{\pi} \right\|_{\infty} \leq 2 \max_{\pi \in \Pi_{R,\gamma} \cup \{\pi_{\hat{M},\gamma}\}} \left\| V_{M,\gamma}^{\pi} - V_{\hat{M},\gamma}^{\pi} \right\|_{\infty}.
\] (3.23)

In particular, if \( \hat{R} = R \), we have

\[
\left\| V_{M,\gamma}^{\pi} - V_{\hat{M},\gamma}^{\pi} \right\|_{\infty} \leq 2 \max_{\pi \in \Pi_{R,\gamma}} \left\| V_{M,\gamma}^{\pi} - V_{\hat{M},\gamma}^{\pi} \right\|_{\infty}.
\] (3.24)

Proof. \( \forall s \in S, \)

\[
V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) = \left( V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right) - \left( V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right) + \left( V_{\hat{M},\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right) \leq \left( V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right) - \left( V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right) \leq 2 \max_{\pi \in \{\pi_{\hat{M},\gamma}, \pi_{\hat{M},\gamma}\}} \left| V_{M,\gamma}^{\pi}(s) - V_{\hat{M},\gamma}^{\pi}(s) \right|.
\]

(3.23) follows from taking \( \max \) over all states on both sides of the inequality and the fact that \( \pi_{\hat{M},\gamma}^{\pi} \in \Pi_{R,\gamma} \). If \( \hat{R} = R \), \( \pi_{\hat{M},\gamma}^{\pi} \) is also in \( \Pi_{R,\gamma} (= \Pi_{R,\gamma}) \) and (3.24) follows. \( \square \)

Lemma 3.11. For any \( \hat{M} = (S, A, \hat{P}, \hat{R}, \gamma) \) with \( \hat{R} \) bounded by \([0, R_{\text{max}}]\), \( \forall \pi : S \rightarrow A, \)

\[
\left\| Q_{M,\gamma}^{\pi} - Q_{\hat{M},\gamma}^{\pi} \right\|_{\infty} \leq \frac{1}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V_{M,\gamma}^{\pi} \rangle - Q_{M,\gamma}^{\pi}(s, a) \right|.
\]

Proof. Given any policy \( \pi \), define state-action value functions \( Q_0, Q_1, Q_2, \ldots, Q_m, \ldots \) such that \( Q_0 = Q_{M,\gamma}^{\pi} \), and

\[
Q_m(s, a) = \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V_{m-1} \rangle,
\]

where \( V_{m-1}(s) = Q_{m-1}(s, \pi(s)) \). Notice that

\[
\left\| Q_{m} - Q_{m-1} \right\|_{\infty} = \gamma \max_{s \in S, a \in A} \left| \langle \hat{P}(\cdot | s, a), (V_{m-1} - V_{m-2}) \rangle \right|
\]

\[
\leq \gamma \max_{s \in S, a \in A} \left\| \hat{P}(\cdot | s, a) \right\|_{1} \left\| V_{m-1} - V_{m-2} \right\|_{\infty}
\]

\[
= \gamma \left\| V_{m-1} - V_{m-2} \right\|_{\infty} \leq \gamma \left\| Q_{m-1} - Q_{m-2} \right\|_{\infty},
\]
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so
\[
\| Q_m - Q_0 \|_\infty \leq \sum_{k=0}^{m-1} \| Q_{k+1} - Q_k \|_\infty \leq \| Q_1 - Q_0 \|_\infty \sum_{k=1}^{m-1} \gamma^{k-1}.
\]

Taking the limit of \( m \to \infty \), \( Q_m \to Q_{M,\gamma}^\pi \), and we have
\[
\| Q_{M,\gamma}^\pi - Q_0 \|_\infty \leq \frac{1}{1-\gamma} \| Q_1 - Q_0 \|_\infty.
\]

This completes the proof, noticing that \( Q_0 = Q_{M,\gamma}^\pi \), \( V_0 = V_{M,\gamma}^\pi \), and \( Q_1(s,a) = \hat{R}(s,a) + \gamma \langle \hat{P}( \cdot | s,a), V_{M,\gamma}^\pi \rangle \).

**Proof of Lemma 3.9.** From Equation 3.24 in Lemma 3.10 and Lemma 3.11, we have
\[
\left\| V_{M,\gamma}^\pi - V_{M,\gamma}^\hat{\pi} \right\|_\infty \leq 2 \max_{\pi \in \Pi_{R,\gamma}} \left\| V_{M,\gamma}^\pi - V_{M,\gamma}^\pi \right\|_\infty \leq 2 \max_{\pi \in \Pi_{R,\gamma}} \left\| Q_{M,\gamma}^\pi - Q_{M,\gamma}^\pi \right\|_\infty
\]
\[
= 2 \max_{s,a \in A} \left| Q_{M,\gamma}^\pi(s,a) - Q_{M,\gamma}^\pi(s,a) \right|
\]
\[
\leq \frac{2}{1-\gamma} \max_{s,a \in A} \| R(s,a) + \gamma \langle \hat{P}( \cdot | s,a), V_{M,\gamma}^\pi \rangle - Q_{M,\gamma}^\pi(s,a) \|.
\]

For any particular \( s,a,\pi \) tuple, note that \( \langle \hat{P}( \cdot | s,a), V_{M,\gamma}^\pi \rangle \) is the average of i.i.d. random variables with bounded support \([0, \gamma R_{\text{max}}/(1-\gamma)]\) and mean \( Q_{M,\gamma}^\pi(s,a) - R(s,a)\); according to Hoeffding’s inequality, \( \forall t > 0, \)
\[
P\left\{ \left| R(s,a) + \gamma \langle \hat{P}(\cdot | s,a), V_{M,\gamma}^\pi \rangle - Q_{M,\gamma}^\pi(s,a) \right| > t \right\} \leq 2 \exp \left\{ -\frac{2nt^2}{\gamma^2 R_{\text{max}}^2/(1-\gamma)^2} \right\}.
\]
(3.25)

To obtain a uniform bound over all \((s,a,\pi)\) tuples, we set the right-hand side of Equation 3.25 to \( \delta/|S||A||\Pi_{R,\gamma}| \), and solve for \( t \), and the theorem follows.

**Proof of Theorem 3.2.** \( \forall s \in S, \)
\[
V_{M,\gamma,\text{eval}}^\pi(s) - V_{M,\gamma,\text{eval}}^\pi(s) = \left( V_{M,\gamma,\text{eval}}^\pi(s) - V_{M,\gamma,\text{eval}}^\pi(s) \right)
\]
\[
+ \left( V_{M,\gamma,\text{eval}}^\pi(s) - V_{M,\gamma,\text{eval}}^\pi(s) \right).
\]
By Lemma 3.8, the first term can be bounded by
\[
V^{\pi^*_M,\gamma}_{M,\gamma}(s) - V^{\pi^*_M,\gamma}_{M,\gamma}(s) \leq \frac{\gamma_{\text{eval}} - \gamma}{(1 - \gamma_{\text{eval}})(1 - \gamma)} R_{\text{max}}
\]
and by Lemma 3.9, the second term can be bounded as follows w.p. at least \(1 - \delta\):
\[
V^{\pi^*_M,\gamma}_{M,\gamma}(s) - V^{\pi^*_M,\gamma}_{M,\gamma}(s) \leq V^{\pi^*_M,\gamma}_{M,\gamma}(s) - V^{\pi^*_M,\gamma}_{M,\gamma}(s)
\leq V^{\pi^*_M,\gamma}_{M,\gamma}(s) - V^{\pi^*_M,\gamma}_{M,\gamma}(s) \quad (\pi^*_M,\gamma \text{ is optimal for } (M, \gamma))
\leq \frac{2\gamma R_{\text{max}}}{(1 - \gamma)^2} \sqrt{\frac{1}{2n} \log \frac{2|S||A||\Pi_{R,\gamma}|}{\delta}}.
\]

3.8 Proof of Theorem 3.4

The proof technique is similar to Theorem 3.2. Note that among the lemmas we proved for Theorem 3.2, Lemma 3.8, 3.10, and 3.11 all work for \(\hat{M}\) with an inaccurate reward function and will be reused for proving Theorem 3.4. The only missing piece is a replacement for Lemma 3.9 (which we provide right below), and Theorem 3.4 follows from that directly.

**Lemma 3.12.** Given true MDP \(M\), let \(\hat{M}\) be an MDP comprising reward function \(\hat{R}\) and transition function \(\hat{P}\) estimated from \(n\) samples for each state-action pair. Let \(\Delta\) and \(R_{\Delta}\) be as defined in Theorem 3.4, then
\[
\left\| V^{\pi^*_M,\gamma}_{M,\gamma} - V^{\pi^*_M,\gamma}_{\hat{M},\gamma} \right\|_{\infty} \leq \frac{2R_{\text{max}}}{(1 - \gamma)^2} \sqrt{\frac{1}{2n} \log \frac{4|S||A||\Pi_{R,\gamma}|}{\delta}}
\]
with probability at least \(1 - \delta\).

**Proof.** Similar to the proof of Lemma 3.9, we have
\[
\left\| V^{\pi^*_M,\gamma}_{M,\gamma} - V^{\pi^*_M,\gamma}_{\hat{M},\gamma} \right\|_{\infty} \leq \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi^*_M,\gamma}_{M,\gamma} \rangle - Q^{\pi^*_M,\gamma}_{M,\gamma}(s, a) \right| .
\]

Applying Hoeffding’s inequality and Union Bound to the estimated reward function, we have w.p. at least \(1 - \delta/2\),
\[
\max_{s \in S, a \in A} \left| \hat{R}(s, a) - R(s, a) \right| \leq R_{\text{max}} \sqrt{\frac{1}{2n} \log \frac{4|S||A|}{\delta}} = \Delta.
\]
On the other hand, w.p. at least $1 - \delta/2$, we have $\forall \pi \in \Pi_{R,\gamma}$ (note that $R_{\Delta}$ is deterministic),

$$\left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi}_{M,\gamma} \rangle - Q^{\pi}_{M,\gamma}(s, a) \right| \leq R_{\max} \frac{1}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{4|S||A||\Pi_{R_{\Delta},\gamma}|}{\delta}}. \quad (3.28)$$

By union bound, w.p. at least $1 - \delta$, Equation 3.27 and 3.28 will hold simultaneously; the former implies that $\hat{R} \in R_{\Delta}$, which further implies that $\Pi_{\hat{R},\gamma} \subseteq \Pi_{R_{\Delta},\gamma}$. By definition of $R_{\Delta}$, we also know that $\pi^{\star}_{M,\gamma} \in R_{\Delta}$. Combining Equation 3.26 and 3.28, we have

$$\left\| V^{\pi}_{M,\gamma} - V^{\pi}_{\hat{M},\gamma} \right\|_{\infty} \leq \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi}_{M,\gamma} \rangle - Q^{\pi}_{M,\gamma}(s, a) \right| \leq \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi}_{M,\gamma} \rangle - Q^{\pi}_{M,\gamma}(s, a) \right| \leq \frac{2R_{\max}}{(1 - \gamma)^2} \sqrt{\frac{1}{2n} \log \frac{4|S||A||\Pi_{R_{\Delta},\gamma}|}{\delta}}. \quad \square$$

### 3.9 Proof of Theorem 3.5

We prove Theorem 3.5 by the following lemma that parallels Lemma 3.9.

**Lemma 3.13.** Given the true MDP $M$, let $\hat{M}$ be an MDP comprising reward function $\hat{R}$ and transition function $\hat{P}$ both estimated from $n$ samples for each state-action pair, then

$$\left\| V^{\pi}_{M,\gamma} - V^{\pi}_{\hat{M},\gamma} \right\|_{\infty} \leq \frac{2}{1 - \gamma} \left( \max_{s \in S, a \in A} \hat{R}(s, a) + \frac{3R_{\max}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{4|S||A|}{\delta}} \right), \quad (3.29)$$

with probability at least $1 - \delta$.

**Proof.** From Equation 3.23 in Lemma 3.10 and Lemma 3.11, we have

$$\left\| V^{\pi}_{M,\gamma} - V^{\pi}_{\hat{M},\gamma} \right\|_{\infty} \leq \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi}_{M,\gamma} \rangle - Q^{\pi}_{M,\gamma}(s, a) \right| \leq \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \hat{R}(s, a) + \gamma \langle \hat{P}(\cdot | s, a), V^{\pi}_{M,\gamma} \rangle - Q^{\pi}_{M,\gamma}(s, a) \right|. \quad \hat{M}$$

Recall that in the statement of Theorem 3.5, we defined $f^{\pi}_{M,\gamma}$ to be the mapping
\((r, s') \mapsto r + \gamma V_{M, \gamma}^\pi(s')\). So
\[
\max_{\pi : S \to A} \left| \hat{R}(s, a) + \gamma \langle \hat{P} \cdot | s, a \rangle, V_{M, \gamma}^\pi \rangle - Q_{M, \gamma}^\pi(s, a) \right|
= \max_{\pi : S \to A} \left| \frac{1}{n} \sum_{(r, s') \in D_{s, a}} f_{M, \gamma}^\pi(r, s') - \mathbb{E}_{(r, s') \sim P_{s, a}}[f_{M, \gamma}^\pi(r, s')] \right|
\]
where \((r, s') \in D_{s, a} \) means that \((r, s')\) is a sample reward & next-state pair from \((s, a)\) in dataset \(D\), and \(P_{s, a}\) is the underlying true distribution. By noticing that \(f_{M, \gamma}^\pi\) has function value bounded in \([0, R_{\text{max}}/(1 - \gamma)]\), we have the following bound from the standard Rademacher complexity literature (e.g., [Bartlett and Mendelson, 2003]; also see [Balcan, 2011]): for each \(s \in S, a \in A\), w.p. \(1 - \delta/(|S||A|)\),
\[
\max_{\pi : S \to A} \left| \frac{1}{n} \sum_{(r, s') \in D_{s, a}} f_{M, \gamma}^\pi(r, s') - \mathbb{E}_{(r, s') \sim P_{s, a}}[f_{M, \gamma}^\pi(r, s')] \right|
\leq \frac{2}{1 - \gamma} \left( 2 \hat{R}_{D, a}(F_{M, \gamma}) + \frac{3R_{\text{max}}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{4|S||A|}{\delta}} \right).
\]
The theorem follows directly from union bound and taking the maximal empirical Rademacher complexity among all state-action pairs. \(\square\)

### 3.10 Proof of Theorem 3.7

We first prove Proposition 3.6.

**Proof of Proposition 3.6.** We start with the definition of \(V_{M, \gamma}^\pi\).
\[
V_{M, \gamma}^\pi(s') = \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \hat{R}(s_t, a_t) \big| s_1 = s' ; \hat{P}, \pi \right]
= \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \hat{R}(s_t, a_t) (\mathbb{I}(A_t^{s, a}) + \mathbb{I}(\neg A_t^{s, a})) \big| s_1 = s' ; \hat{P}, \pi \right]
= \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \hat{R}(s_t, a_t) \mathbb{I}(A_t^{s, a}) \big| s_1 = s' ; \hat{P}, \pi \right] + V_{M, \gamma}^\pi(s').
\]
Note that $\forall t_2 > t_1 \geq 1$, $\mathbb{I}(A_{t_1}^{s,a}) = 1 \Rightarrow \mathbb{I}(A_{t_2}^{s,a}) = 1$, so the first term in the last line above can be written as:

$$
\mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{I}(A_t^{s,a} \land \neg A_{t-1}^{s,a}) \left( \sum_{t'=t}^{\infty} \gamma^{t'-t} \hat{R}(s'_t, a'_t) \right) \mid s_1 = s' ; \hat{P}, \pi \right]
$$

$$
= \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{I}(A_t^{s,a} \land \neg A_{t-1}^{s,a}) Q_{\hat{M},\gamma}^{s,a}(s,a) \mid s_1 = s' ; \hat{P}, \pi \right]
$$

$$
= \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{I}(A_t^{s,a} \land \neg A_{t-1}^{s,a}) \mid s_1 = s' ; \hat{P}, \pi \right] Q_{\hat{M},\gamma}^{s,a}(s,a)
$$

$$
= p_{\hat{P},\gamma}^{s,a}(s') Q_{\hat{M},\gamma}^{s,a}(s,a).
$$

We then prove Theorem 3.7 by the following lemma; it is a replacement of Lemma 3.13.

**Lemma 3.14.** Given the true MDP $M$, let $\hat{M}$ be an MDP comprising reward function $\hat{R}$ and transition function $\hat{P}$ both estimated from $n$ samples for each state-action pair, then

$$
\| V_{\pi,\gamma}^{\hat{M},\gamma} - V_{\pi,\gamma}^{M,\gamma} \|_{\infty} \leq \left( 2 \max_{s \in S, a \in A} \hat{R}_{s,a}(V_{\pi,\gamma}^{\hat{M},\gamma}) + \frac{2\gamma R_{\max}}{1 - \gamma} \max_{s \in S, a \in A} \hat{P}_{s,a}(V_{\pi,\gamma}^{\hat{M},\gamma}) + \frac{3(1 + \gamma) R_{\max}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{8|S||A|}{\delta}} \right),
$$

(3.30)

with probability at least $1 - \delta$.

**Proof.** Applying Lemma 3.11 but swapping the roles of $M$ and $\hat{M}$, we have

$$
\| V_{\pi,\gamma}^{\pi,\gamma} - V_{\pi,\gamma}^{M,\gamma} \|_{\infty} \leq \left( 2 \max_{s \in S, a \in A} \hat{R}_{s,a}(V_{\pi,\gamma}^{\hat{M},\gamma}) + \frac{2\gamma R_{\max}}{1 - \gamma} \max_{s \in S, a \in A} \hat{P}_{s,a}(V_{\pi,\gamma}^{\hat{M},\gamma}) + \frac{3(1 + \gamma) R_{\max}}{1 - \gamma} \sqrt{\frac{1}{2n} \log \frac{8|S||A|}{\delta}} \right).
$$

(3.31)

Note that at this step we cannot straight-forwardly apply the Rademacher complexity results, as $\hat{P}(\cdot | s, a)$ are not independent of $V_{\hat{M},\gamma}^{\pi,\gamma}$. Thanks to the decomposition
given in Proposition 3.6, we have the above equal to

\[
\frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| R(s, a) + \gamma \langle P(\cdot | s, a), V_{\hat{M}, \pi, \gamma} \rangle + \gamma \langle P(\cdot | s, a), p_{\hat{P}, \gamma}^{\pi, s, a} \rangle \cdot Q_{\hat{M}, \gamma}^{\pi}(s, a) \\
- \hat{R}(s, a) - \gamma \langle \hat{P}(\cdot | s, a), V_{\hat{M}, \pi, \gamma} \rangle - \gamma \langle \hat{P}(\cdot | s, a), p_{\hat{P}, \gamma}^{\pi, s, a} \rangle \cdot Q_{\hat{M}, \gamma}(s, a) \right|.
\]

Using the definition of \( f_{\hat{M}, \pi, \gamma}^{\pi, s, a} \), we have the above upper bounded by

\[
\frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \mathbb{E}_{(r, s') \sim P_{s, a}} [f_{\hat{M}, \pi, \gamma}^{\pi, s, a}(r, s')] - \frac{1}{n} \sum_{(r, s') \in D_{s, a}} f_{\hat{M}, \pi, \gamma}^{\pi, s, a}(r, s') \right| \\
+ \frac{2}{1 - \gamma} \max_{s \in S, a \in A} \left| \gamma Q_{\hat{M}, \gamma}^{\pi}(s, a) \cdot \left( \mathbb{E}_{(r, s') \sim P_{s, a}} [p_{\hat{P}, \gamma}^{\pi, s, a}(s')] - \frac{1}{n} \sum_{(r, s') \in D_{s, a}} p_{\hat{P}, \gamma}^{\pi, s, a}(s') \right) - \frac{1}{n} \sum_{(r, s') \in D_{s, a}} f_{\hat{P}, \gamma}^{\pi, s, a}(s') \right|.
\]

By our decomposition, \( p_{\hat{P}, \gamma}^{\pi, s, a} \) and \( f_{\hat{M}, \pi, \gamma}^{\pi, s, a} \) are both independent of \((s, a)\), and the lemma follows from applying standard Rademacher complexity results to each of the two terms above (noticing that \( p_{\hat{P}, \gamma}^{\pi, s, a} \in [0, 1] \) and \( V_{\hat{M}, \pi, \gamma}^{\pi} \in [0, R_{\max}/(1 - \gamma)] \)). \(\square\)
CHAPTER 4

Doubly Robust Off-policy Evaluation

We have seen in Chapter 3 that model-based cross-validation methods can be effective for selecting the right planning horizon in the tabular setting. However, when the size of the state space is large and a compact state representation is unknown (e.g., the setting of Chapter 5), model-based off-policy evaluation becomes infeasible. In this chapter we investigate the off-policy version of Monte-Carlo policy evaluation, where one aims to estimate the value of a new policy based on sample trajectories collected by a different policy. Existing general methods either have uncontrolled bias or suffer high variance. In this work, we extend the doubly robust estimator for bandits to sequential decision-making problems, which gets the best of both worlds: it is guaranteed to be unbiased and can have a much lower variance than the popular importance sampling estimators. We demonstrate the estimator’s accuracy in several benchmark problems, and illustrate its use as a subroutine in safe policy improvement. We also provide theoretical results on the inherent hardness of the problem, and show that our estimator can match the lower bound in certain scenarios.

4.1 Introduction

In this chapter we study the off-policy value evaluation problem, where one aims to estimate the value of a policy with data collected by another policy [Sutton and Barto, 1998]. This problem is critical in many real-world applications of reinforcement learning (RL), whenever it is infeasible to estimate policy value by running the policy because doing so is expensive, risky, or unethical/illegal. In robotics and business/marketing applications, for instance, it is often risky (thus expensive) to run a policy without an estimate of the policy’s quality [Li et al., 2011a, Bottou et al., 2013, Thomas et al., 2015a]. In medical and public-policy domains [Murphy
et al., 2001, Hirano et al., 2003], it is often hard to run a controlled experiment to estimate the treatment effect, and off-policy value evaluation is a form of counterfactual reasoning that infers the causal effect of a new intervention from historical data [Holland, 1986, Pearl, 2009].

There are roughly two classes of approaches to off-policy value evaluation. The first is to fit an MDP model from data via regression, and evaluate the policy against the model. Such a regression based approach has a relatively low variance and works well when the model can be learned to satisfactory accuracy. However, for complex real-world problems, it is often hard to specify a function class in regression that is efficiently learnable with limited data while at the same time has a small approximation error. Furthermore, it is in general impossible to estimate the approximation error of a function class, resulting in a bias that cannot be easily quantified. The second class of approaches are based on the idea of importance sampling (IS), which corrects the mismatch between the distributions induced by the target policy and by the behavior policy [Precup et al., 2000]. Such approaches have the salient properties of being unbiased and independent of the size of the problem’s state space, but its variance can be too large for the method to be useful when the horizon is long [Mandel et al., 2014].

In this work, we propose a new off-policy value evaluation estimator that can achieve the best of regression based approaches (low variance) and importance sampling based approaches (no bias). Our contributions are three-fold:

1. A simple doubly robust (DR) estimator is proposed for RL that extends and subsumes a previous off-policy estimator for contextual bandits.

2. The estimator’s statistical properties are analyzed (Theorem 4.1), which suggests its superiority over previous approaches. Furthermore, in certain scenarios, we prove that the estimator’s variance matches the Cramer-Rao lower bound for off-policy value evaluation (Theorem 4.3).

3. On benchmark problems, the new estimator is much more accurate than importance sampling baselines, while remaining unbiased in contrast to regression-based approaches. As an application, we show how such a better estimator can benefit safe policy iteration with a more effective policy improvement step.
4.2 Problem Statement and Existing Solutions

In this chapter we focus on the estimation of the $H$-step discounted value in MDP $(S, A, P, R, \gamma, \mu)$ of a given policy $\pi$, defined as

$$v^{\pi,H} := \mathbb{E} \left[ \sum_{t=1}^{H} \gamma^{t-1} r_t \mid \pi, s_1 \sim \mu \right].$$

(4.1)

Recall that $\mu$ is the initial distribution introduced in Section 2.1.2, and the dependence on the MDP $M$ is made implicit throughout this chapter. Note that here we are not looking at the infinite-horizon discounted value, but instead its $H$-step truncated version; the latter can always approximate the former to a desired accuracy when $H$ is set to the effective horizon (see Equation 2.10), and in this chapter we ignore this error due to truncation.\(^1\) For the discussions in this chapter, it will also be convenient to recall the $H$-step value function of policy $\pi$, denoted as $V^{\pi,H}(s)$ and $Q^{\pi,H}(s,a)$ (recall Equation 2.11). Finally, to align with the off-policy evaluation literature in bandits, we will consider the more general setting that reward $r_t$ has mean $R(s_t,a_t)$ but contains additional independent noise.

4.2.1 Off-policy value evaluation

For simplicity, we assume that the data (a set of length-$H$ trajectories) is sampled using a fixed stochastic policy\(^2\) $\pi_0$, known as the behavior policy. Our goal is to estimate $v^{\pi_1,H}$, the value of a given target policy $\pi_1$ from data trajectories. (Note that this setup is an instantiation of data collection protocol (c) and performance measure (iv) in Section 2.3.) Below we review two popular families of estimators for off-policy value evaluation.

**Notation** Since we are only interested in the value of $\pi_1$, the dependence of value functions on policy is omitted. In terms like $V^{\pi_1,H-t+1}(s_t)$, we also omit the dependence on horizon and abbreviate as $V(s_t)$, assuming there are $H + 1 - t$ remaining steps. Also, all (conditional) expectations are taken with respect to the distribution induced by initial distribution $\mu$ and policy $\pi_0$, unless stated otherwise. Finally, we

\(^1\)Dealing with this error is routine in theoretical RL literature, and an example can be found in Chapter 6 of this thesis.

\(^2\)Analyses in this paper can be easily extended to handle data trajectories that are associated with different behavior policies.
use the shorthand: $\mathbb{E}_t[\cdot] := \mathbb{E}[\cdot \mid s_1, a_1, \ldots, s_{t-1}, a_{t-1}]$ for conditional expectations, and $\nabla_t[\cdot]$ for variances similarly.

### 4.2.1.1 Regression estimators

If the true parameters of the MDP are known, the value of the target policy can be computed recursively by the Bellman equations: let $V^0(s) \equiv 0$, and for $h = 1, 2, \ldots, H$,

$$Q^h(s, a) := \mathbb{E}_{s' \sim P(\cdot \mid s, a)} \left[ R(s, a) + \gamma V^{h-1}(s') \right],$$

(4.2)

$$V^h(s) := \mathbb{E}_{a \sim \pi_1(\cdot \mid s)} \left[ Q^h(s, a) \right].$$

(4.3)

This suggests a two-step, regression based procedure for off-policy value evaluation: first, fit an MDP model $\hat{M}$ from data; second, compute the value function from Equation 4.3 using the estimated parameters $\hat{P}$ and $\hat{R}$. Evaluating the resulting value function, $\hat{V}^H(s)$, on a sample of initial states and the average will be an estimate of $v^{\pi_1, H}$. (Alternatively, one could generate artificial trajectories for evaluation without explicitly referring to a model [Fonteneau et al., 2013].) When an exact state representation is used and each state-action pair appears sufficiently often in the data, such regression estimators have provably low variances and negligible biases [Mannor et al., 2007], and often outperform alternatives in practice [Paduraru, 2013]. Furthermore, this estimator requires minimal knowledge about the behavioral policy, which is often necessary for alternative methods (e.g., importance sampling as is introduced next). As a result, the estimator is robust against misrecording of behavior policy.

However, real-world problems usually have a large or even infinite state space, and many state-action pairs will not be observed even once in the data, rendering the necessity of generalization in model fitting. To generalize, one can either apply function approximation to fitting $\hat{M}$ [Jong and Stone, 2007, Grünewälder et al., 2012], or to fitting the value function directly [Bertsekas and Tsitsiklis, 1996, Sutton and Barto, 1998, Dann et al., 2014]. While the use of function approximation makes the problem tractable, it can introduce bias to the estimated value when the MDP parameters or the value function cannot be represented in the corresponding function class. Such a bias is in general hard to quantify from data, thus breaks the credibility of estimations given by regression based approaches [Farahmand and Szepesvári, 2011, Marivate, 2015, Jiang et al., 2015a].
4.2.1.2 Importance sampling (IS) estimators

The IS estimator provides an unbiased estimate of $\pi_1$’s value by averaging the following function of each trajectory $(s_1, a_1, r_1, \ldots, s_{H+1})$ in the data: define the per-step importance ratio as $\rho_t := \pi_1(a_t|s_t)/\pi_0(a_t|s_t)$, and the cumulative importance ratio $\rho_{1:t} := \prod_{t'=1}^{t} \rho_{t'}$; the basic (trajectory-wise) IS estimator, and an improved step-wise version are given as follows:

$$\hat{v}_{\text{IS}} := \rho_{1:H} \cdot \left( \sum_{t=1}^{H} \gamma^{t-1} r_t \right),$$

$$\hat{v}_{\text{step-IS}} := \sum_{t=1}^{H} \gamma^{t-1} \rho_{1:t} r_t.$$  

Given a dataset $D$, the IS estimator is simply the average estimate over the trajectories, namely $\frac{1}{|D|} \sum_{i=1}^{|D|} V_{\text{IS}}^{(i)}$, where $|D|$ is the number of trajectories in $D$ and $V_{\text{IS}}^{(i)}$ is IS applied to the $i$-th trajectory. (This averaging step will be omitted for the other estimators in the rest of this chapter, and we will only specify the estimate for a single trajectory). Typically, IS, even the step-wise version, suffers from very high variance, which easily grows exponentially in horizon.

A variant of IS, weighted importance sampling (WIS), is a biased but consistent estimator, given as follows together with its step-wise version: define $w_t = \sum_{i=1}^{|D|} \rho_{1:t}^{(i)}/|D|$ as the average cumulative important ratio at horizon $t$ in a dataset $D$, then from each trajectory in $D$, the estimates given by trajectory-wise and step-wise WIS are respectively

$$\hat{v}_{\text{WIS}} = \frac{\rho_{1:H}}{w_H} \left( \sum_{t=1}^{H} \gamma^{t-1} r_t \right),$$

$$\hat{v}_{\text{step-WIS}} = \sum_{t=1}^{H} \gamma^{t-1} \frac{\rho_{1:t}}{w_t} r_t.$$  

WIS has lower variance than IS, and its step-wise version is considered as the most practical point estimator in the IS family [Precup, 2000, Thomas, 2015]. We will compare to the step-wise IS/WIS baselines in the experiments.
4.2.2 Doubly robust estimator for contextual bandits

Contextual bandits may be considered as MDPs with horizon 1, and the sample trajectories take the form of \((s, a, r)\). Suppose now we are given an estimated reward function \(\hat{R}\), possibly from performing regression over a *separate* dataset, then the doubly robust estimator for contextual bandits [Dudík et al., 2011] is defined as:

\[
\hat{v}_{\text{DR}} := \hat{V}(s) + \rho \left( r - \hat{R}(s, a) \right),
\]

where \(\rho := \frac{\pi_1(a|s)}{\pi_0(a|s)}\) and \(\hat{V}(s) := \sum_a \pi_1(a|s)\hat{R}(s, a)\). It is easy to verify that \(\hat{V}(s) = \mathbb{E}_{a \sim \pi_0}[\rho \hat{R}(s, a)]\), as long as \(\hat{R}\) and \(\rho\) are independent, which implies the unbiasedness of the estimator. Furthermore, if \(\hat{R}(s, a)\) is a good estimate of \(r\), the magnitude of \(r - \hat{R}(s, a)\) can be much smaller than that of \(r\). Consequently, the variance of \(\rho(r - \hat{R}(s, a))\) tends to be smaller than that of \(\rho r\), implying that DR often has a lower variance than IS [Dudík et al., 2011].

In the case where the importance ratio \(\rho\) is unknown, DR estimates both \(\rho\) and the reward function from data using some parametric function classes. The name “doubly robust” refers to fact that if *either* function class is properly specified, the DR estimator is asymptotically unbiased, offering two chances to ensure consistency. In this paper, however, we are only interested in DR’s variance-reduction benefit.

**Requirement of independence** In practice, the target policy \(\pi_1\) is often computed from data, and for DR to stay unbiased, \(\pi_1\) should not depend on the samples used in Equation 4.8; the same requirement applies to IS. While \(\hat{R}\) should be independent of such samples as well, it is not required that \(\pi_1\) and \(\hat{R}\) be independent of each other. For example, we can use the same dataset to compute \(\pi_1\) and \(\hat{R}\), although an independent dataset is still needed to run the DR estimator in Equation 4.8. In other situations where \(\pi_1\) is given directly, to apply DR we can randomly split the data into two parts, one for fitting \(\hat{R}\) and the other for applying Equation 4.8. The same requirements and procedures apply to the sequential case (discussed below). In Section 4.5, we will empirically validate our extension of DR in both kinds of situations.
4.3 DR estimator for the sequential setting

4.3.1 The estimator

We now extend the DR estimator for bandits to the sequential case. A key observation is that Equation 4.5 can be written in a recursive form. Define $\hat{v}_{\text{step-IS}}^0 := 0$, and for $t = 1, \ldots, H$,

$$\hat{v}_{\text{step-IS}}^{H+1-t} := \rho_t \left( r_t + \gamma \hat{v}_{\text{step-IS}}^{H-t} \right). \quad (4.9)$$

It can be shown that $\hat{v}_{\text{step-IS}}^H$ is equivalent to $\hat{v}_{\text{step-IS}}$ given in Equation 4.5. While the rewriting is straightforward, the recursive form provides a novel and interesting insight that is key to the extension of the DR estimator: that is, we can view the step-wise importance sampling estimator as dealing with a bandit problem at each horizon $t = 1, \ldots, H$, where $s_t$ is the context, $a_t$ is the action taken, and the observed stochastic return is $r_t + \gamma \hat{v}_{\text{step-IS}}^{H-t}$, whose expected value is $Q(s_t, a_t)$. Then, if we are supplied with $\hat{Q}$, an estimate of $Q$ (possibly via regression on a separate dataset), we can apply the bandit DR estimator at each horizon, and obtain the following unbiased estimator: define $\hat{v}_{\text{DR}}^0 := 0$, and

$$\hat{v}_{\text{DR}}^{H+1-t} := \hat{V}(s_t) + \rho_t \left( r_t + \gamma \hat{v}_{\text{DR}}^{H-t} - \hat{Q}(s_t, a_t) \right). \quad (4.10)$$

The DR estimate of the policy value is then $\hat{v}_{\text{DR}} := \hat{v}_{\text{DR}}^H$.

Implementation Note Recall that the dependence of $\hat{V}$ and $\hat{Q}$ on the remaining number of steps is omitted (see Section 5.2.1). When computed from an estimated MDP model, the value functions for different number of remaining steps may be obtained by applying Bellman update operator iteratively $H$ times starting from $\hat{V}^0(s) \equiv 0$.

4.3.2 Variance analysis

In this section, we analyze the variance of DR in Theorem 4.1 and show that DR is preferable than step-wise IS when a good value function $\hat{Q}$ is available. The analysis is given in the form of the variance of the estimate for a single trajectory, and the variance of the estimate averaged over a dataset $D$ will be that divided by $|D|$ due to the i.i.d. nature of $D$. The proof of the theorem can be found in Section 4.7.
Theorem 4.1. $\hat{v}_{\text{DR}}$ is an unbiased estimator of $v^{\pi_0, H}$, whose variance is given recursively as follows: $\forall t = 1, \ldots, H$,

$$
V_t[\hat{v}_{\text{DR}}^{H+1-t}] = V_t[V(s_t)] + \mathbb{E}_t[V_t[\rho_t \Delta(s_t, a_t) | s_t]] \\
+ \mathbb{E}_t[\rho_t^2 \mathbb{V}_{t+1}[r_t]] + \mathbb{E}_t[\gamma^2 \rho_t^2 \mathbb{V}_{t+1}[\hat{v}_{\text{DR}}^{H+1-t}]],
$$

(4.11)

where $\Delta(s_t, a_t) := \hat{Q}(s_t, a_t) - Q(s_t, a_t)$ and $V_{H+1}[\hat{v}_{\text{DR}}^0 | s_{H}, a_{H}] = 0$.

On the RHS of Equation 4.11, the first 3 terms are variances due to different sources of randomness at time step $t$: state transition randomness, action stochasticity in $\pi_0$, and reward randomness, respectively; the 4th term contains the variance from future steps. The key conclusion is that DR’s variance depends on $\hat{Q}$ via the error function $\Delta = \hat{Q} - Q$ in the 2nd term, hence DR with a good $\hat{Q}$ will enjoy reduced variance, and in general outperform step-wise IS as the latter is simply DR’s special case with a trivial value function $\hat{Q} \equiv 0$.

### 4.3.3 Confidence intervals

As mentioned in the introduction, an important motivation for off-policy value evaluation is to guarantee safety before deploying a policy. For this purpose, we have to characterize the uncertainty in our estimates, usually in terms of a confidence interval (CI). The calculation of CIs for DR is straight-forward, since DR is an unbiased estimator applied to i.i.d. trajectories and standard concentration bounds apply. For example, Hoeffding’s inequality states that for random variables with bounded range $b$, the deviation of the average from $n$ independent samples from the expected value is at most $b \sqrt{\frac{1}{2n} \log \frac{2}{\delta}}$ with probability at least $1 - \delta$. In the case of DR, $n = |D|$ is the number of trajectories, $\delta$ the chosen confidence level, and $b$ the range of the estimate, which is a function of the maximal magnitudes of $r_t$, $\hat{Q}(s_t, a_t)$, $\rho_t$ and $\gamma$.

The application of more sophisticated bounds for off-policy value evaluation in RL can be found in Thomas et al. [2015a]. In practice, however, strict CIs are usually too pessimistic, and normal approximations are used instead [Thomas et al., 2015b]. In the experiments, we will see how DR with normally approximated CIs can lead to more effective and reliable policy improvement than IS.
4.3.4 An extension

From Theorem 4.1, it is clear that DR only reduces the variance due to action stochasticity, and may suffer a large variance even with a perfect Q-value function \( \hat{Q} = Q \), as long as the MDP has substantial stochasticity in rewards and/or state transitions. It is, however, possible to address such a limitation. For example, one modification of DR that further reduces the variance in state transitions is:

\[
\hat{v}_{\text{DR-v2}}^{H+1-t} = \hat{V}(s_t) + \rho_t \left( r_t + \gamma \hat{v}_{\text{DR-v2}}^{H-t} - \hat{R}(s_t, a_t) - \gamma \hat{V}(s_{t+1}) \frac{\hat{P}(s_{t+1}|s_t, a_t)}{P(s_{t+1}|s_t, a_t)} \right),
\]

where \( \hat{P} \) is the transition probability of the MDP model that we use to compute \( \hat{Q} \). While we can show that this estimator is unbiased and reduces the state-transition-induced variance with a good reward & transition functions \( \hat{R} \) and \( \hat{P} \) (we omit proof), it is impractical as the true transition function \( P \) is unknown. However, in problems where we are confident that the transition dynamics can be estimated accurately (but the reward function may be poorly estimated), we can assume that \( P(\cdot) = \hat{P}(\cdot) \), and the last term in Equation 4.12 becomes simply \( \gamma \hat{V}(s_{t+1}) \). This generally reduces more variance than the original DR at the cost of introducing a small bias. The bias is bounded in Proposition 4.2, whose proof is deferred to Section 4.8. In Section 4.5.1.3 we will demonstrate the use of such an estimator by an experiment.

**Proposition 4.2.** Define \( \epsilon = \max_{s,a} \| \hat{P}(\cdot|s,a) - P(\cdot|s,a) \|_1 \). Then, the bias of DR-v2, computed by Equation 4.12 with the approximation \( \hat{P}/P \equiv 1 \), is bounded by \( \epsilon V_{\text{max}} \sum_{t=1}^{H} \gamma^t \), where \( V_{\text{max}} \) is a bound on the magnitude of \( \hat{V} \).

4.4 Hardness of Off-policy Value Evaluation

In Section 4.3.4, we showed the possibility of reducing variance due to state transition stochasticity in a special scenario. A natural question is whether there exists an estimator that can reduce such variance without relying on strong assumptions like \( \hat{P} \approx P \). In this section, we answer this question by providing hardness results on off-policy value evaluation via the Cramer-Rao lower bound (or C-R bound for short), and comparing the C-R bound to the variance of DR.

Before stating the results, we emphasize that, as in other estimation problems, the C-R bound depends crucially on how the MDP is parameterized, because the parameterization captures our prior knowledge about the problem. In general, the more structural knowledge is encoded in parameterization, the easier it is to re-
cover the true parameters from data, and the lower the C-R bound will be. While strong assumptions (e.g., parametric form of value function) are often made in the training phase to make RL problems tractable, one may not want to count them as prior knowledge in evaluation, as every assumption made in evaluation decreases the credibility of the value estimate. (This is why regression-based methods are not trustworthy; see Section 4.2.1.1.) Therefore, we first present the result for the hardest case when no assumptions (other than discrete decisions & outcomes) – especially the Markov assumption that the last observation is a state – are made, to ensure the most credible estimate. A relaxed case is discussed afterwards.

**Definition 4.1.** An MDP is a *discrete tree MDP* if

- State is represented by history: that is, \( s_t = h_t \), where \( h_t = o_1 a_1 \cdots o_{t-1} a_{t-1} o_t \). The \( o_t \)'s are called *observations*. We assume discrete observations and actions.

- Initial states take the form of \( s = o_1 \). Upon taking action \( a \), a state \( s = h \) can only transition to a next state in the form of \( s' = h a o \), with probability \( P(o|h, a) \).

- As a simplification, we assume \( \gamma = 1 \), and non-zero rewards only occur at the end of each trajectory. An additional observation \( o_{H+1} \) encodes the reward randomness so that reward function \( R(h_{H+1}) \) is deterministic. In this case, the MDP is solely parameterized by transition probabilities.

**Theorem 4.3.** For discrete tree MDPs, the variance of any unbiased off-policy value estimator is lower bounded by

\[
\sum_{t=1}^{H+1} \mathbb{E} \left[ \rho_{t:1(t-1)}^2 \mathbb{V}_t[V(s_t)] \right].
\]

(4.13)

**Observation 4.4.** The variance of DR applied to a discrete tree MDP when \( \hat{Q} = Q \) is equal to Equation 4.13.

The theorem follows from Cramer-Rao bound (CRB) for the off-policy evaluation problem, and the claim follows directly by unfolding the recursive form of Equation 4.11 and noticing that \( \Delta \equiv 0, \mathbb{V}_{t+1}[r_t] \equiv 0 \) for \( t = 1, \ldots, H - 1 \), and \( \mathbb{V}_{H+1}[V(s_{H+1})] \) is just a re-writing of \( \mathbb{V}_{H+1}[r_H] \).

**Proof of Observation 4.4.** The result follows directly by unfolding the recursion in Equation 4.11 and noticing that \( \Delta \equiv 0, \mathbb{V}_{t+1}[r_t] \equiv 0 \) for \( t < H \), and \( \mathbb{V}_{H+1}[V(s_{H+1})] = \mathbb{V}_{H+1}[r_H] \). \( \square \)
Implication  When minimal prior knowledge is available, the lower bound in Theorem 4.3 equals the variance of DR with a perfect Q-value function, hence the part of variance due to state transition stochasticity (which DR fails to improve even with a good Q-value function) is intrinsic to the problem and cannot be eliminated without extra knowledge. Moreover, the more accurate \( \hat{Q} \) is, the lower the variance DR tends to have. A related hardness result is given by Li et al. [2015a] for MDPs with known transition probabilities.

Relaxed Case  In Section 4.9, we discuss a relaxed case where the MDP has a Directed Acyclic Graph (DAG) structure, allowing different histories of the same length to be identified as the same state, making the problem easier than the tree case. The two cases share almost identical proofs, and below we give a concise proof of Theorem 4.3; see Section 4.9 for a fully expanded version.

Proof of Theorem 4.3.  In the proof, it will be convenient to index rows and columns of a matrix (or vector) by histories, so that \( A_{h,h'} \) denotes the \((h, h')\) entry of matrix \( A \). Furthermore, given a real-valued function \( f \), \( [f(h, h')]_{h,h'} \) denotes a matrix whose \((h, h')\) entry is given by \( f(h, h') \).

We parameterize a discrete tree MDP by \( \mu(o) \) and \( P(o|h, a) \), for \( h \) of length \( 1, \ldots, H \). For convenience, we treat \( \mu(o) \) as \( P(o|\emptyset) \), and the model parameters can be encoded as a vector \( \theta \) with \( \theta_{hao} = P(o|h, a) \), where \( ha \) contains \(|ha| = 0, \ldots, H \) alternating observations & actions.

These parameters are subject to the normalization constraints that have to be taken into consideration in the C-R bound, namely \( \forall h, a, \sum_{o \in O} P(o|h, a) = 1 \). In matrix form, we have \( F\theta = 1 \), where \( F \) is a block-diagonal matrix with each block being a row vector of 1’s; specifically, \( F_{ha,h'a'o} = \mathbb{I}(ha = h'a') \). Note that \( F \) is the Jacobian of the constraints. Let \( U \) be a matrix whose column vectors consist of an orthonormal basis for the null space of \( F \). From Moore Jr [2010, Eqn. (3.3) and Corollary 3.10], we obtain a Constrained Cramer-Rao Bound (CCRB):

\[
KU(U^T IU)^{-1}U^T K^T,
\]

where \( I \) is the Fisher Information Matrix (FIM) without taking the constraints into consideration, and \( K \) the Jacobian of the quantity \( \nu^{n_1, H} \) that we want to estimate. Our calculation of the CCRB consists of four main steps.
1) Calculation of $I$: By definition, the FIM $I$ is computed as $E \left[ \left( \frac{\partial \log P_o(h_{H+1})}{\partial \theta} \right) \left( \frac{\partial \log P_o(h_{H+1})}{\partial \theta} \right)^\top \right]$, with $P_o(h_{H+1}) := \mu(o_1)\pi_0(o_1|o_1)P(o_2|o_1,a_1) \cdots P(o_{H+1}|h_H,a_H)$ being the probability of observing $h_{H+1}$ under policy $\pi_0$.

Define a new notation $g(h_{H+1})$ as a vector of indicator functions, such that $g(h_{H+1})_{hao} = 1$ whenever $hao$ is a prefix of $h_{H+1}$. Using this notation, we have $\frac{\partial \log P_o(h_{H+1})}{\partial \theta} = \theta^{o-1} \circ g(h_{H+1})$, where $\circ$ denotes element-wise power/multiplication.

We rewrite the FIM as $I = E \left[ [\theta^{-1}_h \theta^{-1}_{h'}]_h \circ (g(h_{H+1})g(h_{H+1})^\top) \right] = [\theta^{-1}_h \theta^{-1}_{h'}]_h \circ E[g(h_{H+1})g(h_{H+1})^\top]$. Now we compute $E[g(h_{H+1})g(h_{H+1})^\top]$. This matrix takes 0 in all the entries indexed by $hao$ and $h'a'o'$ when neither of the two strings is a prefix of the other. For the other entries, without loss of generality, assume $h'a'o'$ is a prefix of $hao$; the other case is similar as $I$ is symmetric. Since $g(h_{H+1})_{hao}g(h_{H+1})_{h'a'o'} = 1$ if and only if $hao$ is a prefix of $h_{H+1}$, we have $E[g(h_{H+1})_{hao}g(h_{H+1})_{h'a'o'}] = P_o(hao)$, and consequently $I_{(hao),(h'a'o')} = \frac{P_o(hao)}{P(o|h,a)}\frac{P_o(h_{h+1})}{P(o'|h',a')} = \frac{P_o(h,\theta)}{P(o|h,a)}$.

2) Calculation of $(U^\top IU)^{-1}$: Since $I$ is quite dense, it is hard to compute the inverse of $U^\top IU$ directly. Note, however, that for any matrix $X$ with matching dimensions, $U^\top IU = U^\top (F^\top X^\top + I + XF)U$, because by definition $U$ is orthogonal to $F$. Observing this, we design $X$ to make $D = F^\top X^\top + I + XF$ diagonal so that $U^\top DU$ is easy to invert. This is achieved by letting $X_{(h'a'o'),(hao)} = 0$ except when $h'a'o'$ is a prefix of $hao$, in which case we set $X_{(h'a'o'),(hao)} = -\frac{P_h(hao)}{P_o(o|h,a)}$. It is not hard to verify that $D$ is diagonal with $D_{(hao),(hao)} = I_{(hao),(hao)} = \frac{P_h(hao)}{P(o|h,a)}$. With the above trick, we have $(U^\top IU)^{-1} = (U^\top DU)^{-1}$. Since CCRB is invariant to the choice of $U$, we choose $U$ to be diag($\{U(hao)\}$), where $U(hao)$ is a diagonal block with columns forming an orthonormal basis of the null space of the none-zero part of $F_{(hao),()}$ (an all-1 row vector). It is easy to verify that such $U$ exists and is column orthonormal, with $FU = [0]_{(hao),(hao)}$. We also rewrite $D = diag(\{D_{(hao)}\})$ where $D_{(hao)}$ is a diagonal matrix with $D_{(hao)}_{o,o} = \frac{P_h(hao)}{P(o|h,a)}$, and we have $U(U^\top IU)^{-1}U^\top = diag(\{U(hao)U(hao)^\top D_{(hao)}U(hao)^\top\}^{-1}U(hao)^\top)$. The final step is to notice that each block in the expression above is simply $\frac{1}{P_o(hao)}$ times the CCRB of a multinomial distribution $p = P(\cdot|h,a)$, which is diag($p - pp^\top$) [Moore Jr, 2010, Eqn. (3.12)].

3) Calculation of $K$: Recall that we want to estimate

$$v = o^{n_H} = \sum_{o_1} \mu(o_1) \sum_{a_1} \pi_1(a_1|o_1) \cdots \sum_{o_{H+1}} P(o_{H+1}|h_H,a_H)R(h_{H+1}).$$
Its Jacobian, $K = \frac{\partial v}{\partial \theta}$, can be computed by $K_{(ha)} = P_1(ha)V(hao)$, where $P_1(o_1a_1 \cdots o_ta_t) := \mu(o_1)\pi_1(a_1) \cdots P(o_t|h_{t-1},a_{t-1})\pi_1(a_t|h_t)$ is the probability of observing a sequence under policy $\pi_1$.

4) The C-R bound: Putting all the pieces together, Equation 4.14 is equal to

$$\sum_{ha} \frac{P_1(ha)^2}{P_0(ha)} \left( \sum_o P(o|h,a)V(hao)^2 - \left( \sum_o P(o|h,a)V(hao) \right)^2 \right)$$

$$= \sum_{t=0}^H \sum_{|ha|=t} P_0(ha) \frac{P_1(ha)^2}{P_0(ha)} \mathbb{V}[V(hao) \mid h,a].$$

Noticing that $P_1(ha)/P_0(ha)$ is the cumulative importance ratio, and $\sum_{|ha|=t} P_0(ha)(\cdot)$ is taking expectation over sample trajectories, the lower bound is equal to

$$\sum_{t=0}^H \mathbb{E}\left[ \rho_{1:t}^2 V_{t+1}[V(s_{t+1})] \right] = \sum_{t=1}^{H+1} \mathbb{E}\left[ \rho_{1:(t-1)}^2 V_t[V(s_t)] \right].$$

4.5 Experiments

Throughout this section, we will be concerned with the comparison among the following estimators. For compactness, we drop the prefix “step-wise” from step-wise IS & WIS. Further experiment details can be found in Appendix ??.

1. (IS) Step-wise IS of Equation 4.5;
2. (WIS) Step-wise WIS of Equation 4.7;
3. (REG) Regression estimator (details to be specified for each domain in the “model fitting” paragraphs);
4. (DR) Doubly robust estimator of Equation 4.10;
5. (DR-bsl) DR with a state-action independent $\hat{Q}$.

4.5.1 Comparison of Mean Squared Errors

In these experiments, we compare the accuracy of the point estimate given by each estimator. For each domain, a policy $\pi_{\text{train}}$ is computed as the optimal policy of the MDP model estimated from a training dataset $D_{\text{train}}$ (generated using $\pi_0$), and the target policy $\pi_1$ is set to be $(1 - \alpha)\pi_{\text{train}} + \alpha\pi_0$ for $\alpha \in \{0, 0.25, 0.5, 0.75\}$. The parameter $\alpha$ controls similarity between $\pi_0$ and $\pi_1$. A larger $\alpha$ tends to make off-policy evaluation easier, at the cost of yielding a more conservative policy when
\(\pi_{\text{train}}\) is potentially of high quality.

We then apply the five estimators on a separate dataset \(D_{\text{eval}}\) to estimate the value of \(\pi_1\), compare the estimates to the groundtruth value, and take the average estimation errors across multiple draws of \(D_{\text{eval}}\). Note that for the DR estimator, the supplied Q-value function \(\hat{Q}\) should be independent of the data used in Equation 4.10 to ensure unbiasedness. We therefore split \(D_{\text{eval}}\) further into two subsets \(D_{\text{model}}\) and \(D_{\text{test}}\), estimate \(\hat{Q}\) from \(D_{\text{model}}\) and apply DR on \(D_{\text{test}}\).

In the above procedure, DR does not make full use of data, as the data in \(D_{\text{model}}\) do not go into the sample average in Equation 4.10. To address this issue, we propose a more data-efficient way of applying DR in the situation when \(\hat{Q}\) has to be estimated from (a subset of) \(D_{\text{eval}}\), and we call it \(k\)-fold DR, inspired by \(k\)-fold cross validation in supervised learning: we partition \(D_{\text{eval}}\) into \(k\) subsets, apply Equation 4.8 to each subset with \(\hat{Q}\) estimated from the remaining data, and finally average the estimate over all subsets. Since the estimate from each subset is unbiased, the overall average remains unbiased, and has lower variance since all trajectories go into the sample average. We only show the results of 2-fold DR as model fitting is time-consuming.

### 4.5.1.1 Mountain Car

**Domain description** Mountain car is a widely used benchmark problem for RL with a 2-dimensional continuous state space (position and velocity) and deterministic dynamics [Singh and Sutton, 1996]. The state space is \([-1.2, 0.6] \times [-0.07, 0.07]\), and there are 3 discrete actions. The agent receives \(-1\) reward every time step with a discount factor 0.99, and an episode terminates when the first dimension of state reaches the right boundary. The initial state distribution is set to uniformly random, and behavior policy is uniformly random over the 3 actions. The typical horizon for this problem is 400, which can be too large for IS and its variants, therefore we accelerate the dynamics such that given \((s, a)\), the next state \(s'\) is obtained by calling the original transition function 4 times holding \(a\) fixed, and we set the horizon to 100. A similar modification was taken by Thomas [2015], where every 20 steps are compressed as one step.

**Model Construction** The model we construct for this domain uses a simple discretization (state aggregation): the two state variables are multiplied by \(2^{16}\) and \(2^{8}\) respectively and the rounded integers are treated as the abstract state. We then estimate the model parameters from data using a tabular approach. Unseen aggregated
Figure 4.1: Comparison of the methods as point estimators on Mountain Car. 5000 trajectories are generated for off-policy evaluation, and all the results are from over 4000 runs. The subgraphs correspond to the target policies produced by mixing \( \pi_{\text{train}} \) and \( \pi_0 \) with different portions. X-axes show the size of \( D_{\text{test}} \), the part of the data used for IS/WIS/DR/DR-bsl. The remaining data are used by the regression estimator (REG; DR uses it as \( \hat{Q} \)). Y-axes show the RMSE of the estimates divided by the true value in logarithmic scale. We also show the error of 2-fold DR as an isolated point (○).

Data sizes and other details The dataset sizes are \( |D_{\text{train}}| = 2000 \) and \( |D_{\text{eval}}| = 5000 \). We split \( D_{\text{eval}} \) such that \( D_{\text{test}} \in \{10, 100, 1000, 2000, 3000, 4000, 4900, 4990\} \). DR-bsl uses the step-dependent constant function \( \hat{Q}(s_t, a_t) = \frac{R_{\min}(1 - \gamma(H-t+1))}{1-\gamma} \). Since the estimators in the IS family typically has a highly skewed distribution, the estimates can occasionally go largely out of range, and we crop such outliers in \([V_{\min}, V_{\max}]\) to ensure that we can get statistically significant experiment results within a reasonable
number of simulations. The same treatment is also applied to the experiment on Sailing.

Results See Figure 4.1 for the errors of IS/WIS/DR-bsl/DR on \( D_{\text{test}} \), and REG on \( D_{\text{model}} \). As \(|D_{\text{test}}|\) increases, IS/WIS gets increasingly better, while REG gets worse as \( D_{\text{model}} \) contains less data. Since DR depends on both halves of the data, it achieves the best error at some intermediate \(|D_{\text{test}}|\), and beats using all the data for IS/WIS in all the 4 graphs. DR-bsl shows the accuracy of DR with \( \hat{Q} \) being a constant guess, and it already outperforms IS/WIS most of the time.

4.5.1.2 Sailing

Domain description The sailing domain [Kocsis and Szepesvári, 2006] is a stochastic shortest-path problem, where the agent sails on a grid (in our experiment, a map of size \( 10 \times 10 \)) with wind blowing in random directions, aiming at the terminal location on the top-right corner. The state is represented by 4 integer variables,
representing either location or direction. At each step, the agent chooses to move in one of the 8 directions, (moving against the wind or running off the grid is prohibited), and receives a negative reward that depends on moving direction, wind direction, and other factors, ranging from $R_{\text{min}} = -3 - 4\sqrt{2}$ to $R_{\text{max}} = 0$ (absorbing). The problem is non-discounting, and we use $\gamma = 0.99$ for easy convergence when computing $\pi_{\text{train}}$.

**Model fitting**  We apply Kernel-based Reinforcement Learning [Ormoneit and Sen, 2002] and supply a smoothing kernel in the joint space of states and actions. The kernel we use takes the form $\exp(-\| \cdot \|/b)$, where $\| \cdot \|$ is the $\ell_2$-distance in $S \times A$, and $b$ is the kernel bandwidth, set to 0.25.

**Data sizes and other details**  The data sizes are $|D_{\text{train}}| = 1000$ and $|D_{\text{eval}}| = 2500$, and we split $D_{\text{eval}}$ such that $D_{\text{test}} \in \{5, 50, 500, 1000, 1500, 2000, 2450, 2495\}$. DR-bsl uses the step-dependent constant function $\hat{Q}(s_t, a_t) = \frac{R_{\text{min}}}{2(1 - \gamma)^{-t+1}}$, for the reason that in Sail $R_{\text{min}}$ is rarely reached hence too pessimistic as a rough estimate of the magnitude of reward obtained per step.

**Results**  See Figure 4.2. The results are qualitatively similar to Mountain Car results in Figure 4.1, except that: (1) WIS is as good as DR in the 2nd and 3rd graph; (2) in the 4th graph, DR with a 3:2 split outperforms all the other estimators (including the regression estimator) with a significant margin, and a further improvement is achieved by 2-fold DR.

4.5.1.3 **KDD Cup 1998 donation dataset**

In the last domain, we use the donation dataset from KDD Cup 1998 [Hettich and Bay, 1999], which records the email interactions between an agent and potential donators. A state contains 5 integer features, and there are 12 discrete actions. All trajectories are 22-steps long and there is no discount. The policy $\pi_{\text{train}}$ is generated by training a recurrent neural network on the original data [Li et al., 2015c].

Since no groundtruth values are available for the target policies, we fit a simulator from the true data, and use it as groundtruth for everything henceforward: the true value of a target policy is computed by Monte-Carlo policy evaluation in

\[ \Delta \text{The difference of two directions is defined as the angle between them (in degrees) divided by 45°. For computational efficiency, the kernel function is cropped to 0 whenever two state-action pairs deviate more than 1 in any of the dimensions.} \]
Figure 4.3: Results on the donation dataset, averaged over about 5000 runs. DR-v2 is the estimator in Equation 4.12 with the 2-fold trick. The other estimators are applied to the whole dataset. X-axis shows the portion of which $\pi_0$ is mixed into $\pi_{\text{train}}$.

The MDP model used to compute $\hat{Q}$ is estimated as follows: each state variable is assumed to evolve independently (a reasonable assumption for this dataset), and the marginal transition probabilities are estimated using a tabular approach, which is exactly how the simulator is fit from real data. Reward function, on the other hand, is fit by linear regression using the first 3 state features (on the contrast, all the 5 features are used when fitting the simulator’s reward function). Consequently, we get a model with an almost perfect transition function and a relatively inaccurate reward function, and DR-v2 is supposed to work well in such a situation.\(^4\) See Figure 4.3 for the results; DR-v2 is the best estimator in all situations: it beats WIS.

---

\(^4\)Since there are many possible next-states, for computational efficiency we use a sparse-sample approach when estimating $\hat{Q}$ using the fitted model $\hat{M}$: for each $(s, a)$, we randomly sample several next-states from $\hat{P}(.|s, a)$, and cache them as a particle representation for the next-state distribution. The number of particles is set to 5 which is enough to ensure high accuracy.
when $\pi_1$ is far from $\pi_0$, and beats REG when $\pi_1$ and $\pi_0$ are close.

4.5.2 Application to safe policy improvement

In this experiment, we apply the off-policy value evaluation methods in safe policy improvement. Given a batch dataset $D$, the agent uses part of it ($D_{\text{train}}$) to find candidate policies, which may be poor due to data insufficiency and/or inaccurate approximation. The agent then evaluates these candidates on the remaining data ($D_{\text{test}}$) and chooses a policy based on the evaluation. In this common scenario, DR has an extra advantage: $D_{\text{train}}$ can be reused to estimate $\hat{Q}$, and it is not necessary to hold out part of $D_{\text{test}}$ for regression.

Due to the high variance of IS and its variants, acting greedily w.r.t. the point estimate is not enough to promote safety. A typical approach is to select the policy that has the highest lower confidence bound [Thomas et al., 2015b], and hold on to the current behavior policy if none of the bounds is better than the behavior policy’s value. More specifically, the bound is $V_\dagger - C\sigma_\dagger$, where $V$ is the point estimate, $\sigma$ is the empirical standard error, and $C \geq 0$ controls confidence level. $\dagger$ is a placeholder for any method that works by averaging a function of sample trajectories; examples considered in this paper are the IS and the DR estimators.

The experiment is conducted in Mountain Car, and most of the setting is the same as Section 4.5.1.1. Since we do not address the exploration-exploitation problem, we keep the behavior policy fixed as uniformly random, and evaluate the
recommended policy once in a while as the agent gets more and more data. The candidate policies are generated as follows: we split $|D|$ so that $|D_{\text{train}}|/|D| \in \{0.2, 0.4, 0.6, 0.8\}$; for each split, we compute optimal $\pi_{\text{train}}$ from the model estimated on $D_{\text{train}}$, mix $\pi_{\text{train}}$ and $\pi_0$ with rate $\alpha \in \{0, 0.1, \ldots, 0.9\}$, compute their confidence bounds by applying IS/DR on $D \setminus D_{\text{train}}$, and finally pick the policy with the highest score over all splits and $\alpha$’s.

The results are shown on the left panel of Figure 4.4. From the figure, it is clear that DR’s value improvement largely outperforms IS, primarily because IS is not able to accept a target policy that is too different from $\pi_0$. However, here $\pi_{\text{train}}$ is mostly a good policy (except when $|D|$ is very small), hence the more aggressive an algorithm is, the more value it gets. As evidence, both algorithms achieve the best value with $C = 0$, raising the concern that DR might make unsafe recommendations when $\pi_{\text{train}}$ is poor.

To falsify this hypothesis, we conduct another experiment in parallel, where we have $\pi_{\text{train}}$ minimize the value instead of maximizing it, resulting in policies worse than the behavior policy, and the results are shown on the right panel. Clearly, as $C$ becomes smaller, the algorithms become less safe, and with the same $C$ DR is as safe as IS if not better at $|D| = 5000$. Overall, we conclude that DR can be a drop-in replacement for IS in safe policy improvement.

4.6 Related Work and Discussions

This paper focuses on off-policy value evaluation in finite-horizon problems, which are often a natural way to model real-world problems like dialogue systems. The goal is to estimate the expected return of start states drawn randomly from a distribution. This differs from (and is somewhat easier than) the setting considered in some previous work, often known as off-policy policy evaluation, which aims to estimate the whole value function [Precup et al., 2000, 2001, Sutton et al., 2015]. Both settings find important yet different uses in practice, and share the same core difficulty of dealing with distribution mismatch.

The DR technique was first studied in statistics [Rotnitzky and Robins, 1995] to improve the robustness of estimation against model misspecification, and a DR estimator has been developed for dynamic treatment regime [Murphy et al., 2001]. DR was later applied to policy learning in contextual bandits [Dudík et al., 2011], and its finite-time variance is shown to be typically lower than IS. The DR estimator in this work extends the work of Dudík et al. [2011] to sequential decision-making
problems. In addition, we show that in certain scenarios the variance of DR matches the statistical lower bound of the estimation problem.

An important application of off-policy value evaluation is to ensure that a new policy to be deployed does not have degenerate performance in policy iteration; example algorithms for this purpose include conservative policy iteration [Kakade and Langford, 2002] and safe policy iteration [Pirotta et al., 2013]. More recently, Thomas et al. [2015a] incorporate lower confidence bounds with IS in approximate policy iteration to ensure that the computed policy meets a minimum value guarantee. Our work compliments their interesting use of confidence intervals by providing DR as a drop-in replacement of IS. We show that after such a replacement, an agent can accept good policies more aggressively hence obtain higher reward, while maintaining the same level of safety against bad policies.

4.7 Proof of Theorem 4.1

Proof. For the base case $t = H + 1$, since $\hat{v}_0^{DR} = V(s_{H+1}) = 0$, it is obvious that at the $(H + 1)$-th step the estimator is unbiased with 0 variance, and the theorem holds. For the inductive step, suppose the theorem holds for step $t + 1$. At time step $t$, we
have:

\[
\begin{align*}
\mathbb{V}_t[\hat{V}_t^{H+1-t}] &= \mathbb{E}_t\left((\hat{V}_t^{H+1-t})^2\right) - \left(\mathbb{E}_t[V(s_t)]\right)^2 \\
&= \mathbb{E}_t\left(\left(\hat{V}(s_t) + \rho_t(r_t + \gamma \hat{H}^{H-t} - \bar{Q}(s_t, a_t))\right)^2 - V(s_t)^2\right) + \mathbb{V}_t[V(s_t)] \\
&= \mathbb{E}_t\left(\left(\rho_t Q(s_t, a_t) - \rho_t \bar{Q}(s_t, a_t) + \hat{V}(s_t) + \rho_t(r_t + \gamma \hat{H}^{H-t} - Q(s_t, a_t))\right)^2 - V(s_t)^2\right) \\
&\quad + \mathbb{V}_t[V(s_t)] \\
&= \mathbb{E}_t\left(\left(- \rho_t \Delta(s_t, a_t) + \hat{V}(s_t) + \rho_t(r_t - R(s_t, a_t)) + \rho_t \gamma(\hat{H}^{H-t} - \mathbb{E}_{t+1}[V(s_{t+1})])\right)^2 \\
&\quad - V(s_t)^2\right) + \mathbb{V}_t[V(s_t)] \\
&= \mathbb{E}_t\left[\mathbb{E}_t\left[\left(- \rho_t \Delta(s_t, a_t) + \hat{V}(s_t)\right)^2 - V(s_t)^2 \left| s_t\right.\right]\right] + \mathbb{E}_t\left[\mathbb{E}_{t+1}\left[\rho_t^2(r_t - R(s_t, a_t))^2\right]\right] \\
&\quad + \mathbb{V}_t[V(s_t)] + \mathbb{E}_t\left[\mathbb{E}_{t+1}\left[\left(\rho_t \gamma(\hat{H}^{H-t} - \mathbb{E}_{t+1}[V(s_{t+1})])\right)^2\right]\right] \\
&= \mathbb{E}_t\left[\mathbb{V}_t[- \rho_t \Delta(s_t, a_t) + \hat{V}(s_t) \left| s_t\right.\right]\right] + \mathbb{E}_t\left[\rho_t^2 \mathbb{V}_{t+1}[r_t]\right] \\
&\quad + \mathbb{E}_t\left[\rho_t^2 \gamma^2 \mathbb{V}_{t+1}[\hat{H}^{H-t} \left| s_t, a_t\right.\right]\right] + \mathbb{V}_t[V(s_t)] \\
&= \mathbb{E}_t\left[\mathbb{V}_t[\rho_t \Delta(s_t, a_t) \left| s_t\right.\right]\right] + \mathbb{E}_t\left[\rho_t^2 \mathbb{V}_{t+1}[r_t]\right] + \mathbb{E}_t\left[\rho_t^2 \gamma^2 \mathbb{V}_{t+1}[\hat{H}^{H-t}\left| s_t, a_t\right.\right]\right] + \mathbb{V}_t[V(s_t)].
\end{align*}
\]

This completes the proof. Note that from Equation 4.15 to the next step, we have used the fact that conditioned on \(s_t\) and \(a_t\), \(r_t - R(s_t, a_t)\) and \(\hat{H}^{H-t} - \mathbb{E}_{t+1}[V(s_{t+1})]\) are independent and have zero means, and all the other terms are constants. Therefore, the square of the sum equals the sum of squares in expectation. \(\square\)

### 4.8 Bias of DR-v2

**Proof of Proposition 4.2.** Let \(\hat{V}_v\) denote Equation 4.12 with approximation \(\hat{P} = P\). Since \(\hat{V}_v\) is unbiased, the bias of \(\hat{V}_v\) is then the expectation of \(\hat{V}_v - \hat{V}_v\). Define

\[
\beta_t = \mathbb{E}_t\left[\hat{V}_v^{H+1-t} - \hat{V}_v^{H+1-t}\right].
\]
Then, \( \beta_1 \) is the bias we try to quantify, and is a constant. In general, \( \beta_t \) is a random variable that depends on \( s_1, a_1, \ldots, s_{t-1}, a_{t-1} \). Now we have

\[
\beta_t = \mathbb{E}_t \left[ \rho_t \gamma \left( \hat{v}^{H-t}_{\text{DR-v2}} - \hat{v}^{H-t}_{\text{DR-v2}} - \rho_t \gamma \hat{V}(s_{t+1}) \left( \frac{\hat{P}(s_{t+1}|s_t, a_t)}{P(s_{t+1}|s_t, a_t)} - 1 \right) \right) \right] \\
= \mathbb{E}_t \left[ \rho_t \gamma \beta_{t+1} \right] - \mathbb{E}_t \left[ \rho_t \gamma \hat{V}(s_{t+1}) \left( \frac{\hat{P}(s_{t+1}|s_t, a_t)}{P(s_{t+1}|s_t, a_t)} - 1 \right) \right].
\]

In the second term of the last expression, the expectation is taken over the randomness of \( a_t \) and \( s_{t+1} \); we keep \( a_t \) as a random variable and integrate out \( s_{t+1} \), and get

\[
\mathbb{E}_t \left[ \rho_t \gamma \hat{V}(s_{t+1}) \left( \frac{\hat{P}(s_{t+1}|s_t, a_t)}{P(s_{t+1}|s_t, a_t)} - 1 \right) \right] \\
= \mathbb{E}_{t+1} \left[ \rho_t \gamma \hat{V}(s_{t+1}) \left( \frac{\hat{P}(s_{t+1}|s_t, a_t)}{P(s_{t+1}|s_t, a_t)} - 1 \right) \right] \\
= \mathbb{E}_t \left[ \rho_t \gamma \sum_{s'} P(s'|s_t, a_t) \hat{V}(s') \left( \frac{\hat{P}(s'|s_t, a_t)}{P(s'|s_t, a_t)} - 1 \right) \right] \\
= \mathbb{E}_t \left[ \rho_t \gamma \sum_{s'} \hat{V}(s') \left( \frac{\hat{P}(s'|s_t, a_t)}{P(s'|s_t, a_t)} - 1 \right) \right].
\]

Recall that the expectation of the importance ratio is always 1, hence

\[
\beta_t \leq \mathbb{E}_t \left[ \rho_t \gamma (\beta_{t+1} + \epsilon V_{\text{max}}) \right] = \mathbb{E}_t \left[ \rho_t \gamma \beta_{t+1} \right] + \gamma \epsilon V_{\text{max}}.
\]

With an abuse of notation, we reuse \( \beta_t \) as its maximal absolute magnitude over all sample paths \( s_1, a_1, \ldots, s_{t-1}, a_{t-1} \). Clearly we have \( \beta_{H+1} = 0 \), and

\[
\beta_t \leq \gamma (\beta_{t+1} + \epsilon V_{\text{max}}).
\]

Hence, \( \beta_1 \leq \epsilon V_{\text{max}} \sum_{t=1}^{H} \gamma^t \). \( \square \)

### 4.9 Cramer-Rao Bound for Discrete DAG MDPs

Here, we prove a lower bound for the relaxed setting where the MDP is a layered Directed Acyclic Graph instead of a tree. In such MDPs, the regions of the state space reachable in different time steps are disjoint (just as tree MDPs), but trajectories that
Definition 4.2 (Discrete DAG MDP). An MDP is a discrete Directed Acyclic Graph (DAG) MDP if:

- The state space and the action space are finite.
- For any $s \in S$, there exists a unique $t \in \mathbb{N}$ such that, $\max_{\pi:S \rightarrow A} P(s_t = s \mid \pi) > 0$. In other words, a state only occurs at a particular time step.
- As a simplification, we assume $\gamma = 1$, and non-zero rewards only occur at the end of each $H$-step long trajectory. We use an additional state $s_{H+1}$ to encode the reward randomness so that reward function $R(s_{H+1})$ is deterministic and the domain can be solely parameterized by transition probabilities.

Theorem 4.5. For discrete DAG MDPs, the variance of any unbiased estimator is lower bounded by

$$
\sum_{t=1}^{H+1} \mathbb{E} \left[ \frac{P_1(s_{t-1}, a_{t-1})^2}{P_0(s_{t-1}, a_{t-1})^2} \mathbb{V}_t[V(s_t)] \right],
$$

where for trajectory $\tau$, $P_0(\tau) = \mu(s_1)\pi_0(a_1|s_1)P(s_2|s_1, a_1)\ldots P(s_{H+1}|s_H, a_H)$, and $P_0(s_t, a_t)$ is its marginal probability; $P_1(\cdot)$ is similarly defined for $\pi_1$.

Remark Compared to Theorem 4.3, the cumulative importance ratio $\rho_{1:t-1}$ is replaced by the state-action occupancy ratio $P_1(s_{t-1}, a_{t-1})/P_0(s_{t-1}, a_{t-1})$ in Theorem 4.5. The two ratios are equal when each state can only be reached by a unique sample path. In general, however, $\mathbb{E} \left[ \frac{P_1(s_{t-1}, a_{t-1})^2}{P_0(s_{t-1}, a_{t-1})^2} \mathbb{V}_t[V(s_t)] \right] \leq \mathbb{E} \left[ \rho_{1:t-1}^2 \mathbb{V}_t[V(s_t)] \right]$, hence DAG MDPs are easier than tree MDPs for off-policy value evaluation.

Below we give the proof of Theorem 4.5, which is almost identical to the proof of Theorem 4.3.

Proof of Theorem 4.5. We parameterize the MDP by $\mu(s_1)$ and $P(s_{t+1}|s_t, a_t)$ for $t = 1, \ldots, H$. For convenience we will treat $\mu(s_1)$ as $P(s_1|\emptyset)$, so all the parameters can be represented as $P(s_{t+1}|s_t, a_t)$ (for $t = 0$ there is a single $s_0$ and $a$). These parameters are subject to the normalization constraints that have to be taken into consideration in the Cramer-Rao bound, namely $\forall t, s_t, a_t, \sum_{s_{t+1}} P(s_{t+1}|s_t, a_t) = 1.$

$$
\begin{bmatrix}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots \\
1 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
\theta
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\quad (4.16)
$$
where \( \theta_{s_t, a_t, s_{t+1}} = P(o|s_t, a_t) \). The matrix on the left is effectively the Jacobian of the constraints, which we denote as \( F \). We index its rows by \((s_t, a_t)\), so \( F_{(s_t, a_t), (s_t, a_t, s_{t+1})} = 1 \) and other entries are 0. Let \( U \) be a matrix whose column vectors consist an orthonormal basis for the null space of \( F \). From Moore Jr [2010, Eqn. (3.3) and Corollary 3.10], we have the Constrained Cramer-Rao Bound (CCRB) being\(^5\) (the dependence on \( \theta \) in all terms are omitted):

\[
KU(U^T I U)^{-1} U^T K^T,
\]

(4.17)

where \( I \) is the Fisher Information Matrix (FIM), and \( K \) is the Jacobian of the quantity we want to estimate; they are computed below. We start with \( I \), which is

\[
I = \mathbb{E} \left[ \left( \frac{\partial \log P_0(\tau)}{\partial \theta} \right) \left( \frac{\partial \log P_0(\tau)}{\partial \theta} \right)^T \right].
\]

(4.18)

To calculate \( I \), we define a new notation \( g(\tau) \), which is a vector of indicator functions and \( g(\tau)_{s_t, a_t, s_{t+1}} = 1 \) when \((s_t, a_t, s_{t+1})\) appears in trajectory \( \tau \). Using this notation, we have

\[
\frac{\partial \log P_0(\tau)}{\partial \theta} = \theta^{o-1} \circ g(\tau),
\]

(4.19)

where \( \circ \) denotes element-wise power/multiplication. Then we can rewrite the FIM as

\[
I = \mathbb{E} \left[ [\theta^{-1} \theta^{-1}]_{ij} \circ (g(\tau)g(\tau)^T) \right]
\]

\[
= [\theta^{-1} \theta^{-1}]_{ij} \circ \mathbb{E} [(g(\tau)g(\tau)^T)],
\]

(4.20)

where \( [\theta^{-1} \theta^{-1}]_{ij} \) is a matrix expressed by its \((i, j)\)-th element. Now we compute \( \mathbb{E} [g(\tau)g(\tau)^T] \). On the diagonal, it is \( P_0(s_t, a_t, s_{t+1}) \), so the diagonal of \( I \) is \( \frac{P_0(s_t, a_t, s_{t+1})}{P(s_{t+1} | s_t, a_t)} \); for non-diagonal entries whose row indexing and column indexing tuples are at the same time step, the value is 0; in other cases, suppose row is \((s_t, a_t, s_{t+1})\) and column is \((s_{t'}, a_{t'}, s_{t'+1})\), and without loss of generality assume \( t' < t \), then the entry is \( \frac{P_0(s_{t'}, a_{t'}, s_{t'+1}, s_{t}, a_{t}, s_{t+1})}{P(s_{t'+1} | s_{t'}, a_{t'})P(s_{t+1} | s_{t}, a_{t})} = \frac{P_0(s_{t'}, a_{t'})P_0(s_{t}, a_{t} | s_{t'+1})}{P_0(s_{t'}, a_{t'})} \).

\(^5\)In fact, existing literature on Constrained Cramer-Rao Bound does not deal with the situation where the unconstrained parameters break the normalization constraints (which we are facing). However, this can be easily tackled by changing the model slightly to \( P(o|h, a) = \theta_{hao}/\sum_{o'} \theta_{hao'} \), which resolves the issue and gives the same result.
Then, we calculate \((U^T IU)^{-1}\). To avoid the difficulty of taking inverse of this non-diagonal matrix, we apply the following trick to diagonalize \(I\): note that for any matrix \(X\) with matching dimensions,

\[
U^T IU = U^T(F^T X^T + I + XF)U, \tag{4.21}
\]

because by definition \(U\) is orthogonal to \(F\). We can design \(X\) so that \(D = F^T X^T + I + XF\) is a diagonal matrix, and 
\[
D(s_{t+1},a_{t+1}) = I(s_{t+1},s_{t+1}) = \frac{P_0(s_{t+1},a_{t+1})}{P_0(s_{t+1})}. \tag{4.22}
\]

This is achieved by having \(XF\) eliminate all the non-diagonal entries of \(I\) in the upper triangle without touching anything on the diagonal or below, and by symmetry \(F^T X^T\) will deal with the lower triangle. The particular \(X\) we take is
\[
X(s_{t'},a_{t'},s_{t'+1},a_{t'+1}) = -P_0(s_{t'},a_{t'})P_0(s_{t+1},a_{t+1})I(t' < t), \tag{4.23}
\]

and it is not hard to verify that this construction diagonalizes \(I\).

With the diagonalization trick, we have \((U^T IU)^{-1} = (U^T DU)^{-1}\). Since CCRB is invariant to the choice of \(U\), and we observe that the rows of \(F\) are orthogonal, we choose \(U\) as follows: let \(n(s_{t+1})\) be the number of 1’s in \(F(s_{t+1},\cdot)\), and \(U(s_{t+1})\) be the \(n(s_{t+1})\times(n(s_{t+1})-1)\) matrix with orthonormal columns in the null space of \([1 \ldots 1]\) \((n(s_{t+1}) 1’s)\); finally, we choose \(U\) to be a block diagonal matrix \(U = \text{diag}\{U(s_{t+1})\}\), where \(U(s_{t+1})\)’s are the diagonal blocks, and it is easy to verify that \(U\) is column orthonormal and \(FU = 0\). Similarly, we write \(D = \text{diag}\{D(s_{t+1})\}\) where \(D(s_{t+1})\) is a diagonal matrix with \(D(s_{t+1})_{s_{t+1},s_{t+1}} = P_0(s_{t+1})/P_0(s_{t+1},s_{t+1})\), and

\[
U(U^T IU)^{-1}U^T = U(U^T DU)^{-1}U^T \\
= U(\text{diag}\{U^T(s_{t+1})\}\text{diag}\{D(s_{t+1})\}\text{diag}\{U(s_{t+1})\})^{-1}U \\
= U \text{diag}\{U^T(s_{t+1})DU(s_{t+1})^{-1}\}U \\
= \text{diag}\{U(s_{t+1})U^T(s_{t+1})DU(s_{t+1})^{-1}U^T(s_{t+1})\}. \tag{4.22}
\]

Notice that each block in Equation 4.22 is simply \(1/P_0(s_{t+1})\) times the CCRB of a multinomial distribution \(P(\cdot|s_{t+1})\). The CCRB of a multinomial distribution \(p\) can be easily computed by an alternative formula [Moore Jr, 2010, Eqn. (3.12)], which gives \(\text{diag}(p) - pp^T\), so we have,

\[
\text{diag}(P(\cdot|s_{t+1})) - P(\cdot|s_{t+1})P(\cdot|s_{t+1})^T \tag{4.23}
\]
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We then calculate $K$. Recall that we want to estimate 

$$v = v^\pi_1, H = \sum_{s_1} \mu(s_1) \sum_{a_1} \pi_1(a_1 | s_1) \cdots \sum_{s_{H+1}} P(s_{H+1} | s_H, a_H) R(s_{H+1}),$$

and its Jacobian is $K = (\partial v / \partial \theta)^\top$, with $K(s_t, a_t, s_{t+1}) = P_1(s_t, a_t) V(s_{t+1})$, where $P_1(\tau) = \mu(s_1) \pi_1(a_1) \cdots P(s_{H+1} | s_H, a_H)$ and $P_1(s_t, a_t)$ is the marginal probability.

Finally, putting all the pieces together, we have Equation 4.17 equal to

$$\sum_{s_t, a_t} \frac{P_1(s_t, a_t)^2}{P_0(s_t, a_t)} \left( \sum_{s_{t+1}} P(s_{t+1} | s_t, a_t) V(s_{t+1})^2 - \left( \sum_{s_{t+1}} P(s_{t+1} | s_t, a_t) V(s_{t+1}) \right)^2 \right)$$

$$= \sum_{t=0}^{H} \sum_{s_t} P_0(s_t, a_t) \frac{P_1(s_t, a_t)^2}{P_0(s_t, a_t)^2} \mathbb{E}[V(s_{t+1}) | s_t, a]$$

$$= \sum_{t=0}^{H} \mathbb{E} \left[ \frac{P_1(s_{t-1}, a_{t-1})^2}{P_0(s_{t-1}, a_{t-1})^2} \mathbb{V}_{t+1} [V(s_{t+1})] \right] = \sum_{t=1}^{H+1} \mathbb{E} \left[ \frac{P_1(s_{t-1}, a_{t-1})^2}{P_0(s_{t-1}, a_{t-1})^2} \mathbb{V}_t [V(s_t)] \right].$$
Chapter 5

Adaptive Selection of State Abstraction

State abstractions are often used to reduce the complexity of model-based reinforcement learning when only limited quantities of data are available. However, choosing the appropriate level of abstraction is an important problem in practice. While it is always possible to reduce this problem to off-policy value evaluation (Chapter 4), the exponential lower bound prevents us from developing theoretical guarantees for abstraction selection with polynomial dependence on horizon. Other existing approaches have theoretical guarantees only under strong assumptions on the domain or asymptotically large amounts of data. In this chapter we propose a simple algorithm based on statistical hypothesis testing that comes with a finite-sample guarantee under assumptions on candidate abstractions. Our algorithm trades off the low approximation error of finer abstractions against the low estimation error of coarser abstractions, resulting in a loss bound that depends only on the quality of the best available abstraction and is polynomial in planning horizon.

5.1 Introduction

In this chapter, we advance the theoretical understanding of a fundamentally important setting in RL: large state spaces but only limited amounts of data and no pre-existing model. This is, of course, the typical setting for many RL applications, and a number of algorithms that exploit some form of compact function approximation either to learn a model or to directly learn value functions or policies have been applied successfully across domains from control, robotics, resource allocation, and others. Examples of such methods include value function approximation [Bertsekas and Tsitsiklis, 1996], policy-gradient methods [Sutton et al., 1999], kernel RL and related non-parametric dynamic programming algorithms [Ormoneit and Sen, 2002, Lever et al., 2012], and pre-processing with state abstraction/aggregation followed
by standard RL algorithms [Li et al., 2006].

However, state-of-the-art theoretical analysis in this area mostly either (1) makes structural assumptions about the domain (e.g., linear dynamics [Parr et al., 2008]) to allow an RL algorithm using a fixed and finite-capacity function approximator to guarantee bounded loss as the size of the dataset grows to infinity, or (2) makes smoothness assumptions about the domain [e.g., Ormoneit and Sen, 2002] but guarantees zero loss only when both the function approximation capacity and the dataset size go to infinity. In contrast, we are interested in analyzing the more realistic case where no assumptions about the domain can be made — other than that it can be described by an MDP — and the dataset is finite.

In particular, we consider a scenario in which a domain expert offers a set of possible state abstractions for a given domain. We assume that these abstractions are finite aggregations of states; for instance, the expert may provide discrete-valued state features, implicitly defining an abstraction that aggregates states with identical feature values. Given a finite amount of data, our task is to discover which abstraction to use for computing a policy from the data. If the dataset is large, we should prefer finer abstractions that are faithful to the domain (those with low approximation error), but for smaller datasets, coarse, lossy abstractions may be preferable because they simplify learning (low estimation error).

To simplify our analysis, we assume the dataset is fixed in advance. To remove the choice of RL algorithm from our analysis, we again assume certainty equivalence as in Chapter 3, despite that the state representation is determined by the chosen abstraction. When the quality of the abstraction is known, the theory of approximate homomorphisms in MDPs bounds the loss of the certainty equivalence policy [Even-Dar and Mansour, 2003, Ravindran, 2004]. However, here the quality of the abstractions is unknown, and must itself be estimated from data. Existing theoretical results in this setting either have exponential dependence on the effective planning horizon (i.e., reduction to off-policy evaluation; see Chapter 4), or apply to the online setting and depend on the total size of all abstract state spaces under consideration [Ortner et al., 2014]. For our purposes the latter result is no better than simply always choosing the finest abstraction.

Initially, we consider choosing between two abstractions, one of which is a refinement of the other (e.g., the finer abstraction uses a superset of the features of the coarser abstraction). We propose a simple algorithm, and prove a theoretical guarantee that only depends on the better abstraction and is polynomial in effective planning horizon. Then, we show how to extend our analysis to an arbitrary set of
The algorithm we present and analyze is similar to existing algorithms that aggregate/split states via hypothesis testing with various state aliasing criteria [Jong and Stone, 2005, Dinculescu and Precup, 2010, Talvitie and Singh, 2011, Hallak et al., 2013]. However, our analysis provides the first finite-sample guarantee theoretically justifying this family of methods. Previous theoretical work has assumed that at least one of the candidate abstractions is perfect and will be discovered asymptotically in the limit of data [e.g., Hallak et al., 2013, Section 5]. However, abstractions are usually approximate in practice, and we need abstractions in the first place primarily because the data is insufficient. Asymptotic analyses offer little guidance for balancing approximation error and estimation error in this setting. Our analysis shows that a carefully designed hypothesis test can balance this finite-sample trade-off even when none of the abstractions are perfect, and works almost as well as if the abstraction qualities were known in advance.

The rest of the chapter is organized as follows. Section 5.2 introduces preliminaries and defines the abstraction selection problem. Section 5.3 develops a bound on the loss of a single abstraction, setting up the approximation and estimation error trade-off. Section 5.4 proposes and analyzes our algorithm. Section 5.5 reviews other approaches to the abstraction selection problem and compare our algorithm to existing solutions.

5.2 Preliminaries

5.2.1 Abstractions for model-based RL

A state abstraction $h$ is a mapping from the primitive (or raw) state space $S$ to an abstract state space $h(S)$. We use $h(s) \in h(S)$ to denote the abstract state that contains a particular primitive state $s$. Following certainty equivalence, we assume that the agent builds a model $\hat{M}^h$ from a dataset $D$ under abstraction $h$, and then follows the optimal policy for $\hat{M}^h$.

Data The dataset $D$ is a set of 4-tuples $(s,a,r,s')$, collected by repeatedly and independently sampling a state-action pair $(s,a)$ from some fixed distribution $p$ fully supported over $S \times A$ (i.e., $p(s,a) > 0 \forall s,a$), and then, given $(s,a)$, sampling a reward $r$ from $R$ and a next state $s'$ from $P$. (Recall that this is the data collection protocol (b) in Section 2.3.1.) If some fixed exploration policy is used to collect data,
then \( p \) will correspond to the state-action occupancy distribution (though the samples will not be strictly independent in this case). For \( x \in h(S) \), we denote by \( D_{x,a} \) the restriction of \( D \) to tuples whose first two elements are \( s \in h^{-1}(x) \) and \( a \); that is, \( D_{x,a} \) is the portion of the dataset concerning abstract state \( x \) and action \( a \).

**Model** The model estimated from dataset \( D \) using abstraction \( h \) is \( \hat{M}^h = (h(S), A, \hat{P}^h, \hat{R}^h, \gamma) \), where \( \hat{P}^h \) and \( \hat{R}^h \) are the maximum likelihood estimates (recall Equations 2.16 and 2.17). When referring to the model constructed using the primitive state space, we use the notation \( \hat{M} \), omitting the superscript.

### 5.2.2 Problem statement

Our goal is to choose an abstraction \( h \) from a candidate set \( \mathcal{H} \) so as to minimize the loss of the optimal policy for \( \hat{M}^h \):

\[
\text{Loss}(h, D) = \left\| V^*_{\hat{M}^h} - V^*_{M^h} \right\|_\infty. \tag{5.1}
\]

Note that \( \pi^*_{\hat{M}^h} \) is a mapping from \( h(S) \) to \( A \), and has to be lifted as \( \left[ \pi^*_{\hat{M}^h} \right]_M : s \mapsto \pi^*_{\hat{M}^h}(h(s)) \) to be evaluated in \( M \). For notational simplicity, we will not distinguish an abstract policy from its lifted version as long as there is no confusion.

For most of the chapter we will be concerned with the following assumption. Later we will discuss how to extend our algorithm and analysis to a more general setting.

**Assumption 5.1.** \( \mathcal{H} = \{h_c, h_f\} \), where finer abstraction \( h_f \) is a refinement of coarser abstraction \( h_c \), i.e., \( h_f(s) = h_f(s') \Rightarrow h_c(s) = h_c(s'), \forall s, s' \in S \).

### 5.3 Bounding the Loss of a Single Abstraction

Before proceeding to describe our solution to the abstraction selection problem, we first establish an upper bound on \( \text{Loss}(h, D) \) for any fixed abstraction \( h \). This will allow us to compare the results of our selection algorithm to the loss bounds we could achieve if the qualities of the abstractions were known in advance. Abstraction quality is characterized by the following definitions, which is an approximate version of Equation 2.18.
Definition 5.2. Let $M^h = \langle h(S), A, P^h, R^h, \gamma \rangle$, where, for all $x, x' \in h(S)$ and $a \in A$,

\[
P^h(x, a, x') = \frac{\sum_{s \in h^{-1}(x)} p(s, a) \sum_{s' \in h^{-1}(x')} P(s, a, s')}{\sum_{s \in h^{-1}(x)} p(s, a)},
\]

\[
R^h(x, a) = \frac{\sum_{s \in h^{-1}(x)} p(s, a) R(s, a)}{\sum_{s \in h^{-1}(x)} p(s, a)}.
\]

Then $M^h$ is said to be an approximate homomorphism of $M$ with transition error and reward error

\[
\epsilon^h_T = \max_{s \in S, a \in A} \sum_{x' \in h(S)} \left| P^h(h(s), a, x') - \sum_{s' \in h^{-1}(x')} P(s, a, s') \right|
\]

\[
\epsilon^h_R = \max_{s \in S, a \in A} \left| R^h(h(s), a) - R(s, a) \right|
\]

If $\epsilon^h_T = \epsilon^h_R = 0$, $M^h$ is said to be a (perfect) homomorphism of $M$, and it is known that $\pi_{M^h}^*$ is an optimal policy for $M$.\(^1\) As $\epsilon^h_T$ and $\epsilon^h_R$ increase, $\pi_{M^h}^*$ may incur more loss.

Theorem 5.1 improves upon and tightens existing bounds from the literature on approximate homomorphisms and bisimulation [e.g., Ravindran and Barto, 2004]. (Paduraru et al. [2008] proved a bound tighter than ours by a factor of $1/(1 - \gamma)$, but required an asymptotic assumption that $n^h(D)$ is sufficiently large.)

Theorem 5.1 (Loss bound for a single abstraction). For any abstraction $h$, $\forall \delta \in (0, 1)$, w.p. $\geq 1 - \delta$,

\[
\text{Loss}(h, D) \leq \frac{2}{(1 - \gamma)^2} \left( \text{Appr}(h) + \text{Estm}(h, D, \delta) \right)
\]

where

\[
\text{Appr}(h) = \epsilon^h_T + \frac{\gamma R_{\max} \epsilon^h_R}{2(1 - \gamma)},
\]

\[
\text{Estm}(h, D, \delta) = \frac{R_{\max}}{1 - \gamma} \sqrt{\frac{1}{2 n^h(D)}} \log \frac{2 |h(S)||A|}{\delta},
\]

\[
n^h(D) = \min_{x \in h(S), a \in A} |D_{x,a}|.
\]

The proof is deferred to Section 5.6. The bound consists of two terms, where

\(^1\)This is exactly Equation 2.18. In general, approximate homomorphisms can incorporate action aggregation/permutation, but in this chapter we only consider aggregation in the state space.
the first increases with the approximation parameters \((\epsilon^h_T, \epsilon^h_R)\) but is independent
of the dataset \(D\), and the second has no dependence on \(\epsilon^h_T\) or \(\epsilon^h_R\), but depends on
the abstraction via \(n^h(D)\), the minimal number of visits to any abstract state-action
pair, and \(|h(S)|\). The first term is small for accurate abstractions (which have small
\((\epsilon^h_T, \epsilon^h_R)\)), while the second term is small for compact abstractions (which have small
\(|h(S)|\) and large \(n^h(D)\)).

Our goal in this chapter is to select from the candidate set \(\mathcal{H}\) an abstraction
achieving the lowest loss, and we can use the bound in Theorem 5.1 as a proxy
for that loss. (This is a common approach in existing work on abstraction selection
as well as machine learning in general; see Section 5.5 for details.) If the size of the
dataset is very small, the bound suggests that we should select a coarse abstraction
to reduce estimation error. However, as the size of \(D\) grows, \(n^h(D)\) increases, and
the second term goes to zero while the first remains constant, implying that finer
and finer abstractions will in general become preferable (see Jiang et al. [2014]
for an empirical illustration). Under Assumption 5.1, then, the crucial question is: How
much data should we require before selecting \(h_f\) over \(h_c\)?

If \(\epsilon^h_T\) and \(\epsilon^h_R\) were known for both abstractions, we could simply calculate an
appropriate boundary from Theorem 5.1. However, in practice, \(\epsilon^h_T\) and \(\epsilon^h_R\) are unknown.
Nevertheless, we will show that our algorithm can approximately estimate
this boundary from data. In particular, we will use \(D\) to statistically test whether
\(Q^*_{M^{h_f}}\) and \(Q^*_{M^{h_c}}\) are equal (when lifted); in general, we will reject this hypothesis af-
fter we obtain a sufficient amount of data. Perhaps surprisingly, our analysis shows
that the point at which this rejection first occurs is almost the same (in the appropri-
ate technical sense) as the point at which \(h_f\) becomes preferable to \(h_c\) (see Figure 5.1
for an illustration). Thus, we will use this hypothesis test to define a simple algo-
rithm for abstraction selection that is near-optimal with respect to Theorem 5.1.
5.4 Proposed Algorithm and Theoretical Analysis

Before proposing our algorithm, we first define the operators $\hat{B}^h$ and $B^h$.

**Definition 5.3.** Given dataset $D$ and abstraction $h$, $\hat{B}^h : \mathbb{R}^{S \times A} \rightarrow \mathbb{R}^{S \times A}$ is defined as follows. For any Q-value function $Q \in \mathbb{R}^{S \times A}$,

\[
(\hat{B}^h Q)(s, a) = \frac{\sum_{(r, s') \in D_{h(s)}, a} (r + \gamma V_Q(s'))}{|D_{h(s)}, a|},
\]

where $V_Q(s') = \max_{a' \in A} Q(s', a')$. We define $B^h$ as

\[
(B^h Q)(s, a) = \frac{\sum_{s': h(s') = h(s)} Q(s', a') \cdot (BQ)(s', a)}{\sum_{s': h(s') = h(s)} P(s', a)},
\]

where $B$ is the Bellman optimality operator for $M$, namely $(BQ)(s, a) = R(s, a) + \gamma \langle P(\cdot | s, a), V_Q \rangle$.

The operator $\hat{B}^h$ is a variation of the Bellman optimality operator for $\hat{M}^h$, and $B^h$ is the same for $M^h$. It is not hard to verify that $[Q^*_M]^h_M = [Q^*_M]^h_M$, (5.3) (5.2) (5.1)

with these definitions, we propose Algorithm 1. It computes a particular statistic using $D$, and then selects $h_f$ if and only if the statistic exceeds a threshold.

**Algorithm 1** ComparePair$(D, H, \delta)$

- **assert** $H = \{h_c, h_f\}$ satisfies Assumption 5.1
- **let** $Q = [Q^*_M]^h_M$
- **if**
  \[
  \|\hat{B}^h Q - Q\|_\infty \geq 2 \text{Estm}(h_f, D, \delta/3)
  \]
  then **output** $h_f$, else **output** $h_c$

5.4.1 Intuition of the algorithm

Before formally analyzing Algorithm 1, we first present an intuitive explanation for its behavior and show that it makes sensible decisions in various scenarios. The central idea is to statistically test whether

\[
[Q^*_{M^h}]_M = [Q^*_{M^h}]_M,
\]
which is equivalent (see Lemma 5.4 and Section 5.8) to

\[ \| B^{hf}[Q_{Mhc}^*]_M - [Q_{Mhc}^*]_M \|_\infty = 0. \] (5.4)

The LHS of Equation (5.4) is effectively the Bellman residual of \( Q_{Mhc}^* \) when treating \( M^{hf} \) as the true model. Since the required quantities are not known in advance, we approximate them from data and check whether the measured error exceeds a positive rejection threshold. This gives the selection criterion of Equation (5.2).

Consider two extreme cases. First, when \( M^{hc} \) is a perfect homomorphism of \( M^{hf} \), Equation (5.3) always holds and we never reject the null hypothesis, thus our algorithm always returns \( h_c \). This makes sense, since the abstractions have equal approximation error but \( h_c \) has lower estimation error. On the other hand, when Equation (5.3) does not hold, given enough data our test will reject the null hypothesis and select \( h_f \). Again, this is sensible since \( h_f \) has lower approximation error, and in the limit of data the estimation error for both abstractions is zero.

Of course, the usual situation is that Equation (5.3) does not hold but \( D \) is finite. Suppose in this case that \( M^{hf} \) is a perfect homomorphism of \( M \); then Algorithm 1 can be seen as approximately comparing the bound in Theorem 5.1 for \( h_f \) and \( h_c \), as follows. Since \( \text{Appr}(h_f) = 0 \) and the estimation errors are computable from known quantities, the only unknown quantity needed for this comparison is \( \text{Appr}(h_c) \). In principle, \( \text{Appr}(h_c) \) is a function of \( M \) and \( M^{hc} \), and could be approximated from data using \( \hat{M} \) and \( \hat{M}^{hc} \); however, the estimate of \( \hat{M} \) will be poor when \( |S| \) is large (which is why we require abstraction in the first place). Instead, since \( h_f \) is exact by assumption, we can compare \( M^{hc} \) directly to \( M^{hf} \). The LHS of Equation (5.2) provides this estimate of \( \text{Appr}(h_c) \); see the left panel of Figure 5.2 for a visual illustration.

In the most general scenario, where the dataset is finite and both abstractions are approximate, we need a reliable estimate of \( \text{Appr}(h_c) - \text{Appr}(h_f) \) to make the comparison using Theorem 5.1, but we no longer have a statistically efficient way of estimating \( \text{Appr}(h_f) \) or \( \text{Appr}(h_c) \). However, our analysis shows that even when \( M^{hf} \) is not homomorphic to \( M \), the three models can be seen as roughly “on the same line”, as visualized in the right panel of Figure 5.2. As a result, we can use the dashed line—a measure of distance between \( M^{hf} \) and \( M^{hc} \)—to approximate the desired difference between the solid lines. This idea is the basis for Lemma 5.7, which is a key ingredient in the theoretical guarantee for Algorithm 1.
Figure 5.2: **Left panel:** When $M^{h_f}$ is a perfect homomorphism of $M$, we can obtain the true approximation error of $M^{h_c}$ (solid line) by computing its approximation error w.r.t. $M^{h_f}$ (dashed line). The two notions of approximation are equivalent, but the latter is statistically easier to estimate. **Right panel:** When $M^{h_f}$ is also approximate, our theoretical analysis shows that $M$, $M^{h_f}$, and $M^{h_c}$ are always roughly “on the same line”, so that the approximation error of $M^{h_c}$ w.r.t. $M^{h_f}$ (dashed line) is a good proxy for the difference between the true approximation errors of $M^{h_c}$ and $M^{h_f}$ (solid lines).

### 5.4.2 Theoretical analysis

We next state the formal guarantee of our algorithm.

**Theorem 5.2.** Given dataset $D$, if $\mathcal{H}$ satisfies Assumption 5.1, the loss of the abstraction selected by Algorithm 1 is bounded by

$$\frac{2}{(1-\gamma)^2} \min \left\{ \text{Appr}(h_f) + \frac{3-\gamma}{1-\gamma} \text{Estm}(h_f, D, \delta/3), \right.$$

$$\left. \frac{3-\gamma}{1-\gamma} \text{Appr}(h_c) + \frac{1+\gamma}{1-\gamma} \text{Estm}(h_c, D, \delta/3) \right\}$$

(5.5)

with probability at least $1 - \delta$.

Equation (5.5) is the minimum of two terms. The first is nearly (up to a factor of $O(1/(1-\gamma))$) the loss bound of $h_f$ using Theorem 5.1, and the second is nearly the loss bound of $h_c$. Recall that Theorem 5.1 is our proxy for loss; therefore, the loss bound for Algorithm 1 is as good as the loss bound of the better abstraction up to a factor linear in $1/(1-\gamma)$. Compared to Theorem 5.1, the estimation error terms in Equation (5.5) have increased from $\text{Estm}(\cdot, \cdot, \delta)$ to $\text{Estm}(\cdot, \cdot, \delta/3)$; however, this has little influence as $\text{Estm}(\cdot, \cdot, \delta)$ depends only square-root logarithmically on $1/\delta$.

**Claim 5.3** (Theorem 5.2 is near-optimal w.r.t. Theorem 5.1). Equation (5.5) is at most the minimum of the bound in Theorem 5.1 as applied to $h_f$ and to $h_c$, up to a factor of $O(\frac{1}{1-\gamma})$.

We will prove Theorem 5.2 with the help of the following lemmas. Their proofs are deferred to Appendices 5.6 and 5.7.
Lemma 5.4. For any Bellman optimality operators $B_1, B_2$ (both operating on $\mathbb{R}^{S \times A}$ and having contraction rate $\gamma$), letting $Q_1$ and $Q_2$ be their respective fixed points, we have

$$\|Q_1 - Q_2\|_\infty \leq \frac{\|B_1 Q_2 - Q_2\|_\infty}{1 - \gamma}.$$  

Lemma 5.5. Consider $\hat{B}^h$ as defined in Definition 5.3. For any $h \in \mathcal{H}$ and deterministic $Q : \mathbb{R}^{S \times A}$ with bounded range $[0, R_{\text{max}}/(1 - \gamma)]$, w.p. $\geq 1 - \delta$,

$$\|\hat{B}^h Q - B^h Q\|_\infty \leq \text{Estm}(h, D, \delta).$$

Lemma 5.6. Let $B$ be the Bellman optimality operator of $M$. For any $Q : \mathbb{R}^{h(S) \times A}$ with bounded range $[0, R_{\text{max}}/(1 - \gamma)]$, we have

$$\|B[Q]_M - B^h[Q]_M\|_\infty \leq \text{Appr}(h).$$

Lemma 5.7. For any $Q : \mathbb{R}^{S \times A}$ with bounded range $[0, R_{\text{max}}/(1 - \gamma)]$,

$$\|BQ - B^h Q\|_\infty \leq \|BQ - B^h Q\|_\infty + \|B^{h^f} Q - B^h Q\|_\infty \leq 3 \|BQ - B^h Q\|_\infty.$$  

We briefly sketch the proof of Theorem 5.2 before proceeding to the details. Recall that our goal is to determine which abstraction has a smaller loss bound according to Theorem 5.1; that is, we want to check whether

$$\text{Appr}(h_c) - \text{Appr}(h_f) \geq \text{Estm}(h_f, D, \delta) - \text{Estm}(h_c, D, \delta),$$

where the LHS is unknown. To approximate it, we first use Lemma 5.7, which implies that

$$\|B[Q^*_M]_M - [Q^*_M]_M\|_\infty \leq \|B[Q^*_M]_M - B^{h_f}[Q^*_M]_M\|_\infty \leq 3 \|BQ - B^h Q\|_\infty. \tag{5.8}$$

Expression (5.8) is a quantity closely related to the statistic computed by our algorithm (see Equation (5.4)), so to establish that the statistic is a good proxy for
Appr(h_c) − Appr(h_f), we will show that

\[ \text{Appr}(h_c) − \text{Appr}(h_f) \approx \text{Expression (5.6)} − \text{Expression (5.7)}. \]

Expression (5.6) is easy to deal with, as the Bellman residual of \([Q^*_{M h_c}]_M\) is a better characterization of the approximation error of \(h_c\) than \(\text{Appr}(h_c)\).\(^2\) Expression (5.7) is a bit trickier: we know it is not an overestimate, as Lemma 5.6 guarantees that it is upper bounded by \(\text{Appr}(h_f)\). However, there exists the risk of underestimation: for instance, if \(h_c\) aggregates all primitive states into a single abstract state, then \([Q^*_{M h_c}]_M\) is a constant function and Expression (5.7) only reflects the reward error of \(h_f\), and will not change regardless of the transition error.

To deal with this, we consider two cases separately. First, when \(h_c\) is the better abstraction, we have \([Q^*_{M h_c}]_M \approx Q^*_M\), hence

\[ \text{Expression (5.7)} \approx \|BQ^*_M − B^{h_f}Q^*_M\|_\infty. \tag{5.9} \]

According to Lemma 5.4, the RHS of Equation (5.9) is an alternative characterization of the approximation error of \(h_f\), so in this case we will not underestimate too much. On the other hand, when \(h_f\) is better, underestimation of its approximation error only biases our selection towards the better abstraction, and is not a concern.

Below we include part of the proof of Theorem 5.2.

**Proof of Theorem 5.2.** Using Lemma 5.5, w.p. at least \(1 − \delta\) we have

\[ \|\hat{B}^{h_f}[Q^*_{M h_f}]_M − B^{h_f}[Q^*_{M h_f}]_M\|_\infty ≤ \text{Estm}(h_f, D, \delta/3), \]

and similar concentration bounds hold for \(\hat{B}^{h_c}[Q^*_{M h_c}]_M\) and \(\hat{B}^{h_f}[Q^*_{M h_c}]_M\) simultaneously.

Regardless of which abstraction the algorithm selects, we can always bound its loss using Theorem 5.1, so it suffices to show that we can bound the loss of the selected abstraction in terms of the other. We consider each possibility in turn.

\(^2\)In this discussion we do not strictly distinguish between approximate homomorphism (\(\text{Appr}(h)\)) and approximate \(Q^*\)-irrelevance (the Bellman residual of \(Q^*_{M h}\)) in characterizing the approximation error of \(h\). Technical details can be found in proofs and we point the readers to Li et al. [2006] for further reading.
If the algorithm outputs \( h_c \), we can bound the loss of \( h_c \) by parameters of \( h_f \):

\[
\text{Loss}(h_c, D) \leq \frac{2}{(1 - \gamma)^2} \left\| B [Q^*_M] - [Q^*_M] \right\|_\infty
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \left\| B [Q^*_M] - [Q^*_M] \right\|_\infty + \left\| [Q^*_M] - [Q^*_M] \right\|_\infty \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \left\| B [Q^*_M] - [Q^*_M] \right\|_\infty + 2 \text{Estm}(h_f, D, \delta/3) + 2\gamma \left\| [Q^*_M] - [Q^*_M] \right\|_\infty \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \left\| B [Q^*_M] - [Q^*_M] \right\|_\infty + 3 \text{Estm}(h_f, D, \delta/3) + 2\gamma \left( 1 - \frac{\gamma}{1 - \gamma} \right) \text{Estm}(h_c, D, \delta/3) \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \text{Appr}(h_f) + 3 - \frac{\gamma}{1 - \gamma} \text{Estm}(h_f, D, \delta/3) \right).
\]

Equation (5.10) is a standard loss bound using the Bellman residual. In Equation (5.11), we use the triangle inequality to introduce the statistic computed by our algorithm. In the first term of Equation (5.12), we replace \([Q^*_M] \) by \([Q^*_M] \) using the fact that the Bellman operators have contraction rate \( \gamma \), and in the second term we use the fact that the algorithm chose \( h_c \), and thus Equation (5.2) did not hold. Next, we apply the probabilistic guarantees stated at the beginning of the proof to remove the \( D \) subscripts on operators and Q-value functions, and finally the Appr\( (h_f) \) term appears thanks to Lemma 5.6.

The rest of the proof is similar and appears in Section 5.7.

5.4.3 Extension to arbitrary-size candidate sets

We briefly discuss how to extend the above algorithm and analysis to the following setting.

Assumption 5.4. \( \mathcal{H} = \{h_1, \ldots, h_{|\mathcal{H}|}\} \), where \( h_i \) is a refinement of \( h_{i-1} \) for \( i = 2, \ldots, |\mathcal{H}| \).
This is the setting considered by Hallak et al. [2013], and $\mathcal{H} = \{h_c, h_f\}$ is the special case where $|\mathcal{H}| = 2$. A natural idea is to use Algorithm 1 as a subroutine, successively comparing the best abstraction seen so far with the remaining elements in $\mathcal{H}$ in some order. The crucial questions are: (1) in what order should we examine the abstractions (e.g., coarse-to-fine, fine-to-coarse, or a random/adaptive order), and (2) can we adapt the analysis in Section 5.4.2 to show that the selected abstraction is still near-optimal w.r.t. Theorem 5.1 for larger $\mathcal{H}$? It turns out that, if we examine abstractions in order from coarse to fine, near-optimality is preserved. Algorithm 2 provides a detailed specification for the process, and Theorem 5.8 gives the resulting guarantee.

Algorithm 2 \textbf{CompareSequence}($D, \mathcal{H}, \delta$)
\begin{algorithmic}
\STATE \textbf{assert} $\mathcal{H} = \{h_1, \ldots, h_{|\mathcal{H}|}\}$ satisfies Assumption 5.4
\STATE \textbf{let} $\hat{h} = h_1$ // start with the coarsest abstraction
\FOR {i=2 \TO |$\mathcal{H}$|}
\STATE $\hat{h} = \text{ComparePair}(D, \{\hat{h}, h_i\}, 2\delta/|\mathcal{H}|)$
\ENDFOR
\STATE \textbf{output} $\hat{h}$
\end{algorithmic}

\textbf{Theorem 5.8.} If $\mathcal{H}$ satisfies Assumption 5.4 and has constant size, then Algorithm 2 is near-optimal w.r.t. Theorem 5.1, i.e., the loss of the selected abstraction is upper bounded w.p. at least $1 - \delta$ by
\begin{equation*}
\min_{h \in \mathcal{H}} \left( \text{Appr}(h) + \text{Estm}(h, D, 2\delta/(3|\mathcal{H}|^2)) \right)
\end{equation*}
up to a factor polynomial in $1/(1 - \gamma)$.

The biggest challenge in generalizing our analysis to the case of $|\mathcal{H}| > 2$ is that the two sides of Equation (5.5) have different semantics—that is, the LHS is loss, while the RHS is approximation/estimation error. This means that successive comparisons cannot (naively) apply the bound transitively. Recall that, in the proof of Theorem 5.2, we considered the selection of $h_c$ and the selection of $h_f$ separately. It turns out that we can modify the analysis to obtain consistent, transitive semantics, but only for the case where $h_c$ is selected. This is enough for near-optimality as long as we order the abstractions from coarse to fine, avoiding the bad case of problematic abstractions. For a more detailed discussion and a proof sketch of Theorem 5.8, see Section 5.8.
5.5 Related Work and Discussions

In this section we review prior theoretical work that is relevant to the abstraction selection problem. The discussion is summarized in Table 5.1.

5.5.1 Hypothesis test based algorithms

Jong and Stone [2005] (row 1) considered the factored MDP setting, where state is determined by a vector of features and an abstraction is a subset of those features. They proposed a selection procedure that statistically tests whether the optimal policy depends on certain features, aiming to aggregate states having the same optimal action and thus create a $\pi^*$-irrelevance abstraction. However, $\pi^*$-irrelevance abstractions can yield sub-optimal policies when applying Q-learning even with infinite data, so this method is not statistically consistent [Li et al., 2006, Theorem 4].

Hallak et al. [2013] (row 2), in the work most closely related to ours, considered the setting of Assumption 5.4 and suggested comparing $h_c$ and $h_f$ by statistically testing whether $M^{h_c}$ is a perfect homomorphism of $M^{h_f}$ using $D$. They showed theoretically that their procedure will asymptotically identify any abstraction that is a perfect homomorphism of $M$. However, if all the candidate abstractions are approximate, or the dataset is finite, their analysis does not apply.

Nevertheless, there are interesting similarities between our Algorithm 1 and the method of Hallak et al. [2013]: both algorithms test relative properties of $h_c$ and $h_f$ so as to avoid the large primitive representation, and both choose the coarser abstraction unless a statistical test rejects the null hypothesis that $h_c$ and $h_f$ are (in some sense) equivalent. However, our analysis shows that this type of algorithm can still have provable guarantees even when the data are insufficient and the abstractions are approximate—in fact, it can be near-optimal with respect to a loss bound.

There are several important technical differences between our algorithm and that of Hallak et al. [2013]: (1) We use $Q^*$-irrelevance as the equivalence criterion in our hypothesis test, whereas they use homomorphism; $Q^*$-irrelevance is a strictly more general relationship than homomorphism [Li et al., 2006, Theorem 2] that avoids the problematic $L_1$ norm as a characterization of estimation error [Maillard et al., 2014] and enables convenient mathematical tools for finite sample analysis (e.g., the $\hat{B}^h$ operator). (2) We fully specify the rejection threshold for the hypothesis test (up to the probability guarantee $\delta$) without introducing additional hyperparameters, while in their work the rate of threshold decay as the dataset grows is left to the practitioner. This choice can have a significant impact on the transient behavior of
Table 5.1: Comparison of algorithms that can be applied to the abstraction selection problem. If an entry exhibits a desired property (which we judge by generality and practicality), we mark it as **bold**. In the first row we provide the properties of model-based RL with primitive representation as a baseline to compare against.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Finite Sample Guarantee</th>
<th>Assumption on Candidate Abstractions</th>
<th>Tuning Hyperparameters</th>
<th>Optimization Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dependence on Represen-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tation</td>
<td>Dependence on Horizon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Abstraction</td>
<td>$</td>
<td>S</td>
<td>$</td>
<td><strong>Polynomial</strong></td>
</tr>
<tr>
<td>1.Jong and Stone [2005]</td>
<td>[No guarantee]</td>
<td><strong>Subsets of state features</strong></td>
<td>No$^a$</td>
<td>-</td>
</tr>
<tr>
<td>2.Hallak et al. [2013]</td>
<td>[Only asymptotic guarantee]</td>
<td><strong>Successive refinements</strong></td>
<td>Statistical test threshold as a function of sample size</td>
<td>Coarseness of perfect homomorphisms</td>
</tr>
<tr>
<td>3.Importance Sampling</td>
<td>No</td>
<td><strong>Exponential</strong></td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>4.Model-based Estimator</td>
<td>$</td>
<td>S</td>
<td>$</td>
<td><strong>Polynomial</strong></td>
</tr>
<tr>
<td>5.Farahmand and Szepesvári [2011]</td>
<td>Size of regressor abstraction</td>
<td><strong>Polynomial</strong></td>
<td>No</td>
<td>Choice of regressor abstraction</td>
</tr>
<tr>
<td><strong>Our method</strong></td>
<td><strong>Size of best abstraction</strong></td>
<td><strong>Polynomial</strong></td>
<td><strong>Successive refinements</strong></td>
<td>No</td>
</tr>
</tbody>
</table>

$^a$Their algorithm has a single parameter which is the p-value threshold for hypothesis test, and they suggest using 0.05 in practice. In fact, all the methods listed in this table except the first 3 rows require a similar confidence level parameter.
the algorithm.

5.5.2 Reduction to off-policy evaluation

Abstractions can also be selected using a cross-validation procedure: if a second dataset $D'$ is given independently of $D$, then we can evaluate the policies computed under different abstractions from $D$ (i.e., $\{\pi^*_h : h \in \mathcal{H}\}$) on $D'$. This reduces the abstraction selection problem to the off-policy evaluation problem, and the loss guarantee depends entirely on the accuracy of the offline evaluation estimator. Recall from Chapter 4 that generally this problem has a lower bound that is exponential in problem horizon, typically incurred by estimators from the Importance Sampling family (row 3), which fails our goal here.

While the exponential dependence can be avoided in model-based estimators, the vanilla version of model-based estimators using the primitive state representation (e.g., in Section 3.5.2) incurs polynomial dependence on $|S|$, which is unacceptable here.

Alternatively, the validation model can be estimated under an abstraction to avoid the dependence on $|S|$, but this solution is circular: if we knew a good abstraction for policy evaluation, we could have used it to obtain a good policy in the first place. For instance, Farahmand and Szepesvári [2011] (row 5) proposed an offline policy evaluation procedure that selects value functions (from which policies are computed) based on their estimated Bellman residuals, which are estimated with the help of an additional regressor that learns $BQ$ from data for the candidate $Q$s. The theoretical guarantee for this method depends on the accuracy of the regressor (see their Theorem 2, especially the dependence on $\bar{b}_k$). For the reason noted above, this is problematic in our setting: the abstractions are themselves regressors (where $\hat{B} Q$ is the function being learned), so if we knew how to select a good abstraction for regression, then the same one could have been used to learn a policy instead.

5.5.3 The online setting

Ortner et al. [2014] proposed a representation (abstraction) selection algorithm in the online exploration and exploitation setting that tests whether a representation faithfully predicts the return of a roll-out trajectory. Their regret bound depends on the sum of sizes of the state spaces for all representations under consideration (see their Theorem 3). While the online setting has additional complications (see more detailed discussions in Chapter 7), in our offline setting this bound is loose and can
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be improved simply by selecting the finest available abstraction. On the other hand, although our algorithm assumes structure in the candidate abstractions (they must be successive refinements), our loss bound depends only on the best abstraction.

5.6 Proof of Theorem 5.1

We first prove Lemma 5.4, 5.5 and 5.6.

Proof of Lemma 5.4. \( \forall s \in S, a \in A, \)

\[
\|Q_1 - Q_2\|_\infty = \|B_1Q_1 - B_1Q_2 + B_1Q_2 - Q_2\|_\infty \leq \gamma\|Q_1 - Q_2\|_\infty + \|B_1Q_2 - Q_2\|_\infty.
\]

Hence the bound follows. Note that this result subsumes the standard Bellman residual bound, when we let \( Q_2 \) be an approximate Q-value function (e.g. \([Q^*_M]_M\), where \( B_2 = B^h \), and \( Q_1 \) be the true optimal value function \( Q^*_M \) (where \( B_1 = B \)). Furthermore, thanks to the definition of \( B^h \), we can use this bound in an alternative form, namely bounding \( \|Q^*_M - [Q^*_M]^h_M\|_\infty \) by \( \|Q^*_M - B^hQ^*_M\|_\infty \). We will use both forms (and sometimes treating \( M^h \) as the true model) throughout the theoretical analysis depending on the context.

Proof of Lemma 5.5. According to Definition 5.3, \((\hat{B}^hQ)(s, a)\) is the average of \( r + \gamma V_Q(s') \) for \((r, s') \in D_{h(s), a}\), which are independent random variables with bounded range \([0, R_{\text{max}}/(1 - \gamma)]\). When \( |D_{h(s), a}| > 0 \), it is straight-forward to verify that for any deterministic \( Q \), \((B^hQ)(s, a) = \mathbb{E}[D](\hat{B}^hQ)(s, a) \mid |D_{h(s), a}| > 0 \). Hence, Hoeffding’s inequality applies, \( \forall t > 0, \)

\[
\mathbb{P}_D\left\{\left|\left(\hat{B}^hQ\right)(s, a) - (B^hQ)(s, a)\right| \geq t\right\} \leq 2\exp\left(-\frac{2t^2|D_{x,a}|}{R_{\text{max}}^2/(1 - \gamma)^2}\right).
\]

Now we find \( t \) that makes the inequality hold for all \((s, a) \in S \times A\) simultaneously w.p. at least \( 1 - \delta \) via union bound. Note, however, that \( \hat{B}^hQ \) (and \( B^hQ \)) takes constant value among states aggregated by \( h \), hence we only have \( |h(S)| |A| \) events in the union bound instead of \(|S| |A| \) ones. The \( t \) that satisfies our requirement turns

---

\(^3\)When \( |D_{h(s), a}| = 0 \), \( n^h(D) = 0 \) and the RHS of the bound goes to infinity, which promises nothing and is always correct.
out to be
\[ t = \frac{R_{\text{max}}}{1 - \gamma} \sqrt{\frac{1}{2n^h(D)}} \log \frac{2|h(S)||A|}{\delta} = \text{Estm}(h, D, \delta). \]

Proof of Lemma 5.6. \( \forall s \in S, a \in A, \)
\[
\begin{align*}
&\left| (B[Q]_M(s, a) - (B^h[Q]_M)(s, a) \right| \\
&= \left| R(s, a) + \gamma \langle P(\cdot | s, a), [V_Q]_M \rangle - R^h(h(s), a) - \gamma \langle P^h(\cdot | h(s), a), V_Q \rangle \right| \\
&= \left| R(s, a) + \gamma \left\langle \sum_{s' \in h^{-1}(s)} P(s'|s, a), V_Q - \frac{R_{\text{max}}}{2(1 - \gamma)} \right\rangle \\
&\quad - R^h(h(s), a) - \gamma \langle P^h(\cdot | h(s), a), V_Q - \frac{R_{\text{max}}}{2(1 - \gamma)} \rangle \right| \\
&\leq \epsilon_R^h + \epsilon_T^h \frac{R_{\text{max}}}{2(1 - \gamma)} = \text{Appr}(h). \quad \square
\end{align*}
\]

Proof of Theorem 5.1. Let \( [Q^*_M]_M \) denote \( Q^*_{M^h} \) lifted to \( M \), namely \( [Q^*_M]_M(s) = Q^*_{M^h}(h(s)) \). We have,
\[
\left\| V_M^* - V_M^{\pi^*_{M^h}} \right\|_\infty \leq \frac{2}{1 - \gamma} \left\| Q_M^* - [Q^*_M]_M \right\|_\infty \quad (\text{[Singh and Yee, 1994]})
\leq \frac{2}{1 - \gamma} \left( \left\| Q_M^* - [Q^*_M]_M \right\|_\infty + \left\| [Q^*_M]_M - [Q^*_M^h]_M \right\|_\infty \right)
\leq \frac{2}{1 - \gamma} \left( \left\| Q_M^* - [Q^*_M]_M \right\|_\infty + \left\| Q^*_M - Q^*_M^h \right\|_\infty \right).
\]
According to Lemma 5.6, the first term in the bracket can be bounded as:
\[
\left\| Q_M^* - [Q^*_M]_M \right\|_\infty \leq \frac{\left\| B[Q^*_M]_M - B^h[Q^*_M]_M \right\|_\infty}{1 - \gamma} \leq \frac{\text{Appr}(h)}{1 - \gamma}.
\]
For the second term, we use Lemma 5.4 by letting \( B_1 = B^h \) and \( B_2 = \hat{B}^h \), and then apply Lemma 5.5: w.p. at least \( 1 - \delta \),
\[
\left\| Q^*_M - Q^*_M^h \right\|_\infty \leq \frac{\left\| B^h[Q^*_M]_M - \hat{B}^h[Q^*_M]_M \right\|_\infty}{1 - \gamma} \leq \frac{\text{Estm}(h, D, \delta)}{1 - \gamma}.
\]
Combining the bounds for the two terms and the theorem follows. \( \square \)
5.7 Proof of Theorem 5.2

We first prove the remaining Lemma.

**Proof of Lemma 5.7.** The left inequality is trivial from the triangular inequality. To prove the right inequality, we bound $\|BQ - B^{hf}\|_\infty$ and $\|B^{hf} - B^{hc}\|_\infty$ by $\|BQ - B^{hc}\|_\infty$ separately. The key is to notice that, for any $x \in h_f(S)$, $(B^{hf})(x,a)$ is always a convex average of

$$\{(BQ)(s,a) : s \in h_f^{-1}(x)\}.$$ 

We first show $\|BQ - B^{hf}\|_\infty \leq 2 \|BQ - B^{hc}\|_\infty$. Notice that there exist $s, s' \in S, a \in A$ s.t. $h_f(s) = h_f(s')$ and

$$|(BQ)(s,a) - (BQ)(s',a)| \geq \|BQ - B^{hf}\|_\infty.$$ 

Using the same argument on $h_c$, it is obvious that

$$\|BQ - B^{hc}\|_\infty \geq \max_{h_c(s) = h_c(s')} \max_{a \in A} |(BQ)(s,a) - (BQ)(s',a)| / 2 \geq \|BQ - B^{hf}\|_\infty / 2,$$

hence the bound follows.

Next we show $\|B^{hf} - B^{hc}\|_\infty \leq \|BQ - B^{hc}\|_\infty$. Consider the state-action pair that achieves the max norm of $\|B^{hf} - B^{hc}\|_\infty$, i.e.

$$|(B^{hf})(s,a) - (B^{hc})(s,a)| = \|B^{hf} - B^{hc}\|_\infty.$$ 

Since $(B^{hf})(s,a)$ is a convex average of $\{(BQ)(s',a) : h_f(s') = h_f(s)\}$, there always exists $s' : h_f(s') = h_f(s)$ such that $(BQ)(s',a) \geq (B^{hf})(s,a)$, and $s'' : h_f(s'') = h_f(s)$ such that $(BQ)(s'',a) \leq (B^{hf})(s,a)$. Note that $(B^{hc})(s,a) = (B^{hc})(s',a) = (B^{hc})(s'',a)$, hence either

$$|(BQ)(s',a) - (B^{hc})(s',a)|$$

or

$$|(BQ)(s'',a) - (B^{hc})(s'',a)|$$
will be no less than
\[ |(B^{hf}Q)(s, a) - (B^{hc}Q)(s, a)|, \]
which implies that
\[ \|B^{hf}Q - B^{hc}Q\|_{\infty} \leq \|BQ - B^{hc}Q\|_{\infty}. \]

**Proof of Theorem 5.2 (continued).** Similarly, if the algorithm outputs \( h_f \),

\[
\text{Loss}(h_f, D) \leq \frac{2}{1 - \gamma} \left( \left\| Q^*_M - [Q^*_{M^{hf}}]_M \right\|_{\infty} + \left\| [Q^*_{M^{hf}}]_M - [Q^*_{M^{hf}}]_M \right\|_{\infty} \right) \\
\leq \frac{2}{(1 - \gamma)^2} \left( \|B^{hf}Q_M^* - BQ_M^*\|_{\infty} + \text{Estm}(h_f, D, \delta/3) \right) \\
\leq \frac{2}{(1 - \gamma)^2} \left( \|B^{hf}[Q^*_M]_M - B[Q^*_M]_M\|_{\infty} \\
+ 2\gamma \|Q^*_M - [Q^*_M]_M\|_{\infty} + \text{Estm}(h_f, D, \delta/3) \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( 3 \|B^{hc}[Q^*_M]_M - B[Q^*_M]_M\|_{\infty} - \|B^{hf}[Q^*_M]_M - B^{hc}[Q^*_M]_M\|_{\infty} \\
+ \frac{2\gamma}{1 - \gamma} \|B[Q^*_M]_M - [Q^*_M]_M\|_{\infty} + \text{Estm}(h_f, D, \delta/3) \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \frac{3 - \gamma}{1 - \gamma} \|B[Q^*_M]_M - [Q^*_M]_M\|_{\infty} \\
- \left\| \hat{B}^{hf}[Q^*_M]_M - [Q^*_M]_M \right\|_{\infty} + 2\text{Estm}(h_f, D, \delta/3) \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \frac{3 - \gamma}{1 - \gamma} \|B[Q^*_M]_M - [Q^*_M]_M\|_{\infty} - \left\| \hat{B}^{hf}[Q^*_M]_M - [Q^*_M]_M \right\|_{\infty} \\
+ 2\text{Estm}(h_f, D, \delta/3) + (1 + \gamma) \left\| [Q^*_M]_M - [Q^*_M]_M \right\|_{\infty} \right)
\]

\[
\leq \frac{2}{(1 - \gamma)^2} \left( \frac{3 - \gamma}{1 - \gamma} \|B[Q^*_M]_M - B^{hc}[Q^*_M]_M\|_{\infty} + \frac{1 + \gamma}{1 - \gamma} \text{Estm}(h_c, D, \delta/3) \right) \\
= \frac{2}{(1 - \gamma)^2} \left( \frac{3 - \gamma}{1 - \gamma} \text{Appr}(h_c) + \frac{1 + \gamma}{1 - \gamma} \text{Estm}(h_c, D, \delta/3) \right). 
\]
The derivation is similar to the previous one, with a few small changes. In Equation (5.14), instead of the Bellman residual we use Lemma 5.4 to bound the value difference. We also replace $Q^*_M$ with $[Q^*_{Mhc}]_M$, and use Lemma 5.7 to introduce a term similar to the statistic computed by the algorithm. Then, using the probabilistic guarantees stated at the beginning, we obtain exactly that statistic, and bound it using Equation (5.2). Finally, $\text{Appr}(hc)$ appears from Lemma 5.6 and $\text{Estm}(hc)$ from the probabilistic guarantees.

5.8 Proof of Theorem 5.8

We first prove a lemma on Bellman residuals.

**Lemma 5.9.** For any $Q$-value function $Q: \mathbb{R}^{S \times A}$,

$$\|BQ - Q\|_\infty \leq (1 + \gamma) \|Q - Q^*_M\|_\infty.$$  

**Proof.**

$$\|BQ - Q\|_\infty = \|BQ - Q^*_M + Q^*_M - Q\|_\infty \leq \|BQ - BQ^*_M\|_\infty + \|Q^*_M - Q\|_\infty \leq \gamma \|Q^*_M - Q\|_\infty + \|Q^*_M - Q\|_\infty = (1 + \gamma) \|Q^*_M - Q\|_\infty.$$  

So the lemma follows.

Theorem 5.8 will a direct corollary of Lemma 5.10, by noticing that the loss of the selected abstraction can be upper bounded by the LHS of Equation (5.16).

**Lemma 5.10.** Suppose Assumption 5.4 holds. Let $\hat{h}_i$ be the best-so-far abstraction among $h_1, \ldots, h_i$ found by Algorithm 2, then for $\delta' = 2\delta/(3|H|^2)$, the following bound holds w.p. $\geq 1 - \delta$: $\forall i = 1, 2, \ldots, |H|,$

$$\| [Q^*_{M\hat{h}_i}]_M - Q^*_M \|_\infty + \frac{1}{1 - \gamma} \text{Estm}(\hat{h}_i, D, \delta') \leq \text{poly}\left(\frac{1}{1 - \gamma}\right) \cdot \min_{h \in \{h_1, \ldots, h_i\}} (\text{Appr}(h) + \text{Estm}(h, D, \delta')).$$ (5.16)

**Proof.** For every pair of possible comparison we require the 3 probabilistic guarantees in the proof of Theorem 5.2 to hold, hence by union bound we can guarantee
that each of them occurs w.p. at least $1 - \delta'$. Then, we prove the lemma by induction. For the case of $i = 1$, it holds obviously from Theorem 5.1, by noticing that the LHS of Lemma 5.10 is an intermediate step of proving Theorem 5.1 (up to $2/(1 - \gamma)$), and the RHS is consistent with the final bound.

Suppose the induction assumption holds for $i$, and consider the comparison between $h_c = \hat{h}_i$ and $h_f = h_{i+1}$. If $h_c$ is selected, we only need to prove that $\|Q_{Mh_c}^* - Q_M^*\|_\infty + \frac{1}{1 - \gamma} \text{Estm}(h_c, D, \delta')$ can be bounded by $\text{Appr}(h_f)$ and $\text{Estm}(h_f, D, \delta')$, which is possible by slightly adapting the previous analysis. In particular,

$$\frac{2}{1 - \gamma} \left( \|Q_{Mh_c}^* - Q_M^*\|_\infty + \frac{1}{1 - \gamma} \text{Estm}(h_c, D, \delta') \right) \leq \frac{2}{(1 - \gamma)^2} \left( \|BQ_{Mh_c}^* - B_{h_c}Q_{Mh_c}^*\|_\infty + \text{Estm}(h_c, D, \delta') \right) \leq \frac{2}{(1 - \gamma)^2} \left( \|BQ_{Mh_c}^* - \hat{B}_{h_c}Q_{Mh_c}^*\|_\infty + 2\text{Estm}(h_c, D, \delta') \right) \leq \frac{2}{(1 - \gamma)^2} \left( \|BQ_{Mh_c}^* - \hat{B}_{h_c}Q_{Mh_c}^*\|_\infty + 2\gamma \|Q_{Mh_c}^* - Q_{Mh_c}^*\|_\infty + 2\text{Estm}(h_c, D, \delta') \right),$$

and now we arrive at Equation (5.10), up to some extra dependence on $\text{Estm}(h_c, D, \delta')$ (which we can always afford), and the difference between $\delta$ and $\delta'$. Following the rest part of the previous analysis we will have the desired bound.

If $h_f$ is selected, the beginning part of the previous analysis can be adapted much more easily:

$$\frac{2}{1 - \gamma} \left( \|Q_{Mh_f}^* - Q_M^*\|_\infty + \frac{1}{1 - \gamma} \text{Estm}(h_f, D, \delta') \right) \leq \frac{2}{(1 - \gamma)^2} \left( \|BQ_{Mh_f}^* - B_{h_f}Q_M^*\|_\infty + \text{Estm}(h_f, D, \delta') \right),$$

and now we are at Equation (5.14). This time, however, we cannot follow the previous analysis all the way to the end, as our induction assumption promises nothing for $\text{Appr}(h_c)$ and $\text{Estm}(h_c)$. Instead, we can departure from Equation (5.15):

$$(5.15) \leq \frac{2}{(1 - \gamma)^2} \left( \frac{3 - \gamma)(1 + \gamma)}{1 - \gamma} \|Q_{Mh_c}^* - Q_M^*\|_\infty + \frac{1 + \gamma}{1 - \gamma} \text{Estm}(h_c, D, \delta') \right),$$

which follows from Lemma 5.9. Now we can apply our induction assumption, and
this shows that the induction assumption holds for $i + 1$, so the lemma follows. □
CHAPTER 6

Repeated Inverse Reinforcement Learning

In the previous chapters, we adopt the standard RL formulation and take it for granted that rewards are well-defined and revealed to the agent as part of the dataset. In real-life situations, however, it has long been recognized that specifying a detailed and comprehensive reward function that is well aligned with human interest can be difficult, and this has grown into a serious concern on the safety of future AI systems [Bostrom, 2003, Russell et al., 2015, Amodei et al., 2016].

One approach to addressing this issue is for the agent to infer human goals by observing human behavior, a problem studied under the Inverse Reinforcement Learning (IRL) framework. However, IRL is generally ill-posed for there are typically many reward functions that rationalize the same observed behavior. While the use of heuristics to select from among the set of feasible reward functions has led to successful applications of IRL to learning from demonstration, such heuristics do not address AI safety. In this chapter we introduce a novel repeated IRL problem: the agent has to act on behalf of a human in a sequence of tasks and wishes to minimize the number of tasks that it surprises the human. Each time the human is surprised the agent is provided a demonstration of the desired behavior by the human. We formalize this problem, including how the sequence of tasks is chosen, in a few different ways and provide some foundational results.

6.1 Introduction

One challenge in building AI agents that learn from experience is how to set their goals or rewards. In the Reinforcement Learning (RL) setting, one interesting answer to this question is inverse RL (or IRL) in which the agent infers the rewards of a human by observing the human’s policy in a task [Ng and Russell, 2000]. Unfortunately, the IRL problem is ill-posed for there are typically many reward func-
tions for which the observed behavior is optimal in a single task [Abbeel and Ng, 2004]. While the use of heuristics to select from among the set of feasible reward functions has led to successful applications of IRL to the problem of learning from demonstration [e.g., Abbeel et al., 2007], not identifying the reward function poses fundamental challenges to the question of how well and how safely the agent will perform when using the learned reward function in other tasks. This is particularly relevant because IRL is a possible approach to the concern about aligning the agent’s values/goals with those of humans for AI safety as society deploys more capable learning agents that impact more people in more ways [Russell et al., 2015, Amodei et al., 2016].

In this chapter, we formalize multiple variations of a new repeated IRL problem in which the agent and the human are placed in multiple tasks. We separate the reward function into two components, one which is invariant across tasks and can be viewed as intrinsic to the human, and a second that is task specific. As a motivating example, consider a human doing tasks throughout a work day, e.g., getting coffee, driving to work, interacting with co-workers, and so on. Each of these tasks has a task-specific goal but the human brings to each task intrinsic goals that correspond to maintaining health, financial well-being, not violating moral and legal principles, etc. In our repeated IRL setting, the agent presents a policy for each new task that it thinks the human would do. If the agent’s policy “surprises” the human by being sub-optimal, the human presents the agent with the optimal policy. The objective of the agent is to minimize the number of surprises to the human, i.e., to generalize the human’s behavior to new tasks.

Quite apart from the connection to AI safety, the repeated IRL problem we introduce and our results are of independent interest in resolving the question of unidentifiability of rewards from observations in standard IRL. Our contributions include: (1) an efficient identification algorithm when the agent can choose the tasks in which it observes human behavior; (2) an upper bound on the number of total surprises when no assumptions are made on the tasks, along with a corresponding lower bound and extension to the setting where interactions carry out in the form of sample trajectories; (3) identification guarantees when the agent can only choose the task rewards but is given a fixed task environment.
6.2 Problem Setup

6.2.1 Notations

We introduce a few special notations and conventions for making the discussions in this chapter convenient.

First, in this chapter we denote an MDP by \( M = (\mathcal{S}, \mathcal{A}, P, Y, \gamma, \mu) \), where \( Y \) is the reward function; the symbol \( R \) is reserved for task-specific reward to be introduced later.

Second, the reward function \( Y : \mathcal{S} \to \mathbb{R} \) operates on the state space, which is common in IRL literature (e.g., [Ng and Russell, 2000]). We differ slightly, however, in that we assume rewards to occur after transition (i.e., \( R(s, a, s') = R(s') \)); this change from the usual setting (\( R(s, a, s') = R(s) \)) is without loss of generality (the only difference being that the uncontrolled reward obtained at the initial state is ignored), and allows us to state many theoretical results much more elegantly.

Third, in this chapter we will always normalize a value function so that it takes the same magnitude as rewards, which has been adopted in Kakade et al. [2003]. For example, the state-value function is defined as

\[
V^\pi(s) = (1 - \gamma) \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} Y(s_{t+1}) \mid s_1 = s; \pi \right].
\]

We will use the notation \( V_{\mathcal{P}, \mathcal{Y}}^\pi \) to avoid ambiguity in the transition dynamics (or environment) and the reward function used in computing \( V^\pi \). The matrix-vector equation for policy evaluation is highly important in this chapter; using the concepts introduced in Section 2.1.3, we define the normalized state occupancy vector (with respect to initial distribution \( \mu \)) as

\[
\eta_{\mu, \mathcal{P}}^\pi = (1 - \gamma) \left( \mu^\top P^\pi \left( I_{|\mathcal{S}|} - \gamma P^\pi \right)^{-1} \right)^\top.
\]

The vector is normalized in the sense that it lies in the probability simplex, i.e., it is element-wise non-negative and \( \| \eta_{\mu, \mathcal{P}}^\pi \|_1 = 1 \).

In this chapter, the ultimate goodness of a policy will be evaluated by \( \mathbb{E}_{s \sim \mu}[V^\pi(s)] \) (i.e., performance measure (ii)) in Section 2.3.2), which is the dot product between

\footnote{The difference from Equation 2.4 is due to the assumption that reward occurs after transition.}
the occupancy vector and the reward vector:
\begin{equation}
\mathbb{E}_{s \sim \mu}[V^\pi(s)] = Y^\top \eta^\pi_{\mu,P}.
\end{equation}

Regarding this measure, the loss of a suboptimal policy is naturally defined as
\begin{equation}
\text{loss} = \mathbb{E}_{s \sim \mu}[V^*(s)] - \mathbb{E}_{s \sim \mu}[V^\pi(s)].
\end{equation}

### 6.2.2 Repeated Inverse RL framework

Here we define the Repeated IRL problem. The human’s reward function $\theta_\star \in \mathbb{R}^{\left|\mathcal{S}\right|}$ captures his/her safety concerns and intrinsic/general preferences. $\theta_\star$ is unknown to the agent and is the object of interest herein, i.e., if $\theta_\star$ were known to the agent, the concerns addressed in this paper would be solved. We assume that the human cannot directly communicate $\theta_\star$ to the agent but can evaluate the agent’s behavior in a task as well as demonstrate optimal behavior.

Formally, a task is defined by a pair $(E, R)$, where $E = (\mathcal{S}, \mathcal{A}, P, \gamma, \mu)$ is the task environment (i.e., an MDP without a reward function), and $R$ is the task-specific reward function (task reward). We assume that all tasks share the same $\mathcal{S}, \mathcal{A}, \gamma$, with $|\mathcal{A}| \geq 2$, but may differ in the initial distribution $\mu$, dynamics $P$, and task reward $R$; all of the task-specifying quantities are known to the agent. In any task, the human’s optimal behavior is always with respect to the reward function $Y := \theta_\star + R$. We emphasize again that $\theta_\star$ is intrinsic to the human and remains the same across all tasks. Our use of task specific reward functions $R$ allows for greater generality than the usual IRL setting, but we note that our results apply equally to the case where the task reward is always zero.

While $\theta_\star$ is private to the human, the agent has some prior knowledge on $\theta_\star$, represented as a set of possible parameters $\Theta_0 \subset \mathbb{R}^{\left|\mathcal{S}\right|}$ that contains $\theta_\star$. Throughout, we assume that the human’s reward has bounded and normalized magnitude, that is, $\|\theta_\star\|_\infty \leq 1$.

A demonstration in $(E, R)$ means revealing $\pi^\star$ to the agent, which optimizes for $Y := \theta_\star + R$ under environment $E$. A common assumption in the IRL literature is that the full mapping is revealed, which can be unrealistic if some states are unreachable from the initial distribution. We address the issue by requiring only the state occupancy vector $\eta^\pi_{\mu,P}$. In Section 6.6 we show that this also allows an easy extension to the setting where the human only demonstrates trajectories instead of providing a policy.
Under the above framework for repeated IRL, we consider two settings that differ in how the sequence of tasks are chosen. In both cases, we will want to minimize the number of demonstrations needed.

1. (Section 6.4) *Agent chooses the tasks*, observes the human’s behavior in each of them, and infers the reward function. In this setting where the agent is powerful enough to choose tasks arbitrarily, we will show that the agent will be able to *identify* the human’s reward function which of course implies the ability to generalize to new tasks.

2. (Section 6.5) *Nature chooses the tasks*, and the agent proposes a policy in each task. The human demonstrates a policy only if the agent’s policy is a mistake (a negative surprise), i.e., significantly suboptimal. In this setting we will derive upper and lower bounds on the number of mistakes our agent will make.

### 6.3 The Challenge of Identifying Rewards

Note that it is impossible to identify \( \theta^* \) from watching human behavior in a single task. This is because any \( \theta^* \) is fundamentally indistinguishable from an infinite set of reward functions that yield exactly the policy observed in the task. We introduce the idea of *behavioral equivalence* below to tease apart two separate issues wrapped up in the challenge of identifying rewards.

**Definition 6.1.** Two reward functions \( \theta, \theta' \in \mathbb{R}^{|S|} \) are *behaviorally equivalent in MDP tasks*, if for any \((E, R)\), the set of optimal policies for \((R + \theta)\) and \((R + \theta')\) are the same.

We argue that the task of identifying the reward function should amount only to identifying the equivalence class to which \( \theta^* \) belongs. In particular, identifying the equivalence class is sufficient to get perfect generalization to new tasks. Any remaining unidentifiability is merely representational and of no real consequence. Next we present a constraint that captures the reward functions that belong to the same equivalence class.

**Proposition 6.1.** \( \theta \) and \( \theta' \) are behaviorally equivalent in MDP tasks if and only if \( \theta - \theta' = c \cdot \mathbf{1}|S| \) for some \( c \in \mathbb{R} \), where \( \mathbf{1}|S| \) is an all-1 vector of length \( |S| \).

**Proof.** To show that \( \theta - \theta' = c \cdot \mathbf{1}|S| \) implies behavioral equivalence, we notice that an occupancy vector \( \eta_{\mu, P} \) always satisfies \( \mathbf{1}_{|S|}^T \eta_{\mu, P} = 1 \), so the value of any policy differs by a universal constant \( c \) under \( \theta \) and \( \theta' \), and the set of optimal policies is the same.
To show the other direction, we prove that if $\theta - \theta' \notin \text{span}(\{1_{|S|}\})$, then there exists $(E, R)$ such that the sets of optimal policies differ. In particular, we choose $R = -\theta'$, so that all policies are optimal under $R + \theta'$. Since $\theta - \theta' \notin \text{span}(\{1_{|S|}\})$, there exists state $i$ and $j$ such that $\theta(i) + R(i) \neq \theta(j) + R(j)$. Suppose $i$ is the one with smaller sum of rewards, then we can make $j$ an absorbing state, and wire the two actions in $i$ to $i$ and $j$ respectively. Under $R + \theta$, the self-loop in state $i$ is suboptimal, and this completes the proof.

For any class of $\theta$'s that are equivalent to each other, we can choose a canonical element to represent this class. For example, we can fix an arbitrary reference state $s_{\text{ref}} \in S$, and fix the reward of this state to 0 for $\theta_*$ and all candidate $\theta$. In the rest of the paper, we will always assume such canonicalization in the MDP setting, hence $\theta_* \in \Theta_0 \subseteq \{\theta \in [-1, 1]|S| : \theta(s_{\text{ref}}) = 0\}$.

### 6.4 Agent Chooses the Tasks

In this section, we consider the protocol that the agent chooses a sequence of tasks $\{(E_t, R_t)\}$. For each task $(E_t, R_t)$, the human reveals $\pi_*^t$, which is optimal for environment $E_t$ and reward function $\theta_* + R_t$. Our goal is to design an algorithm which chooses $\{(E_t, R_t)\}$ and identifies $\theta_*$ to a certain accuracy using as few tasks as possible.

#### 6.4.1 Omnipotent identification algorithm

Theorem 6.2 shows that a simple algorithm can identify $\theta_*$ after only $O(\log(1/\epsilon))$ tasks, if any tasks may be chosen. Roughly speaking, the algorithm amounts to a binary search on each component of $\theta_*$ by manipulating the task reward $R_t$.

**Theorem 6.2.** If $\theta_* \in \Theta_0 \subseteq \{\theta \in [-1, 1]|S| : \theta(s_{\text{ref}}) = 0\}$, there exists an algorithm that outputs $\theta \in \mathbb{R}^{|S|}$ that satisfies $\|\theta - \theta_*\|_\infty \leq \epsilon$ after $O(\log(1/\epsilon))$ demonstrations.

**Proof.** The algorithm chooses the following fixed environment in all tasks: for each $s \in S \setminus \{s_{\text{ref}}\}$, let one action be a self-loop, and the other action transitions to $s_{\text{ref}}$. In $s_{\text{ref}}$, all actions cause self-loops. The initial distribution over states is uniformly at random over $S \setminus \{s_{\text{ref}}\}$.

---

2While we present a proof that manipulates $R_t$, an only slightly more complex proof applies to the setting where all the $R_t$ are exactly zero and the manipulation is limited to the environment.
Each task only differs in the task reward \( R_t \) (where \( R_t(s_{\text{ref}}) \equiv 0 \) always). After observing the state occupancy of the optimal policy, for each \( s \) we check if the occupancy is equal to 0. If so, it means that the demonstrated optimal policy chooses to go to \( s_{\text{ref}} \) from \( s \) in the first time step, and \( \theta_*(s) + R_t(s) \leq \theta_*(s_{\text{ref}}) + R_t(s_{\text{ref}}) = 0 \); if not, we have \( \theta_*(s) + R_t(s) \geq 0 \). Consequently, after each task we learn the relationship between \( \theta_*(s) \) and \( -R_t(s) \) on each \( s \in S \setminus \{s_{\text{ref}}\} \), so conducting a binary search by manipulating \( R_t(s) \) will identify \( \theta_* \) to \( \epsilon \)-accuracy after \( O(\log(1/\epsilon)) \) tasks. \( \square \)

As noted before, once the agent has identified \( \theta_* \) within an appropriate tolerance, it can compute a sufficiently-near-optimal policy for all tasks, thus completing the generalization objective through the far stronger identification objective in this setting. This intuition is formalized below.

**Proposition 6.3.** The loss of acting greedily with respect to \( \theta \) in any task \((E, R)\) is bounded by \( 2\|\theta - \theta_*\|_\infty \).

**Proof.** Let \( \pi^* \) be the policy that maximizes \( \theta_* + R \) and \( \pi \) be the policy that maximizes \( \theta + R \).

\[
\text{loss} = (\theta_* + R)^\top (\eta_{\mu,P}^{\pi_*} - \eta_{\mu,P}^\pi) \\
= (\theta + R)^\top (\eta_{\mu,P}^{\pi_*} - \eta_{\mu,P}^\pi) + (\theta_* - \theta)^\top (\eta_{\mu,P}^{\pi_*} - \eta_{\mu,P}^\pi) \\
\leq 0 + \|\theta_* - \theta\|_\infty \|\eta_{\mu,P}^{\pi_*} - \eta_{\mu,P}^\pi\|_1 \quad (\pi \text{ is optimal for } \theta + R) \\
\leq \|\theta_* - \theta\|_\infty (\|\eta_{\mu,P}^{\pi_*}\|_1 + \|\eta_{\mu,P}^\pi\|_1) = 2\|\theta_* - \theta\|_\infty. \quad \square
\]

### 6.5 Nature Chooses the Tasks

While Theorem 6.2 yields a strong identification guarantee, it also relies on a strong assumption, that \( \{(E_t, R_t)\} \) may be chosen by the agent in an arbitrary manner. In this section, we let nature, who is allowed to be adversarial for the purpose of the analysis, choose \( \{(E_t, R_t)\} \).

Generally speaking, we cannot obtain identification guarantees in such an adversarial setup. As an example, if \( R_t \equiv 0 \) and \( E_t \) remains the same over time, we are essentially back to the classical IRL setting and suffer from the degeneracy issue. However, generalization to future tasks, which is our ultimate goal, is easy in this special case: after the initial demonstration, the agent can mimic it to behave optimally in all subsequent tasks without requiring further demonstrations.
More generally, if nature repeats similar tasks, then the agent obtains little new information, but presumably it knows how to behave in most cases; if nature chooses a task unfamiliar to the agent, then the agent is likely to err, but it may learn about \( \theta \) from the mistake.

To formalize this intuition, we consider the following protocol: the nature chooses a sequence of tasks \( \{(E_t, R_t)\} \) in an arbitrary manner. For every task \( (E_t, R_t) \), the agent proposes a policy \( \pi_t \). The human examines the policy’s value under \( \mu_t \), and if the loss (recall Equation 6.2)

\[
l_t = \mathbb{E}_{s \sim \mu} \left[V_{E_t, \theta_s + R_t}^\pi(s) \right] - \mathbb{E}_{s \sim \mu} \left[V_{E_t, \theta_s + R_t}^\pi(s) \right]
\]

is less than some \( \epsilon \) then the human is satisfied and no demonstration is needed; otherwise a mistake is counted and \( \eta_{\pi_t, P_t} \) is revealed to the agent (note that \( \eta_{\pi_t, P_t} \) can be computed by the agent if needed from \( \pi_t^* \) and its knowledge of the task, so the reader can consider the case of the human presenting the policy w.l.o.g.). The main goal of this section is to design an algorithm that has a provable guarantee on the total number of mistakes.

Before describing and analyzing our algorithm, we first notice that the Equation 6.3 can be rewritten as

\[
l_t = (\theta_s + R)^\top (\eta_{\pi_t, P_t} - \eta_{\pi_t, P_t})
\]

using Equation 6.1. So effectively we are given a set of state occupancy vectors \( \{\eta_{\pi_t, P_t} : \pi \in (\mathcal{S} \to \mathcal{A})\} \) each round, and we want to choose the vector that has the largest dot product with \( \theta_s + R \). The exponential size of the set will not be a concern because our main result (Theorem 6.4) has no dependence on the number of vectors, and only depends on the dimension of those vectors. The result is enabled by studying the linear bandit version of the problem, which subsumes the MDP setting for our purpose and is also a model of independent interest.

### 6.5.1 The linear bandit setting

In the linear bandit setting, \( \mathcal{D} \) is a finite action space with size \( |\mathcal{D}| = K \). Each task is denoted as a pair \( (X, R) \). \( X = [x^1 \cdots x^K] \) is a \( d \times K \) feature matrix, where \( x^i \) is the feature vector for the \( i \)-th action, and \( \|x^i\|_1 \leq 1 \). When we reduce MDPs to linear bandits, each element of \( \mathcal{D} \) corresponds to an MDP policy, and the feature vector is the state occupancy of that policy.
$R, \theta_* \in \mathbb{R}^d$ are the task reward and the background reward, respectively. The initial uncertainty set for $\theta_*$ is $\Theta_0 \subseteq [-1, 1]^d$. The value of the $i$-th action is calculated as $(\theta_* + R)^\top x^i$, and $a^\star$ is the action that maximizes this value. Every round the agent proposes an action $a \in D$, whose loss is defined as

$$l_t = (\theta_* + R)^\top (x^{a^\star} - x^a).$$

We now show how to embed the previous MDP setting in linear bandits.

**Example 1.** Given an MDP problem with variables $S, A, \gamma, \theta_*^\star, \theta_{\text{ref}}, \Theta_0, \{(E_t, R_t)\}$, we can convert it into a linear bandit problem as follows. All variables with prime belong to the linear bandit problem, and we use $v^{\setminus i}$ to denote the vector $v$ with the $i$-th coordinate removed.

- $D = \{\pi : S \to A\}, \ d = |S| - 1.$
- $\theta_*^\prime = \theta_{\text{ref}}^\star, \Theta_0' = \{\theta^{\setminus \text{ref}} : \theta \in \Theta_0\}$.
- $x^\pi_t = (\eta^\pi_{\mu_t, P_t})^{\setminus \text{ref}}. \ R'_t = R^{\setminus \text{ref}}_t - R_t(s_{\text{ref}}) \cdot 1_d.$

Then for any sequence of policies chosen in the MDP problem, the corresponding sequence of actions in the linear bandit problem suffer exactly the same sequence of losses.

Note that there is a more straightforward conversion by letting $d = |S|, \theta_*' = \theta_*^\star, \Theta_0 = \Theta_0, \ x^\pi_t = \eta^\pi_{\mu_t, P_t}, \ R'_t = R_t$, which also preserves losses. We perform a more succinct conversion in Example 1 by canonicalizing both $\theta_*$ (already assumed) and $R_t$ (explicitly done here) and dropping the coordinate for $s_{\text{ref}}$ in all relevant vectors.

**MDPs with linear rewards** In IRL literature, a generalization of the MDP setting is often considered, that reward is linear in state features $\phi(s) \in \mathbb{R}^d$ [Ng and Russell, 2000, Abbeel and Ng, 2004]. In this new setting, $\theta_*$ and $R$ are reward parameters, and the actual reward is the dot product between the reward parameter and $\phi(s)$. This new setting can also be reduced to linear bandits similarly to Example 1, except that the state occupancy is replaced by the discounted sum of expected feature values.

Our main result, Theorem 6.4, will still apply automatically, but now the guarantee will only depend on the dimension of the feature space and has no dependence on $|S|$. We include the conversion below but do not further discuss this setting in the rest of the paper.

**Example 2.** Consider an MDP problem with state features, defined by $S, A, \gamma, d \in \mathbb{Z}^+, \theta_* \in \mathbb{R}^d, \Theta_0 \subseteq [-1, 1]^d, \{(E_t, \phi_t) \in \mathbb{R}^d, R_t \in \mathbb{R}^d\}$, where task reward and background reward in state $s$ are $\theta_*^\top \phi_t(s)$ and $R^\top \phi_t(s)$ respectively, and $\theta_* \in \Theta_0$. Suppose
Algorithm 3 Ellipsoid Algorithm for Repeated Inverse Reinforcement Learning

1: **Input:** $\Theta_0$.
2: $\Theta_1 := \text{MVEE}(\Theta_0)$.
3: **for** $t = 1, 2, \ldots$ **do**
4: Nature reveals $(X_t, R_t)$.
5: Learner plays $a_t = \arg \max_{a \in D} c_t^\top x_t^a$, where $c_t$ is the center of $\Theta_t$.
6: **if** $l_t > \epsilon$ **then**
7: Human reveals $a^*_t$.
8: $\Theta_{t+1} = \text{MVEE}(\{\theta \in \Theta_t : (\theta - c_t)^\top (x^a_t - x^a_t) \geq 0\})$.
9: **else**
10: $\Theta_{t+1} = \Theta_t$.
11: **end if**
12: **end for**

$\|\phi_t(s)\|_\infty \leq 1$ always holds, then we can convert it into a linear bandit problem as follows:

- $D = \{\pi : S \rightarrow A\}; d, \theta^*$, and $R_t$ remain the same.
- $x^\pi_t = (1 - \gamma) \sum_{h=1}^\infty \gamma^{h-1} E[\phi(s_h) \mid \mu_t, P_t, \pi]/d$.

Note that the division of $d$ in $x^\pi_t$ is for normalization purpose, so that $\|x^\pi_t\|_1 \leq \|\phi\|_1/d \leq \|\phi\|_\infty \leq 1$.

### 6.5.2 Ellipsoid Algorithm for Repeated Inverse RL

We propose Algorithm 3, and provide the mistake bound in the following theorem. Note that the pseudo-code also contains the formal protocol of the process.

**Theorem 6.4.** For $\Theta_0 = [-1, 1]^d$, the number of mistakes made by Algorithm 3 is guaranteed to be $O(d^2 \log(d/\epsilon))$.

To prove Theorem 6.4, we quote a result from linear programming literature in Lemma 6.5, which is found in standard lecture notes (e.g., O’Donnell 2011, Theorem 8.8; see also Grötschel et al. 2012, Lemma 3.1.34).

**Lemma 6.5** (Volume reduction in ellipsoid algorithm). Given any non-degenerate ellipsoid $B$ in $\mathbb{R}^d$ centered at $c \in \mathbb{R}^d$, and any non-zero vector $v \in \mathbb{R}^d$, let $B^+$ be the minimum-volume enclosing ellipsoid (MVEE) of

$$\{u \in B : (u - c)^\top v \geq 0\}.$$

We have

$$\frac{\text{vol}(B^+)}{\text{vol}(B)} \leq e^{-\frac{1}{2(d+1)}}.$$
Proof of Theorem 6.4. Whenever a mistake is made and the optimal action \( a^*_t \) is revealed, we can induce the constraint \((R_t + \theta_*)^\top(x^a_t - x^a_t) > \epsilon\). Meanwhile, since \( a_t \) is greedy w.r.t. \( c_t \), we have \((R_t + c_t)^\top(x^a_t - x^a_t) \leq 0\), where \( c_t \) is the center of \( \Theta_t \) as in Line 5. Taking the difference of the two inequalities, we obtain

\[
(\theta_* - c_t)^\top(x^a_t - x^a_t) > \epsilon. \tag{6.5}
\]

Therefore, the update rule on Line 8 preserves \( \theta_* \) in \( \Theta_{t+1} \). Since the update makes a central cut through the ellipsoid, Lemma 6.5 applies and the volume shrinks by a multiplicative constant \( e^{-\frac{1}{2}(d+1)} \) every time a mistake is made.

To prove the theorem, it remains to upper bound the initial volume and lower bound the terminal volume of \( \Theta_t \). We first show that an update never eliminates \( B_\infty(\theta_*, \epsilon/2) \), the \( \ell_\infty \) ball centered at \( \theta_* \) with radius \( \epsilon/2 \). This is because, any eliminated \( \theta \) satisfies \((\theta + c_t)^\top(x^a_t - x^a_t) < 0\). Combining this with Equation 6.5, we have

\[
\epsilon < (\theta_* - \theta)^\top(x^a_t - x^a_t) \leq \|\theta_* - \theta\|_\infty \|x^a_t - x^a_t\|_1 \leq 2\|\theta_* - \theta\|_\infty.
\]

(This is very similar to the proof of Proposition 6.3.) We conclude that any eliminated \( \theta \) should be \( \epsilon/2 \) far away from \( \theta_* \) in \( \ell_\infty \) distance. Therefore, we can lower bound the volume of \( \Theta_t \) for any \( t \) by that of \( \Theta_0 \cap B_\infty(\theta_*, \epsilon/2) \), which contains an infinite-norm ball with radius \( \epsilon/4 \) in the worst case (when \( \theta_* \) is one of \( \Theta_0 \)'s vertices). To simplify calculation, we will further relax this \( \ell_\infty \) ball to its inscribed \( \ell_2 \) ball.

Finally we put everything together: let \( M_T \) be the number of mistakes made from round 1 to \( T \), and \( C_d \) be the volume of the unit sphere in \( \mathbb{R}^d \), we have

\[
\frac{M_T}{2(d+1)} \leq \log(\text{vol}(\Theta_1)) - \log(\text{vol}(\Theta_{T+1})) \\
\leq \log(C_d(\sqrt{d})^d) - \log(C_d(\epsilon/4)^d) = d \log(4\sqrt{d}/\epsilon).
\]

So \( M_T \leq 2d(d+1) \log \frac{4\sqrt{d}}{\epsilon} = O(d^2 \log \frac{d}{\epsilon}). \)

\[\square\]

6.5.3 Lower bound

In Section 6.4, we get an \( O(\log(1/\epsilon)) \) upper bound on the number of demonstrations, which has no dependence on \( |S| \) (which corresponds to \( d+1 \) in linear bandits). Comparing Theorem 6.4 to 6.2, one may wonder whether the polynomial dependence on
$d$ is an artifact of the inefficiency of Algorithm 3. We clarify this issue by proving a lower bound, showing that $\Omega(d \log(1/\epsilon))$ mistakes are inevitable in the worst case when nature chooses the tasks. We provide a proof sketch below, and the complete proof is deferred to Section 6.11.

**Theorem 6.6.** For any randomized algorithm\(^3\) in the linear bandit setting, there always exists $\theta_\star \in [-1, 1]^d$ and $\{(X_t, R_t)\}$ which are fixed before the execution of the algorithm,\(^4\) such that the expected number of mistakes made by the algorithm under $\theta_\star$ and $\{(X_t, R_t)\}$ is $\Omega(d \log(1/\epsilon))$.

*Proof Sketch.* We randomize $\theta_\star$ by sampling each element i.i.d. from $\text{Unif}([-1, 1])$. We will prove that there exists a strategy of choosing $(X_t, R_t)$ such that any algorithm’s expected number of mistakes is $\Omega(d \log(1/\epsilon))$, which proves the theorem as max is no less than average.

In our construction, $X_t = [0_d, e_{j_t}]$, where $j_t$ is some index to be specified. Hence, every round the agent is essentially asked to decided whether $\theta(j_t) \geq -R_t(j_t)$. The adversary’s strategy goes in phases, and $R_t$ remains the same during each phase. Every phase has $d$ rounds where $j_t$ is enumerated over $\{1, \ldots, d\}$.

The adversary will use $R_t$ to shift the posterior on $\theta(j_t) + R_t(j_t)$ so that it is (approximately) centered around the origin; in this way, the agent has about $1/2$ probability to make an error (regardless of the algorithm), and the posterior interval will be halved. Overall, the agent makes $d/2$ mistakes in each phase, and there will be about $\log(1/\epsilon)$ phases in total, which gives the lower bound.

**Applying the lower bound to MDPs** The above lower bound is stated for linear bandits. In principle, we need to prove lower bound for MDPs separately, because linear bandits are more general than MDPs for our purpose, and the hard instances in linear bandits may not have corresponding MDP instances. In Lemma 6.7 below, we show that a certain type of linear bandit instances can always be emulated by MDPs with the same number of actions, and the hard instances constructed in Theorem 6.6 indeed satisfy the conditions for such a type; in particular, we require the feature vectors to be non-negative and have $\ell_1$ norm bounded by 1. As a corollary, an $\Omega(|S| \log(1/\epsilon))$ lower bound for the MDP setting (even with a small action space $|A| = 2$) follows directly from Theorem 6.6.

---

\(^3\)While our Algorithm 3 is deterministic, randomization is often crucial for online learning in general [Shalev-Shwartz, 2011].

\(^4\)This means that the lower bound can be realized by an oblivious adversary, who cannot adapt the tasks to the realization of the random variables drawn by the algorithm.
Lemma 6.7 (Linear bandit to MDP conversion). Let $(X, R)$ be a linear bandit task, and $K$ be the number of actions. If every $x^a$ is non-negative and $\|x^a\|_1 \leq 1$, then there exists an MDP task $(E, R')$ with $d + 1$ states and $K$ actions, such that under some choice of $s_{refr}$, converting $(E, R')$ as in Example 1 recovers the original problem.

The proof of this lemma is deferred to Section 6.8.

6.5.4 On identification when nature chooses tasks

While Theorem 6.4 successfully controls the number of total mistakes, it completely avoids the identification problem and does not guarantee to recover $\theta_\star$. Despite that our ultimate goal is to generalize to new tasks, obtaining identification guarantee is still meaningful in the setup of Section 6.5, because the protocol requires human to examine every proposed policy in addition to providing demonstrations upon observing mistakes, and upper bounds on mistakes do not take this supervision burden into consideration. On the other hand, once we have identified $\theta_\star$, generalization to new tasks is guaranteed and no further supervision is ever needed.

In this section we explore further conditions under which we can obtain identification guarantees when nature chooses the tasks. The first condition, stated in Proposition 6.8, implies that if we have made all the possible mistakes, then we have indeed identified the $\theta_\star$, where the identification accuracy is determined by the tolerance parameter $\epsilon$ that defines what is counted as a mistake.

Proposition 6.8. Consider the linear bandit setting. If there exists $T_0$ such that for any round $t \geq T_0$, no more mistakes can be ever made by the algorithm for any choice of $(E_t, R_t)$ and any tie-braking mechanism, then we have $\theta_\star \in B_\infty(c_{T_0}, \epsilon)$.

Proof. Assume towards contradiction that $\|c_{T_0} - \theta_\star\|_\infty > \epsilon$. We will choose $(R_t, x_1^t, x_2^t)$ to make the algorithm err. In particular, let $R_t = -c_{T_0}$, so that the algorithm acts greedily with respect to $0_d$. Since $0_d \top x_i^t \equiv 0$, any action would be a valid choice for the algorithm.

On the other hand, $\|c_{T_0} - \theta_\star\|_\infty > \epsilon$ implies that there exists a coordinate $j$ such that $|e_j \top (\theta_\star - c_{T_0})| > \epsilon$, where $e_j$ is a basis vector. Let $x_1^t = 0_d$ and $x_2^t = e_j$. So the value of action 1 is always 0 under any reward function (including $\theta_\star + R_t$), and the value of action 2 is $(\theta_\star + R_t) \top x_2^t = (\theta_\star - c_{T_0}) \top e_j$, whose absolute value is greater than $\epsilon$. At least one of the 2 actions is more than $\epsilon$ suboptimal, and the algorithm may take any of them, so the algorithm can err again. \qed
While Proposition 6.8 shows that identification is guaranteed if the agent exhausts the mistakes, the agent has no ability to actively fulfill this condition when Nature chooses tasks. For a stronger identification guarantee, we may need to grant the agent some freedom in choosing the tasks.

**Identification with fixed environment**

Here we consider a setting that fits in between Section 6.4 (completely active) and Section 6.5.1 (completely passive), where the environment \( E \) (hence the induced feature vectors \( \{x^1, x^2, \ldots, x^K\} \)) is given and fixed, and the agent can arbitrarily choose the task reward \( R_t \). The goal is to obtain an identification guarantee in this new intermediate setting.

Unfortunately, a degenerate case can be easily constructed that prevents the revelation of any information about \( \theta^\star \). In particular, if \( x^1 = x^2 = \ldots = x^K \), i.e., the environment is completely uncontrolled, then all actions are equally optimal and nothing can be learned.

More generally, if for some non-zero vector \( v \) we have \( v^\top x^1 = v^\top x^2 = \ldots = v^\top x^K \), then we may never recover \( \theta^\star \) along the direction of \( v \). In fact, Proposition 6.1 can be viewed as an instance of this result where \( v = 1_{|S|} \) (recall that the entries of the state occupancy vector always sum up to 1), and that is why we have to remove such redundancy in Example 1 in order to discuss identification in MDPs. Therefore, to guarantee identification in a fixed environment, the feature vectors must be substantially different in all directions, and we capture this intuition by defining a diversity score spread\( (X) \) (Definition 6.2) and showing that the identification accuracy depends inversely on the score (Theorem 6.9).

**Definition 6.2.** Given the feature matrix \( X = \begin{bmatrix} x^1 & x^2 & \ldots & x^K \end{bmatrix} \) whose size is \( d \times K \), define spread\( (X) \) as the \( d \)-th largest singular value of \( \tilde{X} := X(I_K - \frac{1}{K}1_K1_K^\top) \).

**Theorem 6.9.** For a fixed feature matrix \( X \), if spread\( (X) > 0 \), then there exists a sequence \( R_1, R_2, \ldots, R_T \) with \( T = O(d^2 \log(d/\epsilon)) \) and a sequence of tie-break choices of the algorithm, such that after round \( T \) we have \( \|c_T - \theta^\star\|_\infty \leq \frac{\epsilon \sqrt{(K-1)/2}}{\text{spread}(X)} \).

**Proof.** It suffices to show that in any round \( t \), if \( \|c_t - \theta^\star\|_\infty > \frac{\epsilon \sqrt{(K-1)/2}}{\text{spread}(X)} \), then \( l_t > \epsilon \). The bound on \( T \) follows directly from Theorem 6.4. Similar to the proof of Proposition 6.8, our choice of the task reward is \( R_t = -c_t \), so that any \( a \in A \) would be a
valid choice of $a_t$, and we will choose the worst action. Note that $\forall a, a' \in \mathcal{D}$,

$$l_t = (\theta_* + R_t)^\top (x^{a_t} - x^{a_t}) \geq (\theta_* - c_t)^\top (x^a - x^{a'}).$$

So it suffices to show that there exists $a, a' \in \mathcal{D}$, such that $(\theta_* - c_t)^\top (x^a - x^{a'}) > \epsilon$. Let $y_t = \theta_* - c_t$, and the precondition implies that $\|y_t\|_2 \geq \|y_t\|_\infty > \frac{\epsilon \sqrt{(K-1)/2}}{\text{spread}(X)}$.

Define a matrix of size $K \times (K(K-1))$

$$D = \begin{bmatrix}
1 & 1 & \cdots & 0 \\
-1 & 0 & \cdots & 0 \\
0 & -1 & \cdots & 0 \\
& & \ddots & \\
0 & 0 & \cdots & -1 \\
0 & 0 & \cdots & 1
\end{bmatrix}.$$  \hspace{1cm} (6.6)

Every column of this matrix contains exactly one 1 and one $-1$, and the columns enumerate all possible positions of them. With the help of this matrix, we can rewrite the desired result ($\exists a, a' \in A$, s.t. $(\theta_* - c_t)^\top (x^a - x^{a'}) > \epsilon$) as $\|y_t^\top XD\|_\infty \geq \epsilon$. We relax the LHS as $\|y_t^\top XD\|_\infty \geq \|y_t^\top XD\|_2 / \sqrt{K(K-1)}$, and will provide a lower bound on $\|y_t^\top XD\|_2$. Note that

$$y_t^\top XD = y_t^\top (\tilde{X} + (X - \tilde{X}))D = y_t^\top \tilde{X}D,$$

because every row of $(X - \tilde{X})$ is some multiple of $1_K^\top$ (recall Definition 6.2), and every column of $D$ is orthogonal to $1_K$. Let $\hat{\cdot}$ be the vector normalized to unit length,

$$\|y_t^\top \tilde{X}D\|_2 = \|y_t\|_2 \|\hat{y}_t^\top \tilde{X}D\|_2 = \|y_t\|_2 \|\hat{y}_t^\top \tilde{X}\|_2 \|\hat{y}_t^\top \tilde{X}D\|_2 = \|y_t\|_2 \|\hat{y}_t^\top \tilde{X}\|_2 \|\hat{y}_t^\top \tilde{X}D\|_2.$$

We lower bound each of the 3 terms. For the first term, we have the precondition $\|y_t\|_2 > \frac{\epsilon \sqrt{(K-1)/2}}{\text{spread}(X)}$. The second term is $\tilde{X}$ left multiplied by a unit vector, so its $\ell_2$ norm can be lower bounded by the smallest non-zero singular value of $\tilde{X}$ (recall that $\tilde{X}$ is full-rank), which is $\text{spread}(X)$.

To lower bound the last term, note that $DD^\top = 2K1_K - 21_K1_K^\top$, and rows of $\tilde{X}$
are orthogonal to \(1_K^T\) and so is \(y_t^T \tilde{X}\), so
\[
\| \hat{y}_t^T \tilde{X} D \|_2^2 \geq \inf_{\|z\|_2=1, z \perp 1_K} z^T DD^T z = \inf_{\|z\|_2=1, z \perp 1_K} z^T (2K1_K - 21_K 1_K^T) z
\]
\[
= \inf_{\|z\|_2=1, z \perp 1_K} 2K z^T z = 2K.
\]

Putting all the pieces together, we have
\[
\|y_t^T \tilde{X} D\|_\infty \geq \|y_t\|_2 \|\hat{y}_t^T \tilde{X}\|_2 \|\hat{y}_t^T \tilde{X} D\|_2 / \sqrt{d}
\]
\[
> \epsilon \sqrt{(K - 1)/2} \cdot \text{spread}(X) \cdot \frac{\sqrt{2K}}{\sqrt{K(K - 1)}} = \epsilon.
\]  

The \(\sqrt{K}\) dependence in Theorem 6.9 may be of concern as \(K\) can be exponentially large. However, Theorem 6.9 also holds if we replace \(X\) by any matrix that consists of \(X\)’s columns, so we may choose a small yet most diverse set of columns as to optimize the bound. We also show in Section 6.9 that Theorem 6.9 is tight in the worst case.

### 6.6 Working with Trajectories

In previous sections, we have assumed that the human evaluates the agent’s performance based on the state occupancy of the agent’s policy, and demonstrates the optimal policy in terms of state occupancy as well. In practice, we would like to instead assume that for each task, the agent rolls out a trajectory, and the human shows an optimal trajectory if he/she finds the agent’s trajectory unsatisfying. We are still concerned about upper bounding the number of total mistakes, and aim to provide a parallel version of Theorem 6.4.

Unlike in traditional IRL, in our setting the agent is also acting, which gives rise to many subtleties. First, the total reward on the agent’s single trajectory is a random variable, and may deviate from the expected value of its policy. Therefore, it is generally impossible to decide if the agent’s policy is near-optimal, and instead we assume that the human can check if each action that the agent takes in the trajectory is near-optimal: when the agent takes \(a\) at state \(s\), an error is counted if and only if \(Q^*(s, a) < V^*(s) - \epsilon\).

While this resolves the issue on the agent’s side, how should the human provide his/her optimal trajectory? The most straightforward protocol is that the human
rolls out a trajectory from the specified $\mu_t$. We argue that this is not a reasonable protocol for two reasons: (1) in expectation, the reward collected by the human may be less than that by the agent, which is due to us conditioning on the event that an error is spotted; (2) the human may not encounter the problematic state in his/her own trajectory, hence the information provided in the trajectory may be irrelevant.

To resolve this issue, we consider a different protocol where the human rolls out a trajectory using optimal policy from the very state where the human errs. See Figure 6.1 for an illustration.

Now we discuss how we can prove a parallel of Theorem 6.4 under this new protocol. First, let’s assume that the demonstration were still given in state occupancy induced by the optimal policy from the problematic state. In this case, we can treat the problematic state as the initial state, thanks to our assumption-free setup about $(E_t, R_t)$ (hence $\mu_t$). To reduce to our previous solution in Section 6.5, it remains to show that the notion of error in this section (a suboptimal action) implies the notion of error in Section 6.5 (a suboptimal policy): let $s$ be the problematic state and $\pi$ be the agent’s policy, we have

$$V^\pi(s) = Q^\pi(s, \pi(s)) \leq Q^*(s, \pi(s)) < V^*(s) - \epsilon.$$ 

So whenever a suboptimal action is spotted in state $s$, it indeed implies that the agent’s policy is suboptimal for $s$ as the initial state. Hence, we can run Algorithm 3 and Theorem 6.4 immediately applies.

To tackle the remaining issue that the demonstration is in terms of a single trajectory, we will not update $\Theta_t$ after each mistake as in Algorithm 3, but only make an update after every mini-batch of mistakes, and aggregate them to form accurate update rules. See Algorithm 4. The choice of batch size $n$ depends on the accuracy we need, and will be determined by the following concentration inequality.

**Lemma 6.10** (Azuma’s inequality for martingales). Suppose $\{S_0, S_1, \ldots, S_n\}$ is a mar-
Algorithm 4 Trajectory version of Algorithm 3 for MDPs

1: **Input:** $\Theta_0, H, n$.
2: // variables with $'$ are converted as in Example 1.
3: $\Theta_1 := \text{MVEE}(\Theta'_0)$, $i \leftarrow 0$, $\bar{Z} \leftarrow 0$, $\bar{Z}^* \leftarrow 0$.
4: **for** $t = 1, 2, \ldots$ **do**
5:   Nature reveals $(E_t, R_t)$.
6:   Agent rolls-out a trajectory using $\pi_t$ greedily w.r.t. $c_t + R'_t$, where $c_t$ is the center of $\Theta_t$.
7:   **if** agent takes $a$ in $s$ with $Q^*(s, a) < V^*(s) - \epsilon$ **then**
8:      Human produces an $H$-step trajectory from $s$, whose empirical state occupancy vector (excluding the $s_{\text{ref}}$ coordinate) is denoted as $\hat{z}_{i,H}^*$.
9:     $i \leftarrow i + 1$, $\hat{Z} \leftarrow \hat{Z}^* + \hat{z}_{i,H}^*$.
10:    Let $z_i$ be the state occupancy of $\pi_t$ from initial state $s$, and $\bar{Z} \leftarrow \bar{Z} + z_i$.
11: **if** $i = n$ **then**
12:     $\Theta_{t+1} := \text{MVEE}(\{\theta \in \Theta_t : (\theta - c_t)^\top (\bar{Z}^* - \bar{Z}) \geq 0\})$.
13:     $i \leftarrow 0$, $\bar{Z} \leftarrow 0$, $\bar{Z}^* \leftarrow 0$.
14: **else**
15:     $\Theta_{t+1} = \Theta_t$.
16: **end if**
17: **else**
18:     $\Theta_{t+1} = \Theta_t$.
19: **end if**
20: **end for**

$t$ingale and $|S_i - S_{i-1}| \leq b$ almost surely. Then with probability at least $1 - \delta$ we have $|S_n - S_0| \leq b \sqrt{2n \log(2/\delta)}$.

**Theorem 6.11.** $\forall \delta \in (0, 1)$, with probability at least $1 - \delta$, the number of mistakes made by Algorithm 4 with parameters $\Theta_0 = \{\theta \in [-1, 1]^d : \theta(s_{\text{ref}}) = 0\}$, $H = \left\lceil \frac{\log(12/\epsilon)}{1 - \gamma} \right\rceil$, and $n = \left\lceil \frac{\log(4d(d+1) \log \frac{2n}{\delta})}{32 \epsilon^2} \right\rceil$ where $d = |S| - 1$, is at most $\tilde{O}(\frac{d^2}{\epsilon^2} \log \frac{d}{\delta \epsilon})$.

The proof of Theorem 6.11 is deferred to Section 6.12.

6.7 Related Work and Discussions

6.7.1 Inverse RL, AI safety, and value alignment

Most existing work in IRL focused on inferring the reward function using data acquired from a fixed environment [Ng and Russell, 2000, Abbeel and Ng, 2004, Coates...]

\[^5\] A log log(1/\epsilon) term is suppressed in $\tilde{O}(\cdot)$. 
et al., 2008, Ziebart et al., 2008, Ramachandran and Amir, 2007, Syed and Schapire, 2007, Regan and Boutilier, 2010]. There is prior work on using data collected from multiple — but exogenously fixed — environments to predict agent behavior [Ratliff et al., 2006]. There are also applications where methods for single-environment MDPs have been adapted to multiple environments [Ziebart et al., 2008]. Nevertheless, all these works consider the objective of mimicking an optimal behavior in the presented environment(s), and do not aim at generalization to new tasks.

Walsh et al. [2010] considered a setting where neither the transition dynamics nor the reward functions is known, and the learner rolls out its own trajectories and also receives demonstration trajectories from a teacher. They developed algorithms for choosing the agent’s policies such that the number of rounds where the agent is significantly worse than the teacher can be bounded polynomially in the relevant parameters. Their interaction protocol and the form of their theoretical guarantees are very similar to Section 6.6 of this thesis. However, they only considered a single environment and allow the learner to observe the reward $r_t$ in the trajectories. As a result, the demonstration trajectories are helpful but not necessary since the learner could accomplish learning on its own without the help of a teacher. In our setting (and in standard IRL literature), $r_t$ is not observed and human demonstration is indispensable to the learning process.

In the economics literature, the problem of inferring an agent’s utility from behavior has long been studied under the heading of utility or preference elicitation [Chajewska et al., 2000, Von Neumann and Morgenstern, 2007, Regan and Boutilier, 2009, 2011, Rothkopf and Dimitrakakis, 2011]. When these models analyze Markovian environments, they assume a fixed environment where the learner can ask certain types of queries, such as bound queries eliciting whether the reward in a state (and action) is above a threshold. While our result in Section 6.4 uses similar techniques to elicit the reward function, we do so purely by observing the human’s behavior without external source of information (e.g., query responses).

The issue of reward misspecification is often mentioned in AI safety articles [e.g., Bostrom, 2003, Russell et al., 2015, Amodei et al., 2016]. These articles mostly discuss the ethical concerns and possible research directions, while our paper develops mathematical formulations and algorithmic solutions. Recently, Hadfield-Menell et al. [2016] proposed cooperative inverse reinforcement learning, where the human and the agent act in the same environment, allowing the human to actively resolve the agent’s uncertainty on the reward function. However, they only consider a single environment (or task), and the unidentifiability issue of IRL still exists. Combin-
ing their interesting framework with our resolution to unidentifiability (by multiple tasks) can be an interesting future direction.

6.7.2 Connections to online learning and bandit literature

In online learning literature, there is a subfield called bandit linear optimization, which considers the regret minimization problem where the payoff function takes a linear form [Dani et al., 2007, Abernethy et al., 2008, Bartlett et al., 2008]. While our setup in Section 6.5.1 bears significant similarities to this line of research, they are also very different. The biggest difference is that the loss of the chosen action is always observed in bandits, while we only observe a weaker signal $I(l_t \leq \epsilon)$ and an optimal demonstration. Furthermore, in bandit linear optimization, there is a constant set of feature vectors, and the learner competes against the best fixed vector; in our setting, the optimal feature vector is generally different from task to task, and competing against a fixed vector is vacuous. One could then view each candidate $\theta \in \Theta_0$ as an expert, and use algorithms for adversarial multi-armed bandits with expert advice [Auer et al., 1995], as our goal is indeed to compete against the best expert $\theta_\star$. However, even if the loss were observed, the regret of a standard algorithm such as EXP4 is polynomial in $K$, which would be problematic for us as $K$ can be exponentially large.

Another relevant setting in online learning is called sleeping bandits, where in addition to the standard adversarial bandit setting, every round only a subset of the actions is available and the availability may change from round to round. In our setting the whole action space is $\{x \in \mathbb{R}^d : \|x\|_1 \leq 1\}$, and the availability at round $t$ is the columns of $X_t$. The works along this line of research often differ by the baselines they compete against [Freund et al., 1997, Blum and Mansour, 2007, Kleinberg et al., 2010], and the choice made by Kanade et al. [2009] matches our need most: they compete against the best fixed rank over actions, meaning that the baseline chooses the action with the highest rank in the available set; for us this rank over $x$ is naturally given by the order of $\theta_\star^\top x$ (we treat $R_t \equiv 0_t$ to simplify the discussion here). Despite the relevance, as far as I know, most results in sleeping bandits incur polynomial dependence on the size of the whole action space; Neu and Valko [2014] have looked at combinatorial action space with stochastic availability and developed regret guarantees that are polynomial in the dimension of the action space.

\footnote{In fact this expert is perfect, that is, it incurs 0 loss. This corresponds to the realizable setting in online learning, which explains why we can talk about mistake bounds (instead of regret) and why we do not need a randomized algorithm for the upper bound.}
space, but we need geometric action space and adversarial availability.

All the above literature does not assume $\theta_*$ and compete against either the best fixed $\theta$ or the best mapping from availability set to $\theta$ in the hindsight. Stochastic linear bandit [Auer, 2002, Dani et al., 2008, Abbasi-Yadkori et al., 2012] is yet another setting that is highly relevant to our work, where $\theta_*$ is well defined and the value of $\theta_*^T x_{a_t}$ is corrupted by independent zero-mean noise before it is revealed to the learner. While no-regret algorithms have been proposed and analyzed in this noisy setting, we observe that there is a simple algorithm for the noiseless setting that makes at most $d$ mistakes, which has an interesting connection to the KWIK learning framework [Li et al., 2011b]. We present the concrete setting in the proposition below and specify the algorithm in the proof.

**Proposition 6.12.** Consider the linear bandit setting in Section 6.5.1, and let $R_t \equiv 0_d$. Suppose we change the protocol to the following: the value of the action $a_t$ chosen by the agent, that is, $\theta_*^T x_{a_t}$, is always revealed to the agent, and no demonstration is provided. Under this protocol, there exists an algorithm that makes at most $d$ mistakes, where any suboptimal choice of action is counted as a mistake.

**Proof.** The algorithm goes as follows. Before making the first mistake, the agent always chooses a non-zero vector in $X$; if this is impossible, it means that all vectors are $0_d$ and they are equally good ($\theta_*^T 0_d \equiv 0$).

After making the first mistake at round $t_1$, the value of $\theta_*^T x_{a_{t_1}}$ is revealed to the agent, where $x_{a_{t_1}} \neq 0_d$. Starting from the next round, the agent always chooses a vector that does not lie in span($\{x_{a_{t_i}}\}$). If this is impossible, any $x$ available for choice can be written as a multiple of $x_{a_{t_1}}$, say, $x = c \cdot x_{a_{t_1}}$; then we compute the value for each $x$ as $\theta_*^T x = c \cdot (\theta_*^T x_{a_{t_1}})$ and choose the optimal action without any uncertainty.

Generally, we maintain a sequence of feature vectors, $\{x_{a_{t_i}}\}_{i=1}^k$, where $t_i$'s are the rounds where we make mistakes and $k$ is the total number of mistakes made so far. If all available features in the next round lie in span($\{x_{a_{t_i}}\}_{i=1}^k$) (the “learned” subspace), we can predict the value of each action accurately and suffer no loss; otherwise we add a new vector that is linearly independent of the previous ones, and the dimension of the learned subspace increases by 1. After $d$ mistakes, we will identify $\theta_*$ exactly, and no further mistakes will be made. \qed

Note in the proof that, whenever all $x$ in a particular round lie in the learned subspace, the algorithm chooses an $x$ and knows that it is optimal for sure. Algorithms with such a property fit in the KWIK (“know what it knows”) framework, and the
algorithm used in Proposition 6.12 can be viewed as an adaptation of the deterministic linear regression algorithm in KWIK learning [Li et al., 2011b, Problem 3].

### 6.7.3 Alternative formulation using constraints

An important motivation for the work in this chapter is AI safety. While we model human’s safety concerns and general preferences as a background reward function $\theta^\star$, an alternative formulation is to model safety concerns as constraints, that is, the agent should pursue the task-specific reward under the constraint that certain unsafe states should be avoided. We denote the set of unsafe states as $S_{bad} \subset S$, which remains the same from task to task and is the object of interest to the learning agent, just as $\theta^\star$ in the original formulation. Under this formulation, the optimal policy and its value in any given task $(E, R)$ is specified by the following program:

$$\max_{\pi} \mathbb{E}_{s \sim \mu} [V_{E,R}^\pi(s)]$$

s.t. $\eta_{\mu,P}^\pi(s) = 0$, $\forall s \in S_{bad}$.  

(6.7)

We assume that there is always a policy that satisfies the constraint. Whenever the agent violates the safety constraints or achieves suboptimal value, a mistake is counted and the optimal policy described above is demonstrated.

**Proposition 6.13.** For the setting described above, there exists an algorithm that makes at most $|S|$ mistakes.

**Proof.** The algorithm maintains a set of safe states $S_{safe}$ initialized as the empty set. Whenever an optimal policy is demonstrated, we add the states visited by the demonstrated policy to $S_{safe}$, so we always have that $S_{safe} \subseteq S \setminus S_{bad}$. In any given task $(E, R)$, the algorithm chooses a policy by solving the following program:

$$\max_{\pi} \mathbb{E}_{s \sim \mu} [V_{E,R}^\pi(s)]$$

s.t. $\eta_{\mu,P}^\pi(s) = 0$, $\forall s \in S \setminus S_{safe}$.  

(6.8)

If no policy satisfies the constraint, it implies that no policy puts all its occupancy on states in $S_{safe}$; therefore, any safe policy, including the one demonstrated to the agent, puts some occupancy on states outside $S_{safe}$, and the agent can grow $S_{safe}$ by at least 1 element. Using a similar argument, if the policy found by the agent is suboptimal, the true optimal policy must put occupancy on states outside $S_{safe}$, and
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again \( S_{\text{safe}} \) grows by at least 1 element. Since \(|S_{\text{safe}}| \leq |S|\), the algorithm makes at most \(|S|\) mistakes.

\[ \square \]

### 6.8 Proof of Lemma 6.7

The construction is as follows. Choose \( s_{\text{ref}} \) as the initial state, and make all other states absorbing. Let \( R'(s_{\text{ref}}) = 0 \) and \( R' \) restricted on \( S \setminus \{s_{\text{ref}}\} \) coincide with \( R \). The remaining work is to design the transition distribution of each action in \( s_{\text{ref}} \) so that the induced state occupancy matches exactly one column of \( X \).

Fixing any action \( a \), and let \( x \) be the feature that we want to associate \( a \) with. The next-state distribution of \((s_{\text{ref}}, a)\) is as follows: with probability \( p = \frac{1-\|x\|_1}{1-\gamma\|x\|_1} \) the next-state is \( s_{\text{ref}} \) itself, and the probability of transitioning to the \( j \)-th state in \( S \setminus \{s_{\text{ref}}\} \) is \( \frac{1-\gamma}{1-\gamma\|x\|_1}x(j) \). Given \( \|x\|_1 \leq 1 \) and \( x \geq 0 \), it is easy to verify that this is a valid distribution.

Now we calculate the occupancy of policy \( \pi(s_{\text{ref}}) = a \). The normalized occupancy on \( s_{\text{ref}} \) is

\[
(1 - \gamma)(p + \gamma p^2 + \gamma^2 p^3 + \cdots) = \frac{p(1 - \gamma)}{1 - \gamma p} = 1 - \|x\|_1.
\]

The remaining occupancy, with a total \( \ell_1 \) mass of \( \|x\|_1 \), is split among \( S \setminus \{s_{\text{ref}}\} \) proportional to \( x \). Therefore, when we convert the MDP problem as in Example 1, the corresponding feature vector is exactly \( x \), so we recover the original linear bandit problem.

\[ \square \]

### 6.9 Tightness of Theorem 6.9

We show that the theorem is tight up to a constant factor in the worst case. Let \( X = \begin{bmatrix} U & -U \end{bmatrix} \) where \( U_{d \times d} \) is any orthonormal matrix, so \( K = 2d \). This is a valid choice of \( X \) because its column vector \( x \) satisfies \( \|x\|_1 \leq \|x\|_2 = 1 \). All \( d \) singular values of \( X \) are \( \sqrt{2} \), and \( \bar{X} = X \), so \( \text{spread}(X) = \sqrt{2} \), and the bound is \( \epsilon \sqrt{2d} - 1/2 = O(\epsilon \sqrt{d}) \).

Since \( U \) is arbitrary, we choose its first row to be \( 1_d / \sqrt{d} \). Then we choose an ellipsoid center \( c \) and \( \theta \), that are \( \epsilon \sqrt{d}/2 \) different from each other in \( \ell_\infty \) distance, and show that a mistake is impossible. In particular, let \( c \) be equal to \( \theta \), except on the first coordinate where they differ by \( \epsilon \sqrt{d}/2 \). Let \( a \) be the action taken by the algorithm.
and \( a^* \) be an optimal action, and \( R \) be any task reward, we have

\[
\text{loss} = (\theta_\star + R)(x^{a^*} - x^a)
\]

\[
\leq (\theta_\star + R)(x^{a^*} - x^a) - (c + R)(x^{a^*} - x^a)
\]

\[
= (\theta_\star - c)(x^{a^*} - x^a)
\]

\[
= |\theta_\star(1) - c(1)||x^{a^*}(1) - x^a(1)|
\]

\[
\leq \epsilon \sqrt{d}/2 \cdot (2/\sqrt{d}) = \epsilon.
\]

In addition, note that the same construction also works if we rescale \( X \) with any multiplicative constant \( C \in (0,1) \), hence the bound is tight in the worst case not only for \( \text{spread}(X) = \sqrt{2} \), but for a range \( \text{spread}(X) \in (0, \sqrt{2}] \).

### 6.10 A Technical Note on Theorem 6.11

**Bounding the \( \ell_\infty \) distance between \( \theta_\star \) and the ellipsoid center** To prove Theorem 6.11, we need an upper bound on \( \|\theta_\star - c\|_\infty \) for quantifying the error due to \( H \)-step truncation and sampling effects, where \( c \) is the ellipsoid center. As far as we know there is no standard result on this issue. However, a simple workaround, described below, allows us to assume \( \|\theta_\star - c\|_\infty \leq 2 \) without loss of generality.

Whenever \( \|c\|_\infty > 1 \), there exists coordinate \( j \) such that \( |c_j| > 1 \). We can make a central cut \( e_j^\top(\theta - c) < 0 \) (or > 0 depending on the sign of \( c_j \)), and replace the original ellipsoid with the MVEE of the remaining shape. This operation never excludes any point in \( \Theta_0 \), hence it allows the proofs of Theorem 6.4 and 6.11 to work. We keep making such cuts and update the ellipsoid accordingly, until the new center satisfies \( \|c\|_\infty \leq 1 \). Since central cuts reduce volume substantially (Lemma 6.5) and there is a lower bound on the volume, the process must stop after finite number of operations. After the process stops, we have \( \|\theta_\star - c\|_\infty \leq \|\theta_\star\|_\infty + \|c\|_\infty \leq 2 \).

### 6.11 Proof of Theorem 6.6

As a standard trick, we randomize \( \theta_\star \) by sampling each element i.i.d. from \( \text{Unif}([-1, 1]) \). We will prove that there exists a strategy of choosing \((X_t, R_t)\) such that any algorithm’s expected number of mistakes is \( \Omega(d \log(1/\epsilon)) \), where the expectation is with respect to the randomness of \( \theta_\star \) and the internal randomness of the algorithm. This immediately implies a worst-case result as max is no less than aver-
age (regarding the sampling of $\theta_\star$).

In our construction, $X_t = [0_d, e_j]$, where $j_t$ is some index to be specified. Hence, every round the agent is essentially asked to decide whether $\theta(j_t) \geq -R_t(j_t)$. The adversary’s strategy goes in phases, and $R_t$ remains the same during each phase. Every phase has $d$ rounds where $j_t$ is enumerated over $\{1, \ldots, d\}$. To fully specify the nature’s strategy, it remains to specify $R_t$ for each phase.

In the 1st phase, $R_t \equiv 0$. For each coordinate $j$, the information revealed to the agent is one of the following: $\theta_\star(j) > \epsilon$, $\theta_\star(j) \geq -\epsilon$, $\theta_\star(j) < -\epsilon$, $\theta_\star(j) \leq \epsilon$. For clarity we first make an simplification, that the revealed information is either $\theta_\star(j) > 0$ or $\theta_\star(j) \leq 0$; we will deal with the subtleties related to $\epsilon$ at the end of the proof.

In the 2nd phase, we fix $R_t$ as

$$R_t(j) = \begin{cases} 
-1/2 & \text{if } \theta_\star(j) \geq 0, \\
1/2 & \text{if } \theta_\star(j) < 0.
\end{cases}$$

Since $\theta_\star$ is randomized i.i.d. for each coordinate, the posterior of $\theta_\star + R_t$ conditioned on the revealed information is $\text{Unif}[-1/2, 1/2]$, for any algorithm and any interaction history. Therefore the 2nd phase is almost identical to the 1st phase except that the intervals have shrunk by a factor of 2. Similarly in the 3rd phase we use $R_t$ to offset the posterior of $\theta_\star + R_t$ to $\text{Unif}([-1/4, 1/4])$, and so on.

In phase $m$, the half-length of the interval is $2^{-m+1}$, and the probability that a mistake occurs is at least $1/2 - \epsilon/2^{-m+2}$ for any algorithm. The whole process continues as long as this probability is greater than 0. By linearity of expectation, we can lower bound the total mistakes by the sum of expected mistakes in each phase, which gives

$$\sum_{2^{-m+1} \geq \epsilon} d(1/2 - \epsilon/2^{-m+2}) \geq \sum_{2^{-m+1} \geq 2\epsilon} d \cdot 1/4 \geq \lfloor \log_2(1/\epsilon) \rfloor d/4.$$

The above analysis made a simplification that the posterior of $\theta_\star + R_t$ in phase $m$ is $[-2^{-m+1}, 2^{-m+1}]$. We now remove the simplification. Note, however, that the actual posterior cannot be too different from this simplified version, and their end points can differ by at most $\epsilon$. So the error probability is at least $1/2 - 2\epsilon/(2^{-m+2} - 2\epsilon)$. The rest of the analysis is similar: we count the number of mistakes until the error probability drops below $1/4$, and in each of these phases we get at least $d/4$ mistakes.
in expectation. The number of such phases is given by

\[ \frac{1}{2} - 2\epsilon/(2^{-m+2} - 2\epsilon) \geq 1/4, \]

which is satisfied if \(2^{-m+2} \geq 6\epsilon\), so \(m \geq \lfloor \log_2 \frac{4}{3\epsilon} \rfloor\). This completes the proof. \(\Box\)

### 6.12 Proof of Theorem 6.11

Since the update rule is still in the format of a central cut through the ellipsoid, Lemma 6.5 applies. It remains to show that the update rule preserves \(\theta^\star\) and a certain volume around it, and then we can follow the same argument as for Theorem 6.4.

Fixing a mini-batch, let \(t_0\) be the round on which the last update occurs, and \(\Theta = \Theta_{t_0}, c = c_{t_0}\). Note that \(\Theta_{t_0}\) during the collection of the current mini-batch and does not change, and \(c_{t_0}\) similarly.

For each \(i = 1, 2, \ldots, n\), define \(z^\star,H_i\) as the expected value of \(\hat{z}^\star,H_i\), where expectation is with respect to the randomness of the trajectory produced by the human, and let \(z^\star_i\) be the infinite-step expected state occupancy. Note that \(\hat{z}^\star,H_i, z^\star_i, z^\star_i \in \mathbb{R}^{\left| S \right| - 1}\) because the occupancy on \(s_{\text{ref}}\) is not included.

As before, we have \(\theta^\top (z^\star_i - z_i) > \epsilon\) and \(c^\top (z^\star_i - z_i) \leq 0\), so \((\theta^\star - c)^\top (z^\star_i - z_i) > \epsilon\). Taking average over \(i\), we get \((\theta^\star - c)^\top (\frac{1}{n} \sum_{i=1}^{n} z^\star_i - \frac{1}{n} \sum_{i=1}^{n} z_i) > \epsilon/3\) for \(\bar{Z}^\star\) and \(\bar{Z}\) on Line 12, which implies that the update rule is valid and has enough slackness for lower bounding the volume of \(\Theta_t\) as before. Note that

\[
(\theta^\star - c)^\top (\frac{1}{n} \sum_{i=1}^{n} \hat{z}^\star_i - \frac{1}{n} \sum_{i=1}^{n} z_i) = (\theta^\star - c)^\top (\frac{1}{n} \sum_{i=1}^{n} z^\star_i - \frac{1}{n} \sum_{i=1}^{n} z_i)
- (\theta^\star - c)^\top (\frac{1}{n} \sum_{i=1}^{n} z^\star,H_i - \frac{1}{n} \sum_{i=1}^{n} z^\star_i)
- (\theta^\star - c)^\top (\frac{1}{n} \sum_{i=1}^{n} \hat{z}^\star,H_i - \frac{1}{n} \sum_{i=1}^{n} \hat{z}^\star_i). \]

Here we decompose the expression of interest into 3 terms. The 1st term is lower bounded by \(\epsilon\) as shown above, and we will upper bound each of the remaining 2 terms by \(\epsilon/3\). For the 2nd term, since \(\|z^\star,H_i - z^\star_i\|_1 \leq \gamma H\), the \(\ell_1\) norm of the average follows the same inequality due to convexity, and we can bound the term using Hölder’s inequality given \(\|\theta^\star - c\|_\infty \leq 2\) (see details of this result in Section ??). To verify that the choice of \(H\) in the theorem statement is appropriate, we can upper
bound the 2nd term as

$$2\gamma^H = 2\left((1 - (1 - \gamma))^{-\frac{1}{\beta}}\right)^{\log(6/\epsilon)} \leq 2e^{-\log(6/\epsilon)} = \frac{\epsilon}{3}.$$ 

For the 3rd term, fixing $\theta_*$ and $c$, the partial sum $\sum_{j=1}^i (\theta_* - c)^T (z_i^{*,H} - \hat{z}_i^{*,H})$ is a martingale. Since $\|z_i^{*,H}\|_1 \leq 1$, $\|\hat{z}_i^{*,H}\|_1 \leq 1$, and $\|\theta_* - c\|_\infty \leq 2$, we can initiate Lemma 6.10 by letting $b = 4$, and setting $n$ to sufficiently large to guarantee that the 3rd term is upper bounded by $\epsilon/3$ with high probability.

Given $(\theta_* - c)^T (\frac{Z^*_n}{n} - \frac{Z}{n}) > \epsilon/3$, we can follow exactly the same analysis as for Theorem 6.4 to show that $B_\infty(\theta_*, \epsilon/6)$ is never eliminated, and the number of updates can be bounded by $2d(d + 1) \log \frac{12\sqrt{d}}{\epsilon}$. The number of total mistakes is the number of updates multiplied by $n$, the size of the mini-batches. Via Lemma 6.10, we can verify that the choice of $n$ in the theorem statement satisfies $|\sum_{j=1}^i (\theta_* - c)^T (z_i^{*,H} - \hat{z}_i^{*,H})| \leq n\epsilon/3$ with probability at least $1 - \frac{\delta}{2d(d + 1) \log \frac{12\sqrt{d}}{\epsilon}}$. Union bounding over all updates and the total failure probability can be bounded by $\delta$.  \qed
CHAPTER 7

Conclusion

In the beginning of this thesis we motivated the model selection problem in reinforcement learning by referring to the situation of supervised learning: any supervised learning algorithm would only work well under appropriate choice of hyperparameters, which is why systematic procedures for tuning these hyperparameters play a central role in the practice and the theory of supervised learning. This thesis attempts to establish parallel results in the reinforcement learning setting. In particular, we have looked at 3 types of hyperparameters in RL:

1. Chapter 3 investigated the overfitting phenomenon caused by a long planning horizon (or a large guidance discount factor), and showed that a model-based cross-validation procedure can effective select a good discount factor in the tabular setting.

2. Chapter 5 analyzed the finite-sample performance of state abstractions, and proposed a regularization algorithm that can select a good state abstraction with adaptivity guarantees.

3. Chapter 6 looked at a meta-level problem of learning reward function, and proposed a novel repeated formulation of Inverse RL. We showed that an algorithm can learn the correct reward function while requesting a small number of human demonstrations.

Besides, in Chapter 4 we also examined the off-policy value evaluation problem which plays an important role in batch model selection. We extended the bandit doubly robust estimator and developed an unbiased estimator for the sequential setting with state-of-the-art variance, and also proved lower bound for the problem.
7.1 Discussions and Future Research Possibilities

We briefly discuss some limitations of this thesis and future research possibilities.

Model selection beyond nested abstractions
In Chapter 5 we proposed a new algorithm that can select a good state abstraction among a set of nested ones. A natural question to ask is whether we can relax the assumption of nested abstractions and obtain similar adaptivity guarantees with respect to arbitrary candidate sets. Either proving the statement (i.e., designing effective algorithms) or disproving it (i.e., showing hardness results) will provide a more complete understanding of abstraction selection in the batch setting. Moreover, if the answer is positive, we can further ask whether it is possible to select among an arbitrary set of value-function classes, which subsume state abstractions as special cases (an abstraction corresponds to a space of piece-wise constant functions).

Model selection with exploration in the online setting
This thesis did not address the exploration challenge and assumed batch setting for most chapters. The model selection problem is also important for the online setting where the agent controls action selection and performs exploration. For state abstractions, Ortner et al. [2014] did some valuable investigations but the results were unsatisfying in the agnostic setting. For the most general case where we select among base algorithms as black boxes, even the bandit case has not been looked at until recently [Agarwal et al., 2016]. While the online setting has the unique challenge of exploration, the fact that the agent has control over actions is very powerful, and leveraging this power may be key to lifting some of the limitations in the batch setting.

Off-policy evaluation: beyond exponential lower bound
The exponential lower bound for off-policy evaluation in Chapter 4 is disappointing (though not surprising). A next step is to identify domain structures and exploit them to enable effective off-policy evaluation. Another interesting direction is the setting where we have very limited access to some online data where we get to choose the actions (e.g., testing a new policy at a very small scale). Presumably the amount of data is not sufficient to support Monte-Carlo policy evaluation; how could we combine the offline and online data for optimal value estimation? In any
case, rigorous and effective off-policy evaluation would require identification of realistic yet tractable scenarios in real-life applications.

**Interleaved learning of dynamics and reward function**

Chapter 6 adopts the common assumption in Inverse RL literature that dynamics are known to the agent. In practice, of course, the dynamics of the environment are typically unknown and also need to be learned. How to incorporate dynamics learning into the Repeated Inverse RL framework is an important question towards practice and may require careful formulation. For example, if we take the current trajectory setting in Section 6.6 and simply remove the knowledge of dynamics from the agent, the problem is hopeless as the agent only obtains one trajectory from the environment and the dynamics are chosen by the adversary every time. In general there might be a multi-task RL / transfer learning component in the problem that needs to be carefully characterized.
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