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ABSTRACT

Periodic Surface Modification by Femtosecond Laser Irradiation on Semiconductors

by

Rico S. Cahyadi

Chair: Steven M. Yalisove

This thesis focuses on the formation of laser induced periodic surface structures

(LIPSS) on semiconductors by ultrafast laser irradiation, specifically on the obser-

vation of distinct LIPSS mechanisms and the modeling of its formation dynamics.

In order to do so, experiments under various irradiation conditions and material

systems were performed, and the subsequent material transformations were charac-

terized using combinations of microscopy and chemical analysis techniques. Finally,

the modeling of the irradiation dynamics is done both analytically and using finite

element calculations.

The first part of the study discusses the direct involvement of surface plasmon po-

laritons (SPP) and its interference with the laser field in the early stage of low spatial

frequency LIPSS (LSFL) formation. In semiconductors, the SPP mode is supported

by a brief metallic state transition during an ultrafast laser pulse irradiation. We

further show that the transient dynamics strongly relate to the final characteristics

of LSFL being formed.

The second part of the study dwells more into the control of LSFL formation

using plasmonic microstructures. Initialization of SPP field using a strong plasmonic

x



coupler such as gold yields high intensity LSFL formations, which is consistent with

the SPP-laser interference mechanism. LSFL intensity and orientation is also shown

to be related to the geometry of the microstructures. Further, a variety of 2D periodic

surfaces were created using the interference of multiple SPP sources. Finally, near

field diffraction is shown to be a dominating mechanism of LSFL formation in the

case where SPP coupling is negligible.

The third part of the study analyzes a possible universal mechanism for high spa-

tial frequency LIPSS (HSFL) formation involving point defect generation, diffusion,

and accumulation in low band-gap semiconductors. We will examine the effect of laser

frequency on possible point defect generation in silicon. Subsequently, we report pe-

riodic nanoscale island formation on Silicon previously observed only in compound

semiconductors. Island formation is proposed to be the precursor for the subsequent

HSFL evolution via light scattering in the near field.

All of the studies outlined above achieve the common goal of highlighting the

coupled interplay between optically driven surface modification mechanisms with a

dynamically changing material structure and properties under transient strong elec-

tromagnetic field. The entirety of which, results in a variety of characteristic periodic

modulations on semiconductor surfaces we have come to observe.
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CHAPTER I

Introduction

The nature of surface modification of materials under femtosecond laser irradiation

has been an ongoing research topic due to the complexity of the cascading processes

involved. Through ultrafast laser irradiation, a small amount of fluence on the order

of mJ/cm2 is typically delivered into the material system. Yet, the ultrashort pulse

duration of the laser is able to induce a large intensity in the order of 1011 - 1014

W/cm2. As a result, the electronic response of the irradiated materials becomes

largely non steady state [1]. A large laser intensity is also able to drive a significant

amount of carrier excitation on an otherwise weakly absorbing material such as silicon

via nonlinear effects [2]. This, in turn, may lead to further generation of carriers

through impact ionization [3] and electron tunneling [4].

As carrier dispersion behavior is modified due to many-body interactions, a ma-

terial’s band gap decreases [4, 5]. Moreover, the promotion of electrons into the

anti-bonding states induces destabilization of the lattice structure at room tempera-

ture [6], which, at a significant percentage of valence electrons excited (about 10% [7]),

leads to the closing of the band gap [8]. As ”cold” ions drift from its original lattice

space, nonthermal laser melting and point defect generation could occur [6, 9–11].

At a substantially large fluence applied, materials could subsequently be removed

via liquid spallation [12, 13] and coulomb explosion [14, 15]. In femtosecond laser
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ablation, energy coupling to the lattice occurs rapidly, thereby minimizing collateral

thermal damage to the irradiated region surroundings. All of the processes outlined

above induce permanent surface modifications to the material. Some, of which, may

display periodic characteristics.

In this thesis, we will specifically examine the ultrafast laser-matter interactions

leading to the formation of periodic surface structures. These structures are com-

monly characterized by one dimensional surface modulations with distinct periods

near or below the wavelength of the laser, which are often referred to as laser in-

duced periodic surface structures (LIPSS) [16, 17]. LIPSS have been an active field

of research due to its ubiquity and complex formation mechanism. However, LIPSS

formation dynamics in the ultrafast timescale has not been sufficiently investigated.

As such, we attempt to present a comprehensive model of low spatial frequency LIPSS

(LSFL) formation using single femtosecond laser pulse irradiations. Our approach is

based on the well-known hypothesis of surface plasmon polariton (SPP) excitation

and its interference with the incident laser on semiconductors [18, 19]. The result

of our analysis further confirms SPP-laser interference to be the dominant formation

mechanism of LSFL on semiconductors.

Understanding of the LSFL formation mechanism is essential for its well-controlled

fabrication and subsequent future applications. Possible LSFL applications range

from metal coloration [20] to superhydrophobic surfaces [21]. Following our investi-

gation on the SPP-laser interference mechanism, we demonstrate engineering control

of the LSFL formation using prefabricated gold microstructures on silicon. As field

enhancement is induced by SPP coupling on gold, a substantial increase in the formed

LSFL intensity is observed. Moreover, by utilizing multiple SPP sources, we are able

to form 2 dimensional periodic surface structures on gold in the form of nanojets. In

the case where it is unlikely for SPP to be coupled, however, we still observe LSFL

formation due to near field diffraction [22]. This result further demonstrates that the

2



LSFL formation mechanism consists of multiple competing optically driven phenom-

ena, which depend largely on the geometry of the irradiated material’s surface.

The formation of high spatial frequency LIPSS (HSFL) on silicon will also be one

of the focuses of this thesis. In the current literature, HSFL formation mechanism on

semiconductors is still highly under debate [16]. Recent studies have suggested the

inclusion of point defect generation and diffusion in the HSFL formation dynamics

[10, 11]. The hypothesis is supported by a recent observation of periodic island-like

nanostructures formation below the threshold of permanent damage in GaAs, which

subsequently evolve into HSFL via light coupling [11]. In our study, we show the

extent of island and HSFL formation in silicon, further supporting the argument.

In addition, parallels drawn from similar periodic nanostructure formation using ion

beam radiation [23, 24] suggests that high stress states may drive the laser induced

island formation, which is consistent with the point defect based mechanism. While

the evolution of islands into HSFL has been phenomenologically observed, further

analysis of its dynamics is still needed. Here, we also present a possible explanation

to the islands-HSFL evolution involving inhomogeneous energy absorption [25].

To summarize, the goals of this thesis include:

1. To present a comprehensive model of LSFL formation on semiconductor based

on SPP-Laser interference, which includes the relationship between the dynam-

ics of generated electron plasma and the final characteristics of LSFL produced.

2. To demonstrate control over LSFL formation based on the aforementioned

model and engineer other possible periodic surface configurations using pre-

fabricated plasmonic microstructures.

3. To establish the condition where the SPP-driven model breaks down and deter-

mine other possible competing LSFL mechanisms.

4. To examine periodic nanostructure formation on silicon and its relation to the

3



point defect generation mechanism.

5. To develop a model for the mechanism and dynamics of HSFL formation on

silicon.

The significance of this thesis lies in the fundamental understanding of laser-

matter interactions in the early irradiation timescale leading to the formation of

periodic structures. The dynamics of the interactions are largely affected by signif-

icant changes in the carrier and lattice behaviors, which are observable through the

changes in optical properties, band structure, and, subsequently, modified surface

geometries. The scientific implications being, the observation of periodic structure

formations correlates largely to well-studied optical phenomenons such as SPP exci-

tation, diffraction, and band gap collapse, as well as fundamental materials kinetics

such as point defect generation and diffusion. As such, given enough understanding,

laser induced periodic structure formation may serve as powerful characterization and

engineering tools, among other applications.
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CHAPTER II

Literature Review

A review on theories and results relevant to the thesis topic is presented in this

chapter. Emphasis is put on processes occurring within and/or close to the timescale

of laser pulse duration to highlight the early stages of LIPSS formation dynamics. This

chapter also presents a brief summary of LIPSS morphologies and their corresponding

mechanisms in the literature.

2.1 Ultrafast Laser Interaction with Matter

The interaction between a femtosecond laser pulse and semiconductors starts with

carrier excitation. For a photon energy larger than the bandgap of the material,

valence electrons can be excited to the conduction band via single photon (linear)

absorption. In the case of indirect gap materials such as silicon, the process has to

be accompanied by a phonon transition to conserve momentum. For wide bandgap

materials, multi-photon absorption is required to excite carriers. This is achievable

by femtosecond laser irradiation considering the high intensity delivered by the pulse.

At high laser intensity, multi-photon absorption may even dominate over linear ab-

sorption [2]. Concurrent with carrier excitation, electrons at the conduction band

can freely absorb another photon, which further increases their energy. Free electrons

with kinetic energy larger than the bandgap may further promote valence electrons to

5



Figure 2.1: Timescales of various carrier and lattice processes following an ultrafast
laser pulse irradiation. Adapted from [1]

.

the conduction band through impact ionization. Note that the notion of free electrons

within the duration of the pulse may be a generalization considering the excited car-

riers initially remain coherent with the electromagnetic field before dephasing effects

start to occur [26].

Immediately after excitation, carriers redistribute their energy through carrier-

carrier and carrier-phonon scattering processes. Carrier-carrier scattering occurs al-

most immediately after excitation in the order of 10 fs [27]. Although, it may take

about a few hundreds of femtoseconds before the carriers are Fermi-Dirac distributed

and thermalized [28]. The total amount of energy of the carriers itself does not change

during the process. In contrast, carrier-phonon scattering decreases the total energy

of carriers through phonon emission, in which energy is transferred to the lattice. This

process may occur within the same band valleys (intravalley) or across different band

valleys (intervalley). The energy carried by the phonons itself are tiny considering

the mass of electron. Therefore, carriers and lattice reaches thermal equilibrium only

6



after several picoseconds [1].

The discrepancy between the initial carrier and lattice thermal energies is the

basis of the two-temperature model [29–31]. In the model, the energy of carriers

increases through laser absorption and initially remains within the carrier system.

Subsequent carrier-carrier scattering causes the redistribution of the carrier energy,

which results in the carriers and lattice having two distinct temperatures. Note

that this assumption is only valid once the thermalization of carriers is finished, or

else the carrier temperature distribution would be too complex to be described by

a single characteristic value [30]. The lattice itself is assumed to remain at room

temperature. This is reasonable for femtosecond laser irradiation considering that

longitudinal optical (LO) phonon emission time at carrier densities larger than 1018

cm−3 has been reported to be at least 165 fs or more in GaAs [32] (longer than

the pulse duration used in this study). Once thermalized, hot electrons would reach

temperature exceeding 104 K [33] and transfers its energy back to the lattice until

thermal equilibrium between the two systems is achieved.

Once carriers and lattice reach thermal equilibrium, excess carriers would be re-

moved through recombination and diffusion processes. Carrier recombination can

either be a radiative process, which emits a photon, or a non-radiative process, such

as in the case of Auger recombination. In Auger recombination, electron relaxation

to the valence band releases excess energy, which excites another electron higher in

the conduction band. Consequently, the total energy in the carrier system will re-

main constant, while the amount of excited carriers decreases. In contrast, the carrier

diffusion process does not decrease the total amount of excited carriers in the system.

However, carrier density would still effectively decrease within the initial photoexcited

region.
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2.1.1 Ultrafast Laser Induced Structural Dynamics

Energy transfer from the carrier system to the lattice is mainly driven by excited

carrier coupling with optical phonon modes [34, 35]. The lattice then may heat up

to the point of melt given that sufficient amount of energy is being supplied. This

purely thermal framework of laser induced structural transformation assumes that

phonon emission process occurs relatively quickly compared to the duration of the

laser pulse. Thermal equilibration between carriers and lattice itself may take around

tens of picoseconds after irradiation [1]. For this reason, a thermal model sufficiently

explains sub-nanosecond or longer duration laser pulse irradiation of materials [36].

For picosecond and femtosecond laser irradiations, however, studies have long

suggested that the excitation of dense electron-hole plasma may directly result in

lattice disorder due to the subsequent decrease in the atomic binding potential [37–

39]. This so called plasma annealing or ultrafast melting process is supported by the

observation of a liquid-like surface in silicon and GaAs within less than one picosecond

after a femtosecond laser irradiation [40–42], too fast for any substantial thermal effect

to take place. Further, in a supporting pump-probe study, the lattice structure of a

silicon surface is shown to lose its cubic order within 150 fs after a femtosecond laser

pulse irradiation above the melt threshold evidenced by a vanishing second harmonic

signal [43].

In a series of experiments conducted on GaAs [8, 44–46], semiconductor to metal

transition is observed over several picoseconds after irradiation. This semiconductor

to metal transition has been attributed to the modification of band structure in the

framework of ultrafast melting. Lattice disorder arises due to the inertial destabiliza-

tion of ”cold” lattice ions, forming an intermediate state between a solid and a liquid

[9], which causes the band gap to narrow and eventually closes. The phenomenon is

often referred to as band gap collapse. Interestingly, this effect is shown to be struc-

turally reversible after hundreds of nanoseconds [1] when looking at the change in the
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dielectric function of the material just below the threshold of melt [8, 44]. bandgap

collapse continued to be observed above melt [36, 47], but the original dielectric func-

tion disappears noting the obvious permanent structural changes [8, 45].

Separate theoretical studies concerning structural response under an intense laser

pulse have confirmed that the electronic band gap decreases as the excited carrier

density increases and can vanish when around 10% of valence electrons are excited

[7, 48, 49]. The predicted band gap collapse carrier density is fairly consistent with

experimental values [2, 36], in which they should be close to the carrier density at

the threshold fluence of melt. Above the melt threshold, carrier-phonon scatterings

continue to transfer energy to the lattice following carrier thermalization and may

cause rapid melting. A large thermal gradient between the solid-liquid interface leads

to rapid resolidification and can result in an amorphous structure being formed.

At an even higher irradiation fluence than melt, ultrafast laser ablation may occur

in the form of liquid spallation. Initially, rapid melting of the materials surface creates

a large pressure gradient between the air-liquid and the liquid-solid interfaces due to

the superheated liquid remaining in constant volume. A subsequent tensile wave is

launched starting from the surface as the material expands [30], which drives void

nucleation within the liquid phase. Ensuing coalescence of voids along the interface

causes the separation and ejection of the liquid layer [12, 13]. The abrupt nature

of void coalescence and the following liquid spallation creates a characteristic quasi-

smooth surface of an ultrafast laser ablation crater. In the case of an extremely

high fluence irradiation, rapid heating may cause direct expulsion of surface region

into a two phase liquid vapor mixture [13]. Such process is referred to as phase

explosion. Note that the conventional ablation mechanism discussed above does not

quite apply for dielectrics and wide band-gap semiconductors, where electronically

driven mechanism such as Coulomb explosion is more likely to occur [14, 15].

9



2.1.2 Drude model

In a highly excited semiconductor, the excited electron density becomes large

enough that its optical properties are mostly characterized by the free carrier response

of the dense electron-hole plasma generated by the laser field [2, 50, 51]. In this thesis,

Drude model is used to account for the free carrier response of an irradiated material.

The assumptions within the Drude model includes [52]:

1. No electron-electron and electron-ion interactions are considered.

2. Collisions between electron and lattice (damping) are instantaneous with the

probability 1/τ , where τ is the mean collision time of electrons.

3. Electrons loses energy only through collision events and becomes thermally

equilibrated with its surroundings.

According to the Drude model formalism, the change in dielectric function due to

free carrier response ∆εfcr is as follows:

∆εfcr = −
ω2
p

ω(ω + i/τD)
(2.1)

Where,

ωp =

√
Nq2

ε0m∗optme

(2.2)

is the plasma frequency, ε0 is the permittivity of vacuum, q is the elementary charge

ω is the laser angular frequency, m∗opt is the optical mass of carriers, me is the electron

rest mass, and N is the carrier density. Equation (2.1) essentially describes the motion

of atomic dipoles under an oscillating field without the presence of restoring force (i.e.

free electron). Note that although the variables such as m∗opt and τD can be intuitively

defined, their values do not explain exact physical processes. For instance, the Drude
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mean collision time τD still assumes instantaneous collision events. While, in a more

realistic view, carrier waves would dephase or ”slowly collide” when encountering

atomic potential and other carriers [53]. On the other hand, m∗opt is conceived as a

classical simplification of electronic motion through the potentials of the lattice and

its singular value corresponds to an ensemble average of effective masses over the

band structure [54]. Even so, the heuristic approach provided by the Drude model

has been reported to yield excellent agreement with experimental results on highly

excited semiconductors [2, 39].

2.2 Laser Induced Periodic Surface Structures

Periodic corrugations on semiconductors due to laser irradiation were first reported

more than 5 decades ago by Birnbaum [55]. Since then, numerous occurrences of

LIPSS have been observed on virtually all types of materials ranging from metals to

dielectrics [16, 17]. LIPSS are most commonly classified into 2 main types based on

their periodicity: low spatial frequency LIPSS (LSFL) for structures with period close

to the laser wavelength λ and high spatial frequency LIPSS (HSFL) for structures

with period less than 0.5λ [56]. Both types of LIPSS have been reported to form

either parallel or perpendicular to the laser polarization [16]. The characteristic laser

polarization and wavelength dependence of LIPSS implies a largely optically coupled

mechanism of their formation from the start. Below we will review some of LIPSS

formation mechanisms proposed in the literature.

2.2.1 Sipe Theory

One of the most prominent theories explaining the origin of LIPSS was proposed

by Sipe and coworkers in 1982 [25]. The Sipe theory is constructed from a first

principle calculation of surface scattered wave on random rough surfaces. In the

derivation, the medium is separated into two coupled regions, the homogeneous bulk
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Figure 2.2: Surface roughness as modeled by the Sipe theory. The system is divided
into three coupled regions: vacuum (air), selvedge, and bulk. The laser wavevector
~k0 = 2π/λ ~u, where ~u is the unit vector of the incident beam.

and the selvedge (fig. 2.2). The selvedge region contained within 0 < y < ls, where

ls << λ, have the same properties as the bulk where surface roughness is present.

The surface roughness is then modeled as a binary function b(~r) in space domain with

b(~r) = 0, 1 for unfilled part or ”vacuum” and filled material region. As such, in the

selvedge region, n2(~r) = n2b(~r), where n2 is the bulk refractive index. The central

result following the interference between the scattered and refracted fields yields the

following relation:

I(~k) ∝ η(~k; ~kx)|b(~k)| (2.3)

in which, the total absorbed intensity I(~k) is proportional to the product of the ef-

ficacy factor η(~k; ~kx) and the absolute amplitude of surface roughness |b(~k)|. The

efficacy factor is defined as a response function describing the magnitude of inhomo-

geneous absorption at frequency coordinate ~k for an incident field with wavevector ~kx

parallel to the rough surface. Characteristically, the function η(~k; ~kx) exhibits sharp
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peaks where conditions | ~kx±~k| = |~k0|, | ~kx±~k| = |~k0|n2 are met. Hence, when a ran-

dom slowly varying |b(~k)| is present, I(~k) is commonly viewed as being independent

of surface roughness. It has to be noted that in the case where the dielectric function

of the bulk materials becomes metallic, the efficacy factor does predict sharp resonant

peaks due to surface plasmon coupling. Sipe Theory has been widely successful in

explaining LSFL formation for a large range of materials [57]. However, it has not

been particularly effective in explaining HSFL formation in general [56]. Note also

that Sipe theory only applies for surfaces that are fairly smooth to begin with and

cannot account for LIPSS formation at large surface structures such as a step-edge.

2.2.2 LSFL Formation Mechanisms

LSFL have been studied to form under a large range of laser pulse duration. This

includes continuous wave (CW) [57, 58], nanoseconds [59–61], picoseconds [62–64],

and femtoseconds [65–67]. The possibility of LSFL formation using a CW laser may

indicate a formation mechanism that is largely unaffected by the surface morphology

changes during laser exposure. In other words, ideally, it can be a steady state

process (as in the case with the Sipe theory). However, the dynamics of such process

may dramatically change for irradiations with nanosecond or shorter pulse duration.

For one, LSFL are inherently structured lattice damage in the form of melt and/or

ablation. Hence, after each laser pulse, the surface morphology and optical properties

of the material continue to evolve. For instance, the periodicity of LSFL has been

reported to decrease with increasing number of laser pulses applied [18, 68]. This

behavior has been attributed to the grating coupled surface plasmon mechanism, in

which the shift in the LSFL periodicity is related to the change in the phase matching

condition due to the deepening of the grating like corrugations [18]. The details to

the explanation, unfortunately, has been purely qualitative due to the complexity of

the actual process.

13



The involvement of surface plasmon polaritons (SPP) mentioned above is an es-

tablished concept [19, 69], owing to the fact that most LSFL form perpendicular to

the laser polarization [16]. In semiconductors and dielectrics, the hypothesis is sup-

ported by the evidence of a transient metallic plasma generation due to free carrier

response within the duration of a femtosecond laser pulse [2, 70, 71]. A coupled SPP

field would interfere with incident light to produce LSFL with wavevector [18]

~kLSFL = ~kx − ~kSPP (2.4)

where ~kx is the laser wavevector component parallel to the surface, and ~kSPP is the

wavevector of the propagating SPP field along the surface. This hypothesis will be

the basis of the LSFL formation mechanism discussed in Chapter IV.

A different type of LSFL oriented parallel to the laser polarization are less common

and are observed almost exclusively in dielectrics [72, 73]. This type of LSFL has

typical wavelengths of ΛLSFL ∼ λ/n2 [74]. The mechanism of its formation can be

attributed to the radiation remnants phenomenon, which is a non radiative mode

predicted by the Sipe model [75]. The discussion of this mechanism, unfortunately,

is outside the scope of this thesis. Parallel LSFL has also been observed in silicon

following a single pulse irradiation of a step edge [76]. The mechanism, which is

related to near-field diffraction, will be discussed in detail in Chapter V.

2.2.3 HSFL Formation Mechanisms

In contrast to LSFL, HSFL formation has been exclusively picosecond and fem-

tosecond laser irradiation phenomena [16, 17]. HSFL typically requires a large number

of exposures at lower fluence relative to the LSFL formation. There has not been a

reported HSFL formation using a single pulse laser irradiation. There are at least two

distinct HSFL morphologies observed in the literature. In the case of dielectrics and
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wide bandgap materials, perpendicular HSFL commonly form deep below the surface

resembling Bragg-grating like morphology [77–80]. Their formation is accompanied

by materials removal to some degree evidenced by cross-sectional observation [81–83]

and the amount of debris generated. Competing mechanisms for this type of HSFL

formation include nanoplasma generation [77, 82, 84], second harmonic generation

[78], Mie scattering [79], and grating-splitting via resonant to non-resonant surface

plasmon transition [18]. This type of HSFL formation is observed in 4H-SiC in this

thesis and will be discussed further in Chapter VII.

Much shallower lamellar-like HSFL morphologies are observed in metals and low

bandgap semiconductors [85–88]. Several formation mechanisms proposed for this

type of HSFL include second harmonic generation [86, 89], and self organization due

to spatial asymmetry of the initial carrier kinetic energy [90]. The latter mechanism

brought about an interesting concept of taking into account possible involvement

of lattice kinetics imposed by the laser irradiation. This idea is supported by the

observation of periodic structures similar to HSFL generated by ion sputtering [91–

93]. On a side note, HSFL also form with orientation parallel to the laser polarization

[94–96], albeit sufficient explanation for their formation mechanism is still lacking. All

things considered, it is very likely that multiple formation mechanisms exist and that

their activation is very particular to the kind of materials system irradiated.

Another particular type of HSFL formation in GaAs has recently been reported

by Abere and coworkers [11]. In their study, perpendicular HSFL is observed to have

evolved from nanoscale bumps or islands generated at fluences below the threshold

of melt. The island formation is proposed to be the result of point defect diffusion

and accumulation due to cold lattice ion movements concurrent with massive carrier

excitations induced by the laser. Cross-sectional transmission electron microscopy

(TEM) data indicates that the growths of both islands and HSFL are epitaxial and

little to no material is being removed during the process. This particular model is ini-
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tially predicted to occur on silicon as well. Currently, perpendicular HSFL on silicon

is only observed for near-infrared (NIR) laser irradiation using MHz high repetition

rate laser [89, 97, 98]. The complete dynamics of the formation is still under debate.

In Chapter VI, a report on Si HSFL formation with both parallel and perpendicular

orientations to the laser polarization is presented. The structures, form using a 1

KHz 390 nm laser, show similar islands to HSFL evolution characteristics observed

previously in GaAs. The result offer substantial insights to the understanding of gen-

eral HSFL formation dynamics in low bandgap semiconductors and the role of laser

wavelength.

2.3 Review on Relevant Optics

2.3.1 Fresnel Equations

The Fresnel equations formalism is used to describe the surface reflectivity of a

material in this work. Homogeneous optical properties are assumed for all mediums.

Light incident on an interface between two mediums of differing refractive indices re-

quires boundary conditions imposed by Maxwell’s equation to be satisfied. Assuming

non-magnetic materials, electric and magnetic field components on the two mediums

parallel to the interface have to be continuous. As such, the incident, reflected, and

refracted beams would lie on the same plane. Further, the incident beam angle θi

equals to the reflected beam angle θr according to the law of reflection.

From the boundary conditions, the amplitude of the reflected and refracted fields

would then be dependent on the state of polarization of the incident beam. In the case

of transverse magnetic (TM) or p-polarized field, where the magnetic field component

is parallel to the interface, the reflectivity Rp is found to be [99]:

Rp =

∣∣∣∣n1 cos θt − n2 cos θi
n1 cos θt + n2 cos θi

∣∣∣∣2 (2.5)
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Figure 2.3: Angle dependent reflectivity of unexcited silicon at 780 nm wavelength
for both s-polarized and p-polarized incident fields.

where, n1 and n2 are the refractive indices of mediums 1 and 2 respectively, and θt is

the refracted beam angle. In the case of transverse electric (TE) or s-polarized field,

where the electric field component is parallel to the interface, the reflectivity Rs is

found to be:

Rs =

∣∣∣∣n1 cos θi − n2 cos θt
n1 cos θi + n2 cos θt

∣∣∣∣2 (2.6)

Both eqs. (2.5) and (2.6) are dependent only on θi when we take into account Snell’s

law n1 sin θi = n2 sin θt. The angle dependent reflectivity of intrinsic silicon for λ

= 780 nm is shown in fig. 2.3. While s-polarized reflectivity continually increases

with angle, p-polarized reflectivity decreases initially and reaches minimum at θB =

arctan (n2/n1) ≈ 75°, also called the Brewster’s angle.
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2.3.2 Surface Plasmon Polariton Field

A surface plasmon polariton is characterized by a propagating electromagnetic

field across an interface between a metal and a dielectric [100]. The field arises from

the oscillation of the surface charge density (i.e. surface plasmon) due to the coupling

of incident photons (hence the term polariton). We begin by examining the coupling

of TM field to an interface shown in fig. 2.4 [101]. The TM waves propagating in the x

direction signifying a surface plasmon polariton field at the metal dielectric interface.

The amplitude of the SPP field decays exponentially in the y directions and along

the propagation direction.

Figure 2.4: TM field propagating in the x direction implying surface plasmon po-
lariton field at the metal dielectric interface. The amplitude of the SPP field decays
exponentially in the y directions and along the propagation direction.

The solutions to the Maxwell’s equations are expected to yield the following mag-
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netic fields in each medium:

~H
(1)
SPP (x, y, t) = (0, 0, A)ei(kSPP,xx+k

(1)
SPP,yy−ωt) (2.7a)

~H
(2)
SPP (x, y, t) = (0, 0, B)ei(kSPP,xx−k

(2)
SPP,yy−ωt) (2.7b)

where A and B are the magnetic field amplitudes. Following Ampere’s law, we find

that the corresponding electric fields are as follows (see appendix A):

~E
(1)
SPP (x, y, t) = − A

ωε1
(k

(1)
SPP,y,−kSPP,x, 0)ei(kSPP,xx+k

(1)
SPP,yy−ωt) (2.8a)

~E
(2)
SPP (x, y, t) = − B

ωε2(ω)
(−k(2)SPP,y,−kSPP,x, 0)ei(kSPP,xx−k

(2)
SPP,yy−ωt) (2.8b)

Boundary conditions imposed by Maxwell’s equations require the continuity of tan-

gential components of the electric and the magnetic fields (due to the absence of net

current density). This implies that kSPP,x must be equal within the metallic and

dielectric mediums. Hence, at the interface y = 0, eqs. (2.8a) and (2.8b) above would

yield the following relation:

k
(2)
SPP,y

k
(1)
SPP,y

= −ε2(ω)

ε1
(2.9)

In order to obtain a decaying function away from the metal-dielectric interface, as in

the case of a localized surface electromagnetic field, k
(2)
SPP,y and k

(1)
SPP,y have to be both

positive and imaginary. The consequence of the requirement implies a negative real

part of ε2(ω) (since ε1 is always positive). If ε1 is the permittivity of air or vacuum,

then Re(ε2(ω)) < −1. Taking into account the momentum conservation criteria that

19



have to be satisfied in each medium:

(kSPP,x)
2 + (k

(1)
SPP,y)

2 = ε1(
ω

c
)2 (2.10a)

(kSPP,x)
2 + (k

(2)
SPP,y)

2 = ε2(ω)(
ω

c
)2 (2.10b)

Combining eqs. (2.10a) to (2.10b) yields the following SPP dispersion relation:

kSPP,x =
2π

λ

(
ε1ε2(ω)

ε1 + ε2(ω)

)1/2

(2.11)

Since ε2(ω) is inherently complex for most metals, we would expect complex values

of kSPP,x, k
(2)
SPP,y, and k

(1)
SPP,y, which explains the propagating and decaying nature of

SPP fields parallel and normal to the interface. Note that eq. (2.11) also implies that

kSPP,x is always larger than the laser wavevector 2π/λ, which means that additional

momentum matching processes have to take place in order for the SPP mode to couple

to the material surface. The coupling mechanism of SPP on a step-edge surface will be

discussed further in section 5.1.3. Following the same derivation, a TE field coupled

to a metal-dielectric interface would yield the following relation:

(k
(2)
SPP,y + k

(1)
SPP,y)A = 0 (2.12)

Since both components have to be positive, the field amplitude A = B has to be 0.

Hence, a localized surface electromagnetic field cannot exist in this case.
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CHAPTER III

Experimental Details and Methods

3.1 Characterization of the Ultrafast Laser Beam Parame-

ters

Ultrafast laser pulses used in all of the experiments are generated from a chirped

pulse amplified (CPA) Ti:sapphire based laser system (Clark MXR CPA-2001). The

final output yield a 780 nm wavelength, ∼150 fs full width half maximum (FWHM)

pulse width beam at 1 kHz repetition rate.

The temporal profile of the pulse are achieved through intensity autocorrelation.

The ultrafast laser pulse intensity I can be modeled with a Gaussian function as

follows

I(t) = Ioe
−4ln2( t

tp
)2

(3.1)

Here, I0 denotes the peak intensity and tp is the pulse width at FWHM. When

dealing with a pulsed laser system (especially ultrashort laser pulses), it is often

more convenient to evaluate the laser energy density in terms of a time independent
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quantity such as fluence. Fluence F is calculated by integrating Intensity over time

F =

∞∫
−∞

I(t)dt (3.2)

evaluating eqs. (3.1) and (3.2), fluence can be expressed as

F =

√
π

4ln2
tpIo (3.3)

The spatial profile of the beam can be imaged using a CCD camera (WincamD

UCD-12) (for details see [102]). The imaged beam at focus follows a quasi-symmetrical

gaussian distribution. The fluence of a single pulse can then be defined by the fol-

lowing relation

F (x, y) = Fpe
−2 (x2+y2)

wo2 (3.4)

where Fp is the peak fluence, and w0 = the beam radius at 1/e2 of the peak fluence

(i.e. beam waist). Integrating eq. (3.4) in both x and y directions yields the total

energy of a single pulse

Epulse = Fp
π

2
wo

2 (3.5)

The corresponding laser power P is measured using a thermal volume absorber (Ophir

Optics). Epulse can then be found from P/frep, where frep is the pulse repetition rate

of the laser. The final expression for Fp is as follows

Fp =
2P

πwo2frep
(3.6)

Note that the expression πw2
0 describes the circular beam area at 1/e2 of the
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peak beam intensity. In practice, non-circular beam shapes are commonly attained.

Therefore πw2
0 may be replaced by the effective area Aeff of the beam instead. De-

pending on the focusing elements used, the beam waist at the focal point can also be

calculated as follows:

wo =
2λf

πD
(3.7)

where λ = laser wavelength, f = focal length of the focusing element, and D =

diameter of the incident collimated beam. Several factors contribute to the deviation

of the experimentally measured beam waist from the theoretical calculation based on

eq. (3.7): spherical aberration of the focusing element and the quality of the Gaussian

beam, which is affected by diffraction during propagation and general imperfections

in the optical alignment within the laser system and in the experimental setups.

3.2 Focusing Conditions and The Rayleigh Length

The determination of focal point of a focused beam in real applications is, unfor-

tunately, not as straightforward as a simple geometrical derivation, especially when

dealing with Gaussian beams. Firstly, spherical aberration may increase the depth of

focus of the beam but causes distortion of the beam image. Another thing to note,

commercially sourced focusing elements only provide optical specifications for general

usage, of which the values cannot be taken as is. Therefore, the focal point has to

be measured empirically at the start of every experiment to minimize error. We can

then define the beam at the focal point to have the smallest measured effective area.

This is valid for optical beam measurements such as using the CCD beam profiler.

Consequently, an ideal Gaussian beam would yield its highest intensity at the focal

point as well. Hence, a sample surface positioned at the focal point of the beam would

yield the largest damage area at above the damage thresholds. A reliable method to
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find the focal point position relative to the sample surface position then would be to

induce damage on the sample at varying distances on the beam propagation axis. The

variation in the damage area itself is more easily seen close to the damage threshold.

A non consistent damage pattern with respect to the beam position would indicate

a couple of conditions: a non-ideal Gaussian beam shape and/or laser output insta-

bility. As a reliable rule of thumb, Rayleigh length relates to the depth of focus of a

Gaussian beam, where the wavefront of the beam can be approximated as planar to

a certain extent. It is defined by:

ZR =
πω2

0

λ
(3.8)

It is clear from eq. (3.8) that the depth of focus increases with the spot size of the

beam. This relation is useful in determining tolerable deviation from the true focal

position when calibrating the irradiation setup.

3.3 The Definition and Determination of Damage Thresholds

Materials may undergo permanent structural transformations when irradiated

with a single laser pulse of high enough fluence. Two main types of damage rele-

vant to this thesis are melt and ablation. Melt defines the lost of crystallinity of

the material at time infinity after irradiation. This is typically accompanied by the

change in reflectivity of the irradiated material region [103]. Ablation, on the other

hand, is accompanied by a net removal of material via expulsion. An ablation crater

is commonly visible above a certain peak fluence and its edge corresponds closely to

the fluence at threshold.

Following a gaussian intensity profile, the radius of the damaged area formed at
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a certain peak fluence would vary according to the relation [104]:

r = ω0

√
1

2
ln(

F

FTh
) (3.9)

Where FTh defines the fluence at threshold. It is straightforward to measure the area

of the damage using optical microscopy. Radius of the damage, in reality, would be

an effective value due to the quasi-circular beam profile. Calibration of the image

scale is done separately depending on the instrument and magnification used, but it

is always a good practice to independently measure a well known reference sample to

begin with.

Figure 3.1: Two parameter fit curves of ablation (left) and melt (right) thresholds
of Silicon at 780 nm irradiation.

The determination of threshold is then done by measuring arrays of damage areas

at fluences above the threshold of single pulse laser irradiations. The best fit curve of

the measured data would follow eq. (3.9) and determine the two varying parameters

ω0 and FTh. (For an example curve fitting code in MATLAB see appendix B). Since ω0

could already be determined independently using a beam profiler camera, (see section
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3.1) the fitted value may serve as a reference to the goodness of the fit. Ideally, Both

measured and calculated values of ω0 should be identical. As an example, below

are the two parameter fit curves of melt and ablation threshold of silicon at 780 nm

irradiations. The calculated ablation and melt thresholds are 0.32 ± 0.02 J/cm2 and

0.18 ± 0.01 J/cm2, respectively. Since both Silicon thresholds are well characterized

within our experimental conditions, their values may serve as an indicator of whether

the laser is performing to specifications.

3.4 Frequency Doubling of the Ti:Sapphire Laser

Doubling the fundamental frequency of the laser is done through second harmonic

generation (SHG) using a beta-barium borate (BBO) crystal. SHG is a two-photon

process occurring in mediums lacking inversion symmetry since it relies on the second

order susceptibility χ(2). The second order nonlinear polarization term can be written

as [105]:

P (2)(t) = ε0χ
(2)E(t)2 (3.10)

Assuming electric field in the form of:

E(t) = Eeiωt + E∗e−iωt (3.11)

The second order polarization term becomes:

P (2)(t) = ε0χ
(2)(E2ei2ωt + E∗2e−i2ωt + 2|E|2) (3.12)

We find that the resulting term above shows oscillations at twice the original laser

frequency. From a physical perspective, incoming waves are coherently scattered

into higher energy virtual states which then radiates into higher energy photons.
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Therefore, in order to achieve large order of second harmonic (SH) transition, the

input and SH waves have to be in phase with one another. Phase matching challenges

in the frequency doubling process come from the inherent dispersion of the doubling

crystal. It is then crucial to propagate the beam along the direction of the crystal

where both input and SH pulses travel at the same phase velocity.

Figure 3.2: Calculated parameters for 780 nm - 780 nm frequency mixing in BBO
crystal (using SNLO software).

Freely distributed software SNLO [106] was used to calculate the optimal BBO

crystal angle θ for phase matching. At 780 nm input wavelength, optimal θ = 30°

(type I) with input pulse traveling along the ordinary axis and the SH pulse along

the extraordinary axis. Although phase velocity mismatch between the input and SH

pulses can be effectively compensated, both beam still travel different group velocity

(with SH pulse being slower). The group velocity mismatch (GVM) between the

pulses effectively decreases the amount of supported bandwidth of the SH transition

and thus the doubling efficiency [107]. Using the calculated accepted bandwidth by

SNLO (mix accpt bw), we can then determine the maximum crystal thickness for
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efficient frequency doubling (see the help section of [106]). A 150 fs laser pulse at 780

nm has a bandwidth1 of 97.85 cm−1. Therefore, the crystal thickness L has to be less

than 1.65 mm.

Figure 3.3: Diagram of BBO crystal dimension and orientation.

Type I BBO crystal (Eksma Optics) with θ/φ = 29.2°/90° cut, W = H = 10

mm, and L = 0.5 mm was used in our experiments. Initial collimated beam has a

diameter larger (>10 mm) than the BBO crystal used. 2x beam reducer effectively

reduces the diameter of the beam by half in order to avoid any clipping of the beam.

Since the crystal angle used is not exact to the calculation, additional crystal tilt ∆θ

is necessary to further compensate the phase mismatch. This further increases the

walk-off angle of the generated SH pulse, and so the offset between the propagation

axes of the input and the SH beams has to be kept in mind when aligning the lens.

The beam output after the BBO will be a mixture of the input and SH pulses. A

bandpass filter centered around 390 nm sufficiently attenuates 780 wavelength pulses

and allow only the frequency doubled pulse to pass through. A SHG conversion

1The bandwidth is calculated based on a Gaussian transform limited pulse. The time bandwidth
product of a Gaussian pulse follows tp∆fp ≈ 0.44, where ∆fp is the frequency bandwidth. In units
of cm−1, the bandwidth equals ∆fp/c, where c is the speed of light.
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efficiency of 12% at 0.1 mJ pulse energy is achieved in our experiments.

Figure 3.4: Experimental setup for frequency doubled beam.

The spot size calculation of the frequency doubled beam is done using the two

parameter fit method outlined in section 3.3. Note that focused beam profiling using

a WincamD CCD camera (section 3.1) is not recommended due to the low sensitivity

of the camera sensor at 390 nm wavelength.

3.5 Sample Preparation and Parameters

3.5.1 Gold Mesa Samples

Gold mesa samples were fabricated by Sandia National Laboratory using standard

photolithography and lift-off techniques (for complete details see [102]). A variety of

microstructure shapes were fabricated as shown in fig. 3.5. All of the microstructures

consist of 10 nm titanium intermediate layer in between the deposited gold and silicon

(100) substrate to prevent de-lamination. Mesas of various heights h were irradiated

in the experiments (h = 100, 390, 585, 720, and 975 nm). Ideally, the mesas would

have vertical step-edges. However, due to lift-off procedure, the step-edge has a tilt

of up to 20° relative to the surface normal. In Chapter V, we will discuss how the

mesa geometries, particularly the height and the tilt of the step-edge will affect the

coupling strength of the SPP and the subsequent LSFL formed.
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Figure 3.5: Diagrams of various shapes of the fabricated gold mesas (top) and their
cross-section (bottom).

3.5.2 Silicon Step-Edge Samples

Silicon step-edge structures were fabricated at the Lurie Nanofabrication Facility

(LNF). The final height h of the features was measured to be 590 ± 20 nm. Pre-

irradiation, all samples were treated with HF solution to remove any oxide formed

during the fabrication process and other surface contamination that might be present.

In this section, we will briefly outline the fabrication process. To start, a mask

outlining the shapes of the microstructure was obtained. The mask consists of a

glass substrate with selectively etched chrome film via photolithography. The chrome
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acts as the absorbing medium for the subsequent photoresist exposure on the silicon

substrate. The silicon step features were achieved using reactive ion etching (RIE)

in order to create a flat sidewall profile. Since the patterned mask was intended

for lift-off procedures, an image reversal process was necessary to obtain the correct

photoresist template.

Clean 4” silicon wafers were first vapor primed using hexamethyldisilazane (HMDS)

to improve the photoresist adhesion to the substrate. Then, SPR220 photoresist

(Dow Chemicals) was spin-coated on the substrates to achieve a layer thickness of ∼2

µm. Initial softbake at 115 °C reduced the solvent content of the photoresist. Next,

near-UV exposure under the mask template created regions of soluble photoresist

(positive). Image reversal of the photoresist was done by flooding NH3 gas at 90 °C

in order to cross-link the soluble photoresist region. As the reversed photoresist im-

age became inert (negative), the subsequent flood exposure of near-UV light formed

soluble photoresist at the remaining untreated areas. Another post exposure bake at

115 °C further cross-linked the reversed negative resist. Finally, the entire photoresist

layer was treated using AZ series developer causing the positive resist to be removed.

The exposed silicon surface could then be anisotropically etched using HBr gas via

RIE process forming step edge features. The remaining leftover photoresist was easily

cleaned using O2 plasma treatment.

3.5.3 Chemical Etching of Samples

In order to remove oxide on its surface before irradiation, silicon substrates were

treated using 10:1 mixture of 49% hydrofluoric acid (HF) solution and deionized (DI)

H2O. The reported etching rate of single crystal silicon using 10:1 HF solution is 23

nm/min [108]. Since silicon native oxide thickness is on the order of a few nm [109],

the minimum etching time would be less than 1 minute. HF treatment of silicon would

lead to H-terminated surface which passivates the surface from further oxidation in
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air [110]. Following hydrogen passivation, silicon surface has been reported to remain

atomically pristine for up to 15 minutes in ambient condition [111].

The chemical treatment of SiC post-irradiation were done using a 1:1 mixture of

buffered HF and HNO3 (HNA). 1:1 HNA solution has been studied to etch a-SiC

and oxides at a rapid rate: HNO3 acts as an oxidizing agent for both silicon and

carbon atoms, while HF effectively etches the subsequent silicon oxides formed [108].

The reported etch rates for a-SiC is 300 nm/min [112]. Much slower etching rate is

achieved for poly-crystalline and single crystalline SiC [113]. All samples were etched

at room temperature for 5 minutes. This ensures that only single-crystal SiC remains

during subsequent characterization.

Regarding safety procedure, HF and HNA solution has to be contained using

appropriate plastic containers (polyethylene, polystyrene, etc). All treatment steps

have to be done inside an adequately ventilated fume hood to contain any hazardous

vapor. Minimum amount of PPE (apron, double nitrile gloves, face shield) has to be

worn at all times during the processes. It is recommended that the treated samples

are rinsed a minimum of 2 times using adequate amount of DI water. For complete

standard operating procedure (SOP) see [114].

3.6 Vacuum Irradiation

Multi-pulse femtosecond laser irradiation of silicon has been observed to induce

oxidation [115]. Particularly in this thesis, we will show laser induced formations

of tall oxide mounds on silicon with heights reaching up to 10 µm (Chapter VII).

The formation of oxides poses a challenge in characterizing the evolution of islands

and HSFL on silicon. Moreover, the existence of native oxide on silicon [109] pre-

irradiation would have an effect on the hypothesized point defect or atomic diffusion

toward the surface. The native oxide layer can be removed by chemical etching

processes (see section 3.5.3). In order to prevent further oxidation, irradiation of
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silicon samples were done inside a mini vacuum platform as shown in figure 3.6. The

glass window functions as an entry for the focused laser beam, of which it has to be

as close as possible to the focusing element to prevent any non-linear effects at high

intensity. The turbo pump (Pfeiffer Vacuum HiCube) connected to the chamber is

capable of achieving high vacuum pressure in the order of 10−6 torr. Focal position

of the focused beam would change depending on the focusing power of the lens and

the window thickness. Therefore, further calibration of the sample surface position

to match the beam focal point has to be done.

Figure 3.6: Diagram of experimental setup for irradiation of silicon in vacuum

3.7 Finite Element Frequency Domain Field Calculations

Finite element calculations of gold microstructure irradiations on silicon are per-

formed in the frequency domain using COMSOL. The simulated geometry follows

that of the cross-section of the gold mesas as shown in fig. 3.7 with a step-edge tilt

of 17°. The mesa height h is varied according to the experimental samples (see sec-

tion 3.5.1). Perfectly matched layer (PML) was used as absorbing boundaries outside
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of the material regions. All regions were meshed with a maximum feature size of

λ/16.The intrinsic dielectric function of materials were obtained from [116], while the

excited materials dielectric function were calculated and discussed in Chapter V. The

incident Gaussian electric field takes the following form:

E(x, y) = E0
w0

w(y)
e
− x2

w(y)2 ei[k0y−φG(y)+
k0x

2

2R(y)
] (3.13)

where E0 is the electric field amplitude (normalized), w(y) is the beam radius, R(y) is

the beam curvature, and φG(y) is the Gouy phase shift [117]. the position dependent

functions are defined as follows:

w(y) = w0

√
1 + (

y

zR
)2 (3.14)

R(y) =


y(1 + ( zR

y
)2) for −1010 × zR < y 6 −108 × zR

108 × zR for −108 × zR < y 6 108 × zR

y(1 + ( zR
y

)2) for 108 × zR < y 6 1010 × zR

(3.15)

φG(y) = − arctan(
y

zR
) (3.16)

where zR = Rayleigh length (see section 3.2). Two types of polarization orientations

were simulated: along the x-direction (P⊥) and along the z-direction (P‖).
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Figure 3.7: COMSOL simulation setup showing the cross-sectional geometry of the
gold mesa with height h. A Gaussian light source with wavevector 2π/λ is used. Two
polarization directions along the x-direction (P⊥) and z-direction (P‖) are shown.
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CHAPTER IV

Ultrafast Laser Self-Interference with

Concurrently Induced Surface Plasmon Polariton

Field

The excitation of SPPs have long been proposed to be one of the main mechanisms

of LSFL formation [18, 19, 25, 69]. However, the complete dynamics of SPP excitation

leading to the formation of LSFL are rarely explored. SPP interference with an

incident laser field has been suggested in the literature [18], albeit the quantitative

explanation to the process has not been explicitly laid out, especially at the early

stage of the process. The goal of this chapter then is to provide quantitative as well

as physical interpretations to the LSFL formation based on the SPP-laser interference

hypothesis. We will argue that SPP-laser interference is the main mechanism of LSFL

formation in general.

LSFL formation on semiconductors are ubiquitous [16, 17]. This is very interesting

considering that intrinsic semiconductor properties do not typically support SPP

modes [100]. Therefore, several crucial factors have to be considered in order to

support our hypothesis:

1. The excited carrier density of the irradiated material at the surface has to be

large enough to induce metallic transition.
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2. SPP modes have to be coupled at the materials interface via some momentum

matching mechanisms.

3. SPPs have to be generated within the laser pulse duration.

4. At the same time, the irradiation fluence has to be large enough to alter the

surface morphology via melting and/or ablation processes.

The above points will be the basis of the model for LSFL formation used in this thesis.

4.1 Ultrafast Dynamics during Ultrafast Laser Irradiation on

Silicon

Carrier excitation in semiconductors can be driven by linear and nonlinear ab-

sorption processes [118]. The lowest order nonlinear process involves two-photon ab-

sorption (TPA), of which the absorbed intensity is proportional to the square of the

laser intensity. The total absorbed intensity I then follows the differential equation:

∂I

∂z
= −αI − βI2 (4.1)

The linear absorption coefficient α includes contributions from both inter-band carrier

transition and free carrier absorption (intra-band transition). Hence, α = α0 + αfca

where α0 is the linear inter-band absorption coefficient and αfca is the free carrier

absorption coefficient [2]. Meanwhile, the TPA coefficient β is commonly small and

the TPA contribution only becomes significant at high enough irradiated laser inten-

sity. In silicon, for instance, the value of β reported in the literature varies roughly

between 1.5 cm/GW and 9 cm/GW [119–121] at 800 nm. Meanwhile, at 620 nm the

value of β is determined to be around 38 cm/GW [122, 123], which is considerably

higher.
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The excited carrier density N can be deduced from the total number of absorbed

photons by the linear and nonlinear inter-band carrier transition processes and is

represented by the following differential equation [2].

∂

∂t
N(t) =

[
αo +

1

2
βI(t)

]I(t)

~ω
(4.2)

where ~ω denotes the photon energy. Note that eq. (4.2) neglects any recombination

process happening within the duration of the pulse. By integrating eq. (4.2) and

using eq. (3.3) to define fluence, the expression for carrier density can be written as:

N =
F (1−R)

~ω

[
αo +

βF (1−R)

2
√

2πtp

]
(4.3)

The factor (1 − R) accounts for the fraction of total energy absorbed with R being

the effective reflectance of the material.

The assumption proves fairly reasonable in the case of ultrafast laser irradiation

of silicon at 620 nm [2]. For irradiation at near infrared (NIR) wavelengths, however,

the calculated carrier density using eq. (4.3) does not correlate very well with the

actual irradiation fluence. For instance, Bonse et al. calculated a carrier density

of 6.7 × 1021 cm−3 at 0.42 J/cm2 at the fluence of 0.42 J/cm2 using an 800 nm

wavelength laser [19]. The value equals to 3% of the total valence electron in silicon

(with valence electron density N0 of silicon being 2 × 1021 cm−3). Considering that

the melt threshold fluence reported by the same research group is 0.27 J/cm2 [124],

the estimated carrier density is likely to be too low.

A substantial number of theoretical studies have hypothesized that around 10%

of valence electron has to be excited in order to induce band gap collapse [7, 48, 49].

Experimental studies have also observed that bandgap collapse can occur slightly be-

low the melt threshold [8, 44]. Moreover, in a recent molecular dynamics (MD) study

by Lian et al., the melting of silicon by ultrafast laser irradiation has been largely
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attributed to the non-thermal plasma annealing process [6]. In their calculation, the

lattice temperature stays well below the melting temperature of silicon during lattice

destabilization. The study also predicts that around 10% of valence electrons has to

be excited in order to induce melt, consistent with previous experimental and theoret-

ical results. While optically excited carrier density itself cannot be directly measured

by experiment1, it is reasonable to conclude that at least 10% of valence electrons

has to be excited above the bandgap collapse and melt thresholds, considering prior

discussions.

4.1.1 Impact Ionization Contribution

Free electrons with kinetic energy higher than the band gap may promote valence

electrons to the conduction band through impact ionization (see section 2.1). The

probability of impact ionization itself is dependent upon the carrier density. The

process also depends on the increase of free electron energy through intra-band ab-

sorption. Impact ionization contribution to the plasma generation by ultrafast laser

is often omitted due to the complexity of the process. However, a study conducted

by Pronko et al. have noted that impact ionization might dominate the carrier exci-

tation process above the critical plasma density in silicon [3]. Their explanation may

provide a correction to the underestimated carrier density value of silicon previously

discussed in the literature. A simplification to the contribution of impact ionization

on the excited carrier density is used in our calculation as follows [125, 126]:

∂

∂t
N(t) = ΦII(t)N(t) (4.4)

1In addition, an accurate interpretation of the carrier density from experimental values may
require: a more physically meaningful model of the dielectric function (i.e. an amendment to the
Drude model) and the inclusion of a more complete many-body formalisms in the carrier dynamics
model used.
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where ΦI is the impact ionization coefficient, which is assumed to be constant. The

value of ΦI is reported to be 21.2 cm2/J for silicon at 786 nm wavelength [3, 125].

4.1.2 Optical Properties of the Excited Surface

Due to the large amount of excited carriers during ultrafast laser irradiation, the

optical properties of the surface would depend largely on the free carrier response.

In addition, high intensity achievable by ultrafast laser pulse would induce nonlinear

effects [125]. The combined contributions of the responses described above would

yield a perturbed form of the dielectric function as follows:

ε2 = εg + ∆εfcr + ∆εNL (4.5)

where εg is the initial unexcited material dielectric function (13.764 + 0.056i for

silicon at 780 nm [116]), ∆εfcr and ∆εNL are the free carrier response and nonlinear

effect contributions to the change in the dielectric function, respectively. Within

eq. (4.5), changes due to TPA will be taken into account by the inclusion of ∆εNL.

Whereas, changes due to linear interband absorption commonly described by the

Lorentz oscillator model is neglected. This assumption is valid considering the high

level of carrier excitations in our experiments, where a TPA mechanism has been

shown to dominate the interband transition process [2].

4.1.2.1 Free Carrier Response

The change in the dielectric function due to free carrier response ∆εfcr can be

described by the Drude model and is given by eq. (2.1). The Drude function de-

pends on three main parameters: the carrier density N , the optical mass of carriers

m∗opt, and the Drude damping time τD. The carrier density increases with time via

inter-band absorption and impact ionization processes according to eq. (4.2) and eq.
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(4.4). The Drude damping time describes the mean collision time of carriers (see sec-

tion 2.1.2). Hence, τD ideally depends upon N and carrier temperature Te [127, 128].

Unfortunately, the dependence of τD on both parameters are complicated. The value

of τD, however, has been treated as a constant and shows a good agreement with

experimental results. τD is reported to be in the order of 1 fs for a highly excited

silicon [2, 129].

The optical mass can be described as a function of carrier temperature and density

[54, 130, 131]. A derivation of the optical mass from first principle calculation has

been done with great accuracy up to the carrier density of 1022 cm−3 [54, 130, 131]. No

experimental result on m∗opt has been reported for a carrier density higher 1022 cm−3.

Further approximation of m∗opt beyond N =1022 cm−3 would require a more accurate

model of the band structure due the failure of nonparabolic band approximation

as the the Fermi energy EF becomes increasingly large. This, however, is outside

the scope of our study. For the sake of simplicity, the value of m∗opt used in our

calculation would only depend on temperature and follows a linear fit according to

the theoretical calculation done by Riffe [54]. The assumption would be accurate in

the nondegenerate limit where carrier temperature is high or carrier density is low. In

that case, m∗opt would be independent of carrier density. The temperature dependent

function of m∗opt is then given as follows:

m∗opt = m∗opt,0 +msTe (4.6)

where m∗opt,0 = 0.14 is the fitted optical mass at absolute 0, and ms = 3.2 × 10−5

K−1 is the slope of the linear fit.
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4.1.2.2 Nonlinear Effects

Crystal systems with inversion symmetry such as silicon do not exhibit second

order nonlinear characteristics. Hence, we consider only third order nonlinear effects

in our calculation. An incident electric field E(t) would then induce a polarization in

the form

P (t) = ε0(χ
(1)E(t) + χ(3)E3(t)) (4.7)

where χ(1) and χ(3) are the first and third order susceptibility, respectively. The

third order polarization comprises of a variety of processes involving three photons,

one of which being self phase modulation (SPM). The process is characterized by an

intensity dependent change in the refractive index given by the Kerr coefficient n22.

Taking into account only SPM, frequency components expansion of the third order

nonlinear term in would yield a corresponding polarization [132]

P (t) = ε0(χ
(1) +

3

4
χ(3)|E(t)|2)E(t) (4.8)

The term inside the bracket in eq. (4.8) can be defined as the effective susceptibil-

ity χeff of the material. Since χ(1) inherently describes linear intra and interband

processes, the change in the dielectric function due to nonlinear effects will be

∆εNL =
3

4
χ(3)|E(t)|2 (4.9)

where |E0(t)|2 is the square amplitude of the time-varying electric field, which can be

obtained using the intensity function described in eq. (3.1):

|E(t)|2 =
2

ε0cRe(n2)
I(t) (4.10)
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where c is the speed of light in vacuum. The real and imaginary parts of χ(3) are

related to n22 and β, respectively [105, 133]

Re(χ(3)) =
4

3
cRe(n2)

2ε0n22 (4.11a)

Im(χ(3)) =
2c2Re(n2)

2ε0
3ω

β (4.11b)

The positive Im(χ(3)) pertains to the field damping due to nonlinear absorption.

4.1.2.3 Effective Absorption

In order to calculate the total energy density U(t) of the system, we also define an

effective absorption coefficient αeff that will include the contributions of both intra

and interband transition processes [125]

αeff =
4πIm(n2)

λ
(4.12)

Assuming the absorbed energy remains within the initial irradiated region during the

laser pulse (i.e. neglecting thermal conduction), the rate of change of U(t) is then

∂U(t)

∂t
= αeffI(t) (4.13)

4.1.3 Carrier Temperature

Within the two-temperature model, any carrier-phonon scattering during the laser

pulse is neglected, and the lattice is kept at room temperature. Hence, laser absorp-

tion will only increase the energy of electrons. The energy density of carriers u is

defined as [52]

u =

∞∫
−∞

g(E)Ef(E)dE (4.14)
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where g(E) gives the density of states (DOS) at energy level E , and f(E) is the Fermi-

Dirac distribution. Assuming a free electron gas (FEG) model2, g(E) can be written

as

g(E) =
8π
√

2

h3
m∗3/2

√
E − Ec (4.15)

where h is the Planck’s constant, m∗ is the effective mass for DOS calculation (m∗

= 1.08 for silicon), and Ec is the energy level at the conduction band edge. The

Fermi-Dirac distribution is defined as follows:

f(E) =
1

e(E−µ)/kbTe + 1
(4.16)

where kb is the Boltzmann constant, and µ is the chemical potential. Note that the

chemical potential is a function of N and Te (at Te = 0, µ is equal to the Fermi

energy EF ). We can subsequently characterize the carrier heat capacity Ce by taking

the gradient of u with respect to Te at constant N [52]

Ce(Te) =

(
∂u

∂Te

)
N

(4.17)

The carrier temperature would then be equal to the excess energy density of the free

carriers divided by the Ce as follows:

Te =
U(t)−NEg

Ce
(4.18)

where Eg is the bandgap. At high level of excitation, Eg will narrow due to the in-

crease in many-body interactions [4, 134, 135]. The bandgap approximately decreases

2For the sake of simplicity. In a semiconductor state with low Fermi level, this would be a good
approximation.
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proportional to the cubic root of the carrier density. For silicon, [136]

Eg(N) = 1.12− 1.5× 10−8N1/3eV (4.19)

4.1.4 0-Dimensional Ultrafast Dynamics Simulation

Putting everything together we can construct a time dependent calculation of the

carrier dynamics during an incident ultrafast laser pulse. The steps are illustrated in

a simplified diagram below:

Figure 4.1: Diagram of the ultrafast laser irradiation dynamics simulation outlined
in this chapter. The arrows illustrate the processes occurring and the direction of the
calculation steps. ti indicates the time at increment i separated by ∆t.

A working algorithm for the simulation written in MATLAB can be found in
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appendix C. In summary, the main assumptions used in the calculation are as follows:

1. Calculations are performed on a point at the surface of the material only (0-

dimensional).

2. Two-temperature model (temperature of the carrier and lattice systems are

treated separately).

3. Free electron gas model for DOS calculation

4. Linear and nonlinear dielectric responses are instantaneous.

Due to the 0-dimensionality of our calculations, no spatially dependent processes

are taken into account. This includes neglecting any thermal conduction and carrier

diffusion processes. We would argue that the processes are negligible within the pulse

duration. In addition, since the SPP field is confined heavily at the surface3, carrier

dynamics below the surface would not contribute strongly to the SPP properties.

Regarding the use of the two-temperature model, carriers are assumed to have a well

defined temperature at all times during the simulation. As such, thermalization of

carriers is assumed to be fast relative to the timescale of the pulse duration. This

assumption is also important if the carriers’ energy state distribution are to be defined

by the Fermi-Dirac statistics.

The carrier thermalization time has been observed to be inversely proportional

to the carrier density [137, 138]. This is due to the increase in inelastic scattering

probability between the carriers as carrier density increases [137]. In addition, carrier-

phonon scattering rate also decreases due to screening effects when more free electrons

are being generated [139]. In that case, carrier-carrier scattering becomes dominant.

This further justifies the exclusion of carrier recombination processes during the laser

pulse as carrier relaxation rate also consequently decreases with increasing N [139].

3In a good conductor such as Gold, SPP decay length below the surface is about 25 nm at 780 nm
wavelength. As we are exciting silicon to a very high level, the decay length would be comparable.
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4.2 SPP-Laser Interference Formalism

Figure 4.2: SPP-Laser interference diagram showing the propagation direction of
each field. SPP is coupled by the surface discontinuity.

An SPP mode requires sufficient amount of momentum for it to be excited on a

conducting surface. The momentum matching condition can be met by a propagating

laser field in free space through coupling with surface discontinuities or roughness. We

will discuss SPP coupling mechanisms further in chapter V. For now, we will assume

that SPP will always be excited when the condition Re(ε2(ω)) < −1) is satisfied. An

SPP field may interfere with the incident laser above the surface within the duration

of the laser pulse. In that case, a periodic laser intensity will arrive on the materials

surface leading to selective ablation and subsequently forms LSFL. This is supported

by a time-resolved study conducted by Murphy et al., in which LSFL is shown to form

at around 50 ps after the pulse corresponding to the timescale of ultrafast ablation

[140]

Consider a plane wave source incident at an angle θ on a surface as illustrated in
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fig. 4.2. The laser field Elaser then takes the form

~Elaser(x, y, t, θ) = E0(cos θ, sin θ, 0)ei(kxx−kyy−ωt) (4.20)

where kx = k0 sin θ and ky = k0 cos θ. The coupled SPP field above the surface is

given by eq. (2.8a). We can then evaluate the resulting intensity from the interference

between the SPP and the laser field. The total intensity given by

It(x, y, t, θ) ∝ | ~Et(x, y, t, θ)|2 (4.21)

where ~Et = ~E
(1)
SPP + ~Elaser. The solution to eq. (4.21) is as follows:

It(x, y, θ) ∝

E2
0 +

(
AD

ωε1

)2(
Re[k

(1)
SPP,y]

2 + Im[k
(1)
SPP,y]

2 +Re[kSPP,x]
2 + Im[kSPP,x]

2
)

+
2ADE0

ωε1

(
cos θ(−Re[k(1)SPP,y] cosφ+ Im[k

(1)
SPP,y] sinφ)

+ sin θ(−Re[kSPP,x] cosφ+ Im[kSPP,x] sinφ)
)

(4.22)

where φ = (Re[kSPP,x]− kx)x+ (Re[k
(1)
SPP,y] + kx)y signifies the phase of the periodic

intensity and D = e−Im[kSPP,x]x−Im[k
(1)
SPP,y ]y signifies the decay function of the SPP field.

One notable thing about the solution given by eq. (4.22) is that the function

is time independent. This means that the periodic intensity maxima and minima

positions stay localized at the surface. This is important to the dynamics of LSFL

formation considering that we would expect a localized energy distribution for a

selective ablation process to occur in the first place. The time independent nature of

eq. (4.22) itself is contained within the derivation of the solution. The laser and the

SPP both have the same driving frequency since they are coupled with one another.
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Thus, the sum of their fields should have a constant magnitude4 at a point in space

at all times.

For a normal incidence irradiation (θ = 0), eq. (4.22) shows that the periodic

intensity varies proportional to −Re[k(1)SPP,y] cosφ + Im[k
(1)
SPP,y] sinφ (other terms ei-

ther vanish or non-varying). And since Re[k
(1)
SPP,y] is commonly much smaller than

Im[k
(1)
SPP,y] (for good conductors), we can safely neglect it in most cases. Therefore,

the periodic intensity will have a phase of approximately φ = (Re[kSPP,x] − kx)x +

(Re[k
(1)
SPP,y] + kx)y. The second part of the term vanishes at y = 0 and kx = 0

for a normal incidence irradiation. Thus, the wavelength Λ of the periodic intensity

distribution is found to be

Λ ≈ 2π

kSPP,x
= λSPP (4.23)

The SPP wavelength λSPP has been predicted to correlate directly with the LSFL

wavelength λLSFL [18, 19]. Therefore, eq. (4.23) implies that the periodic intensity

distribution due to the SPP-Laser interference subsequently forms LSFL through

selective ablation.

4.2.1 Laser Incidence Angle Dependence of LSFL Formation

Since the periodic intensity function has an effective wavenumber 2π/Λ = Re[kSPP,x]−

kx, λLSFL will be dependent upon the incidence angle. Note that the relation 2π/Λ =

Re[kSPP,x] − kx is essentially equivalent to eq. (2.4) reported in the literature with

only a difference in spatial reference frame. Using kx = k0 sin θ, we can then derive

λLSFL as a function of θ as follows

λLSFL(θ) =
λ

λ
λSPP

− sin θ
(4.24)

4In the case of an incident plane wave. For a Gaussian pulse, the magnitude would be modulated
by the pulse envelope.
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we define the range of the incidence angle to be −90 ≤ θ ≤ 90. For −90 ≤ θ ≤ 0, the

laser field travels at an opposite direction to the propagating SPP field with respect to

the surface. As a result, the net phase is varying at a higher frequency. The opposite

happens for 0 ≤ θ ≤ 90, and a lower frequency spatial modulation is obtained.

4.3 Results and Discussions

4.3.1 Parameters at Silicon Melt Threshold

As outlined at the beginning of section 4.1, experimental and theoretical evidence

have indicated that at least 10% of the valence electrons have to be excited at the

threshold fluence of melt in semiconductors. We will use the value as a reference

for the subsequent carrier dynamics calculations. This justification is reasonable

considering the inherent uncertainties posed by the assumptions used in our model.

Ultimately, we will discuss whether the calculated parameters using our model are

within the reasonable limit of the values suggested in the literature.

The melt threshold of silicon used in the calculation is 0.2 J/cm2. Although this

value is slightly above the average threshold value observed in our experiments at

780 nm wavelength (see fig. 3.1), it is still well within the range of the reported melt

threshold in the literature [121]. The simulated pulse intensity follows a Gaussian

profile as described by eq. (3.1). Figure 4.3 shows the calculated laser and material

surface parameters at melt. A time step of 0.1 fs was used to achieve calculation

convergence. Two main variables were optimized in the calculation to yield the re-

sults: TPA coefficient β and Drude scattering time τD. This is justifiable considering

the value of β has not been well characterized in the literature at our irradiation

wavelength, while, as explained in section 4.1.2.1, τD is treated as an effective value.
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Figure 4.3: Simulated time dependent laser and material parameters at fluence =
0.2 J/cm2: a) transmitted laser intensity at the surface b) carrier density c) material’s
permittivity d) carrier temperature.

A maximum carrier density of 2 × 1022 cm−3 or 10% of valence electrons (fig. 4.3b)

is achieved at β = 15.5 cm/GW and τD = 1.5 fs. The determined β value is larger

than the currently accepted value in literature (see section 4.1). Several reasons

may contribute to the overestimation. Firstly, since m∗opt used in the calculation

is only a function of temperature, it is underestimated at high N (section 4.1.2.1).

This drives the plasma frequency ωp to be higher than its actual value, which causes

the calculated reflectivity to be effectively overestimated. Secondly, due to the 0-

dimensional treatment of the calculation, we neglect the effect of spatially varying

optical properties below the surface. Since a laser excited material is most reflective

at the surface, omitting multiple scattering effects below the surface also leads to
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an overestimated reflectivity [2]. In both cases, β becomes large to compensate for

the loss of transmitted intensity. Nevertheless, β = 15.5 cm/GW at 780 nm is not

unreasonable considering it still falls between the reported values at 620 nm and 800

nm [119–123].

As expected at the melt threshold, excited carrier density would reach a critical

value where the optical properties of the surface turn metallic. This is indicated by

a negative real part of the permittivity at the end of the pulse (fig. 4.3c). It has to

be re-emphasized, however, that this is a purely carrier response contribution. The

contribution of lattice motion to the change in the electronic structure is delayed,

and in general mirrors the phonon emission timescale [1, 4]. Therefore, a pure carrier

response formalism still gives a good enough approximation within the duration of the

laser pulse. Finally, the carrier temperature at the end of the pulse is determined to

be about 14000K (fig. 4.3d), which is within the carrier temperature range expected

at the melt fluence of silicon [6, 141]. Considering that the chosen β and τD values

yield fairly reasonable calculated materials parameters at melt, we will assume that

the same values apply for carrier dynamic calculations involving LSFL formation.

4.3.2 Angle Dependent LSFL Formation: Experimental Results

Single pulse irradiations of silicon step edge surfaces at Fp = 0.75 J/cm2 yield

LSFL of increasing periods at steeper incidence beam angles θ (fig. 4.4)5. This is

consistent with the initial prediction given by eq. (4.24). Curiously, no LSFL form

at θ = 50°. LSFL contrasts do return for θ larger than 50°. The explanation for the

anomaly has yet to be determined. Dark horizontal contrasts are also observed to

superimpose the formed LSFL structure. The nature of this contrast, too, requires

further examination.

All of the LSFL form with surprisingly uniform periodicity (long range order)

5Note that the peak fluence is kept constant at varying incidence angle. The spot size of the
beam varies with the incidence angle following πw2

0/ cos θ, assuming an ideal elliptical beam shape.
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Figure 4.4: LSFL formation at various incidence angles θ on silicon step edge surface.
The geometry of the irradiation follows the diagram shown by fig. 4.2 with h = 585
nm. The beam spot is centered at the step edge with a peak fluence of 0.75 J/cm2.
Laser polarization is oriented along the x-direction.
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despite a Gaussian distributed local fluence. This is a characteristic of SPP dispersion

at high plasma frequency, where kSPP,x → kx as Re[ε2] → −∞ [100]. As such, λSPP

becomes less effected by the change in fluence above a certain fluence regime. For the

sake of simplicity, we will treat λLSFL as an average value. Assessment of the LSFL

periodicities is done by 1-dimensional FFT analysis across the formed LSFL region.

The detail to the FFT method used will be discussed further in section 5.1.1. Normal

incidence irradiations form LSFL with a period of 753 ± 2 nm. While the largest

LSFL period observed at θ = 70° is 10 ± 2 µm.

4.3.3 Angle Dependent LSFL Formation: Comparison with Theoretical

Model

Figure 4.5: (left) Active interference area with average radius wa and local fluence
Fa at wa. (right) Gaussian spatial profile showing the effective fluence Feff .

Since the beam follows a Gaussian spatial profile, an effective fluence Feff has to

be defined to represent an average optical response leading to the LSFL formation.

Hence, we specify an active interference area of radius wa where LSFL formations

occur (fig. 4.5). In this area we will assume a uniform optical properties across the

active region. This is reasonable considering the slowly varying λLSFL observed.
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The effective fluence Feff is then defined as the average value of the Gaussian

fluence profile within the active region:

Feff =
1

2wa

( wa∫
−wa

Fpe
−2( x

w0
)2
dx

)
(4.25)

where the integral inside the bracket represents the total energy per unit length Ua.

In the case of normal incidence irradiation at peak fluence Fp = 0.75 J/cm2 and

beam spot size w0 = 43 µm (fig. 4.5), the active interference area radius wa = 26 µm.

This gives an Feff of 0.6 J/cm2. We will be using this effective fluence value in our

theoretical LSFL wavelength calculation.

Following eq. (4.24), we note that λSPP will depend on the SPP dispersion relation

given by eq. (2.11). However, as the dielectric constant continues to change with

time due to the increase in carrier density (and consequently, the plasma frequency),

the SPP wavelength would not have a well-defined value. In addition, using the

excited permittivity calculated at the end of the pulse would not be reasonable6

considering that SPP and laser interference has to occur within a time window during

the laser pulse. Hence, we define an effective time of interference τeff , when the optical

properties would correlate to the observed LSFL wavelength.

Based on eq. (2.11), we can construct a map of all possible complex permittivity

values that yield the observed LSFL wavelength of 753 nm at normal incidence irradi-

ation (fig. 4.6). A plot of the time varying parametric ε2 curve would ideally intersect

a point corresponding to the observed SPP wavelength at τeff . Hence, we determine

an ideal ε2 of -10.4 + 6.9i at τeff = -18 fs for the interference. Note that τeff is very

close to the peak intensity of the Gaussian pulse located at 0 fs, which is expected

considering the largest energy absorption would occur near the peak intensity. As

such, we will assume that the chosen τeff applies to all calculations at other incidence

6As in the case for the calculations done in Refs. [19, 142]
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angles. The calculated ε2 corresponds to a plasma frequency ωp of 1.23 × 1016 Hz (or

0.08 fs), which is much faster than the laser pulse duration (150 fs). Therefore, SPP

coupling within the pulse duration is reasonable.

Figure 4.6: SPP wavelength map in the complex permittivity plane with the calcu-
lated time varying silicon permittivity ε2 at Feff = 0.6 J/cm2 and normal incidence.
The effective interference time τeff is determined to be at the point silicon permit-
tivity curve yields the average observed LSFL (and SPP) wavelength (753 nm).

As we have discussed prior, calculations at other incidence angles are performed

on the assumption that a constant τeff is determined empirically from observation

at normal incidence irradiation. The calculated as well as the measured λLSFL are

presented in fig. 4.7. Each measured data point contains an average from three

sample images. The calculated λLSFL using our model show very good agreements

with experiment, especially around θ = 10 - 30°. At larger θ, the calculated values

become slightly underestimated. This might be due to several main reasons.
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First, at our irradiation fluence, the simulated chemical potential µ reaches up-

wards of 3.5 eV at τeff . Hence, the band structure model used in determining the heat

capacity of our carrier system becomes less adequate. Even more so at higher θ ap-

proaching the Brewster’s angle, where the reflectivity approaches 0. A complete band

structure model is needed to yield a more accurate result. However, this might not be

practical either considering band structure modification occurs within the duration

of the pulse due to many body interactions of the carriers [4].

Figure 4.7: Theoretical and experimental LSFL wavelengths on silicon by single
pulse irradiations at 780 nm.

Second, the implication of a dynamic band structure variation within the pulse

duration may include additional carrier excitation processes. It has been shown that
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electron tunneling may become important for laser intensity larger than 1012 W/cm2

[4]. In addition, the contribution of impact ionization in our model may also change at

higher excitation fluence, considering we only assume a constant ionization coefficient

obtained from a linear fit (section 4.1.1).

Third, as we have discussed in section 4.3.1, β is likely to be overestimated in our

model since we neglect spatial dependencies in our system. Finally, τeff is likely to be

intensity, and consequently θ, dependent. Deriving its value from the data obtained

at normal incidence irradiation would definitely cause increasing errors at larger θ.

However, the experimental measurements already yield increasing uncertainties at

larger θ to begin with. Hence, the assumption yields the minimum error possible.

Since the LSFL formation dynamics is inherently complex and happens at an ultra-

fast timescale, an accurate treatment to the problem is still lacking and is limited by

the current state of the art understanding of ultrafast laser-matter interactions. Nev-

ertheless, our result shows that SPP laser interference gives an accurate prediction

of the formed LSFL characteristics, which extends its validity as the dominant LSFL

mechanism for semiconductors.
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CHAPTER V

Control and Mechanisms of Low Spatial Frequency

Laser Induced Periodic Surface Structures

Formation using Plasmonic Microstructures

This chapter aims to demonstrate the extent of experimental control we can im-

pose on LSFL formation based on the SPP-laser interference model outlined in chap-

ter IV. So far, we have established a strong connection between the periodic intensity

arriving on a silicon surface during an ultrafast laser pulse irradiation and the corre-

sponding LSFL formation characteristics. Looking back at eq. (4.22), the periodically

varying term has an amplitude that is proportional to the SPP magnetic field ampli-

tude A. Therefore, we would expect a higher intensity LSFL structure when the SPP

field is strong. Several factors affect the coupling of an SPP mode, one of them being

the conductivity of the material. A good conductor such as gold satisfies the coupling

requirement inherent in eq. (2.11) and therefore is an ideal plasmonic material. Note

that kSPP,x is complex in metals, following a complex ε2(ω). Hence, the decay length

of an SPP mode is described by the imaginary part of kSPP,x, which is proportional

to Im[ε2(ω)] (see [100] eq. 2.6). The intrinsic dielectric constant of gold at 780 nm is

-24.19 + 1.73i (interpolated from [116]), and since |Re(ε2)| >> Im(ε2(ω)), we would

expect a low SPP loss and a strong SPP resonance for gold.
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Following the above premise, gold mesa features are fabricated on silicon substrate

as outlined in section 3.5.1. These structures serve as the initial SPP coupling surface.

Single pulse exposures at 780 nm at the edge of the structure would yield LSFL, as

observed in the case of silicon step edge structures. In this case, however, SPP field

launched by the gold surface yields substantially stronger surface modulations. We

will further observe the effect of structure geometry, polarization orientation, and

fluence on the formed LSFL characteristics. Regarding irradiation polarization, we

will observe LSFL formations where SPP are not possibly coupled to the materials

surfaces. In that case, we argue that near field diffraction becomes the dominant

LSFL formation mechanism instead. Finally, we will examine 2-dimensional periodic

structure formations using the interference of multiple SPP coupling sources with the

laser; furthering the extent of our surface modification capabilities.

5.1 TM Polarized Irradiations of Gold Mesa on Silicon

Figure 5.1: LSFL formation on 110 nm (left) and 720 nm (right) tall Au mesas on
Si using single pulse TM polarized beam irradiations at F = 0.75 J/cm2. The beam
is centered at the edge of the gold mesas.
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We begin by examining single pulse irradiations with polarization perpendicular

to the mesa structure’s edge. In this case, the magnetic field is parallel to the step

edge. Therefore, we designate the familiar transverse magnetic (TM) term to the

condition. LSFL formations on 110 nm and 720 nm tall mesas at F = 0.75 J/cm2

and normal incidence are shown in fig. 5.1. The formed LSFL amplitudes on the

silicon substrate are on the order of 100 nm [76]. A massive increase in the LSFL

visibility and area of formation on silicon can be observed as we go from 110 nm to

720 nm tall mesa. Curiously, a seemingly opposite behavior occurs on gold. We will

discuss this phenomenon further in section 5.1.4.

5.1.1 Periodicity Analysis

A fast Fourier transform (FFT) is used to obtain the periodic distributions of the

formed LSFL patterns. Calculations are performed along the wavevector of the LSFL

at multiple adjacent positions. The FFT algorithm for the analysis used is shown in

appendix D. It is important to note the limited capabilities of FFT analysis in this

case. The frequency resolution ∆f of a Fourier transform is denoted by:

∆f =
1

X
(5.1)

where X is the total length of the sample. Due to the relatively small region of LSFL

formed (spot size dependent), the frequency resolution of the Fourier transform will

also be small. To resolve the issue, the frequency resolution can be increased by

applying zero-padding to the data. Caution must be exercised, however, since zero

padding inherently applies a sinc function convolution to the frequency domain repre-

sentation. In addition, zero-padding would not add resolving power for distinguishing

nearby hidden frequency peaks. Nevertheless, the method is valid for resolving LSFL

periodicity considering that LSFL wavelengths observed in this study vary slowly
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with local fluence.

Figure 5.2: LSFL period distributions resulting from single pulse TM-polarized
irradiations (F = 0.75 J/cm2) of a) 720 nm tall mesa b) and c) 110 nm tall mesa.
Periodicity analysis are performed at the boxed region. A faint LSFL pattern is
apparent on the gold surface in a). Unfortunately, its corresponding periodicity could
not be resolved.

The calculated period distributions of the formed LSFL in fig. 5.1 are presented

in fig. 5.2. An average LSFL period of 765 ± 3 nm on silicon is found for the case

of the 720 nm tall mesa (fig. 5.2a), which is larger compared to the LSFL period
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observed on the silicon step edge irradiated at the same fluence (section 4.3.2). The

increase in LSFL period in the presence of gold mesa structure can be attributed to the

field enhancement produced at the gold edge. Localized plasma resonance produced

by metals have been well-observed to increase the optical absorption of neighboring

semiconductors [143, 144]. Hence, as the plasma frequency of silicon increases due to

enhanced carrier generation rate, the SPP and subsequent LSFL wavelengths would

also increase.

Figure 5.2b shows an average LSFL period of 753 ± 4 nm on silicon for 110 nm

tall mesa irradiation. The decrease in period is directly related to the smaller gold

step edge surface area, in which less energy would be confined by the surface plasmon

mode resulting in a weaker field enhancement. A consequently weaker absorption is

also evident when looking at the less well-defined optical contrast produced by the

structure as well as smaller the LSFL area formed. Meanwhile, the LSFL period

on gold is found to be 764 ± 7 nm (fig. 5.2b). The period is consistent with the

theoretical intrinsic gold SPP wavelength at 780 nm, which equals to 764 nm (using

eq. (2.11)).

5.1.2 TM Irradiation Frequency Domain Simulation

In order to further investigate the effect of gold mesa geometry on the intensity

of LSFL formation, we utilize a finite element method (FEM) based electromagnetic

field solver (COMSOL). The details of the method are outlined in section 3.7. As the

calculations are performed in the frequency domain, material parameters are kept

constant. An excited silicon permittivity of -10.4 + 6.9i (at F = 0.75 J/cm2) is

obtained from section 4.3.3. While, the permittivity of gold is kept at its intrinsic

value (-24.19 + 1.73i). This is a reasonable assumption considering that gold carrier

density increases by only a factor of ∼1.5 at this fluence [145]. The incident beam

waist w0 used in all calculations is 10 µm. Figure 5.3 shows the resulting periodic
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intensities at the gold and silicon surfaces near the step-edge at various mesa heights.

The periodic intensity is obtained from the x-component of the resulting electric field,

which is the strongest field component interfering with the SPP.

Figure 5.3: TM irradiation simulation results at various mesa heights showing rela-
tive intensity of the x-field on the a) gold and b) silicon surfaces. An increase in the
periodic intensity amplitude is observed on the silicon surface at taller mesa height.
Meanwhile, periodically varying amplitude is observed on the gold mesa surface.

Two different behaviors are shown on the silicon and gold surfaces. First, an

increasing periodic intensity amplitude is observed on silicon surface as mesa height

increases (fig. 5.3b). The result is consistent with the increase in the formed LSFL

intensity on silicon at 720 nm shown in fig. 5.1. On the gold surface, a periodically

varying amplitude is observed as mesa height increases (fig. 5.3b). The intensity

amplitude of 110 nm tall mesa is shown to be significantly larger than 720 nm tall
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mesa. This, again, matches with our experimental result, as LSFL formation has been

shown to be stronger on the gold surface at 110 nm compared to 720 nm tall mesas

(fig. 5.1). Note that, in both cases, the periods of the intensities are always less than

the wavelength of the laser, consistent with the SPP-laser interference hypothesis.

5.1.3 SPP Coupling Mechanism on the Step Edge Structure

Figure 5.4: Diagrams showing possible SPP coupling mechanisms on gold mesa
structures and a silicon substrate. In each case, kSPP is larger than k0 prompting
a need for extra momentum provided by scattered light. The x’-axis is parallel to
the step edge surface. Note that incident beam is focused. Hence, it has an incident
wavevector distribution (i.e. not just at normal angle) related to the beam spot size.
In other words, since photon travels straight in a homogeneous medium, a normal
incident beam with finite spot size may transfer momentum parallel to the surface
and is depicted by the non-normal incident wavevectors in a) and c).
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SPPs have been well-known to couple at surface features or discontinuities [146].

Here, we present a simplified model of the SPP coupling processes at the step-edge

feature to physically interpret the experimental and simulated results we have dis-

cussed so far (fig. 5.4). Since the SPP wavenumber kSPP is always larger than the

laser wavenumber k0 (see section 2.3.2), additional momentum has to be supplied by

way of light scattering for the SPP mode to couple. We utilize a simple conservation

of momentum argument to explain the process. Scattered beam propagating in the

opposite direction relative to the SPP propagation would yield additional momentum

ks
1. Hence, the change in momentum provided by the incident and scattered beam

would match the momentum required for SPP coupling.

In fig. 5.4a, SPP coupling occurs at the edge of the gold surface leading to the

condition kSPP,x = k0,x + ks,x (note that since k0,x and ks,x have opposite directions

against each other relative the coupled surface, the two wavenumbers are summed

instead of subtracted), in which an SPP propagates along the negative x-axis. Another

coupling process occurs on the gold step edge surface yielding SPP propagation in

the positive x’-axis, which is parallel to the step edge surface (fig. 5.4b). Hence,

additional local field will be concentrated at the silicon-gold interface. Empirically

speaking, the coupled SPP field strength would be proportional to the metallic surface

area [143, 144]. This explains the stronger field enhancement produced by a taller

mesa structure. As the silicon surface undergoes metallic transition and is able to

support SPP modes, coupling may also occur at the silicon-gold edge (fig. 5.4c). The

direction of the SPP propagation is reversed on the silicon surface due to reflection

at the step-edge, whose coefficient increases with step-edge height [147].

From the three coupling scenarios presented, SPP field strength at the silicon

surface is hypothesized to increase with mesa height, which is exactly what we have

1The scattered beam can be viewed as the consequence of interfering Huygens wavelets that
needs to satisfy the boundary conditions imposed by the conducting step-edge geometry. Since the
scattering surface is discontinuous, scattered beams will be generated in all directions.
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observed empirically and through simulations. The SPP field strength at the gold

surface, however, is affected more by the phase matching condition imposed by the

step-edge geometry, which we will discuss shortly. Note that the coupling mechanisms

outlined above is very much analogous to the grating assisted SPP coupling process.

In the case of grating coupling, however, coherent scattering leads to well-defined

diffraction orders.

5.1.4 Specular Phase Matching Condition

Figure 5.5: Diagram of phase matching conditions at various mesa heights leading
to variations in the coupled SPP intensity. The blue and red lines represent the phases
of the specularly reflected beams.

Corresponding to the simulated varying periodic intensity field on the gold surface,

we construct an argument based on the phase matching of the specularly reflected

beams from the gold and silicon surfaces2 (fig. 5.5). Depending on the mesa height, the

reflected beams would differ in phase. Hence, when the mesa height is close to nλ/4,

where n is a positive odd integer, the reflected beams would interference destructively.

From a conservation of energy point of view, this leads to the increase in the scattered

light intensity in all directions. Consequently, according to section 5.1.3, the coupled

SPP field intensity would become larger. If, instead, the mesa height is close to

2Assuming that the silicon substrate is in a transient metallic state.

67



nλ/2, where n is a positive integer, the reflected beams would interfere constructively

resulting in a weaker coupled SPP field intensity.

In both cases, the SPP intensity will be proportional to the formed LSFL am-

plitude as we have observed in fig. 5.1. Note that in the case of 110 nm tall mesa

irradiation, the large calculated periodic intensity amplitude is not solely responsible

for the enhanced LSFL formation on gold. Femtosecond laser damage threshold of

gold thin films have been observed to decrease below the bulk value for thicknesses

below 180 nm, due to a limited hot electron diffusion [148]. As such, a larger damage

area is expected to begin with. However, we still observed a significant attenuation of

LSFL intensity at 720 nm tall mesa above the gold damage threshold (∼0.7 J/cm2 at

780 nm), which matches with with the simulated results. As a side note, the height

dependencies we have established above are not exact, considering the non-ideal step-

edge geometry of the mesa as well as the plane wave formalism used in the argument.

Nevertheless, the formalism has been demonstrated to be valid in the case of mesa

height below λ.

5.2 TE Polarized Irradiations of Gold Mesa on Silicon

When the beam polarization is oriented parallel to the mesa edge, a reduction in

LSFL contrasts are observed for both 110 nm and 720 nm irradiated samples (fig. 5.6).

In this case, ideally, SPPs would not be coupled (see section 2.3.2. As such, SPP-

laser interference should not occur. We do, however, observe a well-defined LSFL

formation on the 720 nm mesa sample. This suggests that other mechanisms not

involving SPPs are taking place. Near field diffraction as a formation mechanism

has been suggested by prior studies [22, 76]. Hence, in this section we will present

extensions to the hypothesis.
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Figure 5.6: LSFL formation on 110 nm (left) and 720 nm (right) tall Au mesas on
Si using single pulse TE polarized beam irradiations at F = 0.75 J/cm2. The beam
is centered at the step edge of the gold mesa.

In the case of a 110 nm tall mesa sample, a clear LSFL pattern is not apparent.

Instead, we observe crosshatch periodic contrasts on the edge of the ablation crater

on silicon as well as the gold surface. The crosshatch patterns, however, are the result

of multiple SPP interference, which are coupled at the edge of the hexagonal mesa

sample (this effect has been shown in [76]). Accordingly, this effect is not apparent

in the case of a 720 nm tall sample due to the weak SPP coupling at the gold surface

(section 5.1.4).

The LSFL period distribution of the 720 nm mesa sample is shown in fig. 5.7. The

distribution shows an average period of 778 ± 4 nm, which is comparatively larger

than the TM polarized irradiation result (fig. 5.2). Note that periodic components

larger than the laser wavelength are measured. As we already discussed prior, this is

improbable in the case of SPP-laser interference. We would then suggest that near

field diffraction becomes the dominant mechanism of the LSFL formation.
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Figure 5.7: LSFL period distribution on silicon resulting from single pulse TE-
polarized irradiations (F = 0.75 J/cm2) of a) 720 nm tall mesa. Periodicity analysis
are performed at the boxed region. LSFL is shown to have periodic components larger
than the laser wavelength.

5.2.1 TE Irradiation Frequency domain Simulation

Frequency domain simulations are performed with the laser polarization oriented

along the z-axis fig. 5.8. The relative intensity is calculated from the z-component

of the electric field. The resulting periodic intensity on silicon shows an increase in

amplitude as the mesa height increases. For a mesa height of 110 nm, a periodic

signal is barely apparent due to the short propagation distance to the silicon surface.

For 720 nm tall mesa calculations, we observe a larger but quickly decaying periodic

intensity amplitude. In general, the relative amplitudes observed in this case is much

weaker than the TM simulation results, which is consistent with our experimental

observations. The periods of the varying intensity are nonuniform and generally

larger than the laser wavelength, which is characteristic of a diffraction pattern. It is

then very likely that the formed LSFL characteristic we have observed in fig. 5.7 on

silicon is related to the near field diffraction. As a side note, the calculated intensity

on the gold surface shows no periodic variation (not shown), which indicates ordinary

laser absorption.
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Figure 5.8: TE irradiation simulation results at various mesa heights showing rela-
tive intensity from the electric field along the z-direction on the silicon surface. An
increase in the periodic intensity amplitude is observed as the mesa height increases.
No periodic intensity variation is observed on the gold surface (not shown).
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5.3 Fluence Dependence of the Formed LSFL Wavelength

Figure 5.9: LSFL period distributions calculated at the boxed region for 720 nm
tall Au mesa single pulse TM-polarized irradiation at a) F = 0.75 J/cm2, b) F =
0.5 J/cm2, c) F = 0.3 J/cm2. Period increase proportional to the beam fluence is
observed.

According to eq. (2.11), the SPP wavelength, λSPP , will depend on the excited

permittivity ε2 of the material. As we have established in section 4.1.2, ε2 varies with

the degree of carrier excitation dictated largely by the free carrier response. In general,
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as Re[ε2] decreases so will kSPP,x, which implies that λSPP and, subsequently, λLSFL

would increase with fluence. Figure 5.9 shows LSFL formed at 3 different fluences by

TM irradiation of 720 nm tall mesa samples. The evaluated regions are placed at the

same distances away from the step edge3. Here, we observe the predicted increase in

λLSFL as fluence increases. The average LSFL periods measured are 754 ± 1 nm, 757

± 2 nm, and 765 ± 3 nm for F = 0.3, 0.5, and 0.75 J/cm2, respectively. Again, the

periods are consistently found to be shorter than the laser wavelength.

In the case of TE irradiated samples, an opposite LSFL formation behavior on

silicon is observed as fluence increases (fig. 5.9). The LSFL formed with average pe-

riods of 802 ± 4 nm, 787± 9 nm, and 778 ± 4 nm for F = 0.3, 0.5, and 0.75 J/cm2,

respectively. The LSFL wavelengths are then generally equal or larger than the laser

wavelength, reemphasizing the difference in the LSFL formation mechanism compared

to the TM irradiation cases. The nature of the decreasing LSFL periods as fluence

increases, however, is still unclear, since the varying intensity periods produced by

near field diffraction typically only depends on the distance between the observation

plane and the diffracting surface [99]. Nevertheless, a strong correlation of the for-

mation mechanism to near field diffraction is apparent when taking into account the

experimentally observed characteristics and previously discussed simulation results.

3This is done to ensure that the increase in local fluences between the three instances stays
proportional to the increase in peak fluence. Unfortunately, the LSFL regions near the mesa edge
are mostly not resolvable due to surface damage.
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Figure 5.10: LSFL period distributions calculated at the boxed region for 720 nm
tall Au mesa single pulse TE-polarized irradiation at a) F = 0.75 J/cm2, b) F = 0.5
J/cm2, c) F = 0.3 J/cm2.
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5.4 2-Dimensional Periodic Structure Formations

Figure 5.11: 110 nm tall triangular gold mesa irradiation at F = 0.5 J/cm2 showing
the formation of periodic nanojets due to multiple SPP interference with the laser.
The beam position is centered at the apex of the gold structure. SEM tilt is at 60°
from surface normal.

Expanding on the theory of SPP-laser interference, the presence of multiple SPP

sources has the possibility to yield 2-dimensional periodic structures. Figure 5.11

shows a single pulse irradiation of multiple gold edges oriented at angle γ = 60°.

Crosshatch patterns can be observed on the silicon substrate surface indicating SPP

propagations from the two edges. This is possible due to SPP transmission across a

shallow step-edge [147]. More interestingly, however, the crosshatch pattern form on

gold shows a remarkable periodic alignment. Upon further observation using SEM,

periodic gold nanojets are shown to form with heights reaching up to 1 µm.

The formation of nanojets has been well-observed on thin gold films using single

pulse femtosecond laser irradiations [149–151]. Possible formation mechanisms of the

structure include Marangoni convection [149] and cavitation bubbles near free liquid

surface [151]. In addition, nanojets has also been shown to form on surface plasmon-

enhanced hotspots on gold [150]. In general, the irradiated gold films in the literature

75



and in our study show clear indications of melt. For instance, the formation of droplets

at the end of the jets structure can be explained by the surface tension of liquid gold

phase [152]. Considering the height of the nanojets, the irradiated gold has to stay

molten for an extended period ot time relative to the ultrafast timescale in order

for a significant degree of convection to take place. This is reasonable considering,

in gold, energy is transferred to the lattice relatively slowly due to a weak electron-

phonon coupling [153]. Moreover, thermal diffusion to the bulk is also limited by the

heterogenous interface. Hence, thermal energy is confined within the small volume

of the film, which creates large compressive stress following a rapid expansion of the

molten state. The above dynamics is further supported by a time-resolved study done

by Unger et al., in which nanojets are observed to form after about 250 ns [151]. The

observed formation time falls within the melt solidification timescale of ultrafast laser

irradiated materials (fig. 2.1).

5.4.1 Multiple SPP-Laser Interference

The relative total intensity produced by interfering SPP and laser fields follows:

It ∝ | ~Et|2 (5.2)

where ~Et = ~E
(1)
SPP + ~Elaser is the total field. We can expand the formalism given by eq.

(4.20) for the laser field and eq. (2.8a) for the SPP field (in the dielectric medium)

to include additional z-coordinate. Hence, the incident laser field can now be written

as:

~Elaser(x, y, z, t) = (E0, 0, 0)ei(−kyy−ωt) (5.3a)

~Elaser(x, y, z, t) = (0, 0, E0)e
i(−kyy−ωt) (5.3b)
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where ky = k0 = 2π/λ. Equation (5.3a) and eq. (5.3b) denotes incident fields with

polarizations along the x and z-axes, respectively. SPP launched from multiple edges

oriented at an angle γ is illustrated in fig. 5.12c. In the illustration, both SPP fields

propagate in an opposing direction to each other on the x-z plane, while the laser

field is coming into the page along the y-axis.

Figure 5.12: a) Nanojets formation on 110 nm tall triangular gold mesa at F =
1 J/cm2 using a single pulse irradiation. The beam position is centered at the apex
of the mesa. b) Autocorrelation of the periodic structure performed on the boxed
region showing hexagonal alignment. c) Multiple SPP-laser interference scheme. d)
Corresponding intensity distribution obtained from interference calculation showing
similar hexagonal pattern as the nanojets. The colorbar denotes intensity normalized
to the laser amplitude.
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In accordance with fig. 5.12c, the SPP fields can then be derived as follows:

~E
(1)
SPP,1(x, y, z, t) =

− Ac

ωε1
√

1.086
(k

(1)
SPP,y cos (γ/2),−kSPP,x cos (γ/2) + kSPP,z sin (γ/2),−k(1)SPP,y sin (γ/2))

ei(kSPP,xx+k
(1)
SPP,yy+kSPP,z(z−zub)−ωt) (5.4a)

~E
(1)
SPP,2(x, y, z, t) =

− Bc

ωε1
√

1.086
(k

(1)
SPP,y cos (γ/2),−kSPP,x cos (γ/2) + kSPP,z sin (γ/2),−k(1)SPP,y sin (γ/2))

ei(−kSPP,x(x−xub)+k
(1)
SPP,yy+kSPP,z(z−zub)−ωt) (5.4b)

where,

kSPP =
2π

λ

(
εgold(ω)

1 + εgold(ω)

)1/2

(5.5a)

kSPP,x = kSPP cos (γ/2) (5.5b)

kSPP,z = −kSPP sin (γ/2) (5.5c)

k
(1)
SPP,y = −

((ω
c

)2
− (kSPP )2

)1/2
(5.5d)

xub and zub denote the upper boundaries of the simulated x and z coordinates. An

extra term c/
√

(1.086) 4 is added to eq. (5.4a) and eq. (5.4b) in order to normalize

the SPP fields to the laser field amplitude E0. The intensity distribution It(x, z) at the

gold surface calculated using E0 = 1, A = B = 0.25, and γ = 60° is shown in fig. 5.12d.

The intensity is obtained from the total field component parallel to the x-z plane

(parallel to the polarization of the laser). Figure 5.12a shows another gold nanojets

formation at F = 1 J/cm2 and γ = 60°. A corresponding autocorrelation image

4c is the speed of light
5Assuming a coupling efficiency of A2/E0 ∼ 4% at each edge.
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is presented in fig. 5.12b, which includes average nanojets spacings measurement.

The alignment and spacings of the nanojets show very good agreements with the

theoretically calculated intensity distribution.

Further irradiation of hexagonal (γ = 120°) and square (γ = 90°) gold mesas show

nanojets formation of different 2D periodic alignments (fig. 5.13). Again, the mea-

sured spacings of the nanojets matches reasonably with the theoretical calculation in

both cases. Note that in fig. 5.13a, the calculated intensity distribution is identical

to the one showed in fig. 5.12 due to the symmetry of the calculation. In addition,

the calculated periodic intensity amplitudes reach up to 35% of E0 using the param-

eters specified, which would be sufficient to induce localized hotspots resulting in the

nanojets formation.
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Figure 5.13: Nanojets formation on 100 nm tall a) hexagonal b) square gold mesas
at F = a) 1 J/cm2 b) 0.75 J/cm2 using single pulse irradiations. The beam position
is centered at the corner of the mesas. The corresponding autocorrelation and the-
oretical intensity distribution are shown. The colorbar denotes intensity normalized
to the laser amplitude.
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CHAPTER VI

High Spatial Frequency Laser Induced Periodic

Surface Structure Formation in Silicon: Laser

Coupling with Point Defect Induced Islands

HSFL occurrence on silicon is rarely reported in the literature. The earliest ob-

servation of silicon HSFL is reported by Costache et al. using an 800 nm laser with

100 fs pulse duration and 1kHz repetition rate [95]. In the study, HSFL is reported

to form parallel to the laser polarization. The details of the report, however, were

not well described. Only a single low resolution SEM image of the nanostructure is

presented. Within our study, we have not been able to reproduce the HSFL observed

in [95] using similar laser parameters and irradiation conditions1. Note that our ex-

periments were only done in a high vacuum (∼10−5 mbar) instead of an ultra-high

vacuum. In a more recent study, parallel HSFL formation is reported using an 800 nm

high repetition rate (76 MHz) laser [154]. The HSFL orientation, however, has been

shown to be a function of raster irradiation speed, which adds another parameter to

the already complicated formation mechanism.

The first observations of perpendicular HSFL formation on silicon were done by

1The equivalent reported irradiation parameters for HSFL formation in [95] are: F = 0.065 J/cm2,
60000 exposures. Silicon (100) surface were treated with HF to remove initial native oxide layer.
The irradiations were done under ultra-high vacuum condition ( 10−9 mbar)
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Le Harzic et al. [89, 97].2 This is accomplished using an 80 MHz repetition rate

femtosecond laser in the NIR wavelength range. Since then, the formation of perpen-

dicular silicon HSFL have been reproduced in other studies, all using high repetition

rate (MHz range) femtosecond lasers [154, 158]. The corresponding mechanism of for-

mation, however, is still largely under debate. Suggested mechanisms include second

harmonic generation, surface plasmon generation, and heat accumulation.

From what we have discussed so far, the underlying consensus would be that the

formation of HSFL on silicon requires either high repetition rate or environmental

conditions besides ambient air. This certainly brings up the question as to why only

those specific parameters result on silicon HSFL formations. In this chapter, we

report yet another HSFL formation on silicon. The significance of our result lies in

the observation of a direct correlation between the formation of HSFL with the growth

of a novel precursor nanostructure below the threshold fluence of melt. So far, the

nanostructure is observed to form in both air and vacuum using a 1KHz repetition

rate laser at 390 nm wavelength but not at 780 nm. We propose that the increase in

the photon energy at 390 nm results in a more efficient point defect generation due

to the dominance of single photon absorption across the direct gap of silicon.

6.1 The Effect of Wavelength

Following single pulse laser irradiation above the ablation threshold, optical images

of silicon show ablation crater and melt morphologies. A more distinct melt contrast

is apparent at 390 nm wavelength compared to 780 nm (fig. 6.1b). The contrast

indicates light scattering from a larger amorphized volume, which corresponds to a

larger absorption length. This is rather counterintuitive since the linear absorption

2Irradiations were performed in air. As such, oxide layer is formed and has to be removed to
observe HSFL. On a side note, HSFL has previously been observed on Si for irradiations in liquid
environments [155–157]. The HSFL formation dynamics in liquid, however, is beyond the scope of
this thesis.
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length at 390 nm is 15 times smaller than at 780 nm to begin with. However, as we

have already discussed in section 4.1, absorption becomes strongly nonlinear at 780

nm near the melt threshold, which contributes to a decrease in the absorption length.

In addition, since the effective nonlinear absorption coefficient is intensity dependent,

energy is spread out over a larger volume within the pulse duration resulting in an

inefficient melting. In the case of 390 nm irradiation, strong linear absorption may

already confine absorbed energy at a smaller volume. This, in turn, increases the

average amount of energy absorbed per atom. As such, a higher degree of structural

amorphization may occur at a lower intensity near the surface.

Figure 6.1: a) Ablation and melt thresholds of silicon at 390 nm and 780 nm
wavelengths. A distinct ablation/melt threshold ratio is apparent between the two
wavelengths. b) Optical images of single pulse laser damage morphology showing
ablation crater and melt contrast.

A decrease in the single pulse ablation and melt thresholds of silicon is then

expected at 390 nm compared to 780 nm wavelength. Surprisingly, however, the de-

crease in the thresholds observed in our experiment is also accompanied by a factor
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of two decrease in the melt to ablation ratio (fig. 6.1a). While ultrafast laser ablation

on silicon is a rapid thermal process [103] (section 2.1.1), the accompaniying ultrafast

laser melting has been strongly hypothesized to be non-thermally induced [159]. The

decrease in the melt to ablation ratio then implies that more efficient non-thermal

melting dynamics occur at 390 nm compared to 780 nm. Considering that the photon

energy at 390 nm (3.18 eV) is comparable to the band gap energy at the Γ-point and

along the L-valleys (∼3.4 eV [160]), significant promotion of electrons to the anti-

bonding states may occur without momentum transfer, taking into account band-gap

renormalization [5]. Hence, the excited carrier density required for non-thermal melt-

ing3 can be achieved at a lower intensity [159], consistent with our earlier discussion,

since TPA is no longer required for a direct band transition. Note again that at

fluences above the ablation threshold, rapid phase transformation leading to material

removal is still thermally induced. Therefore, the ablation threshold depends more on

the total energy rather than the density of the excited carriers, which further explains

the decrease in melt/ablation thresholds ratio at 390 nm.

6.1.1 Point Defect Generation

Below the melt threshold, a significant disruption to the lattice may still occur,

characterized by the band-gap collapse phenomenon [1]. Although reversible lattice

deformation is observed after a single pulse irradiation below melt [8, 44], it has been

suggested that point defects may still be generated and accumulate over multiple

pulses [10, 11]. The proposed mechanism for laser induced point defect generation is

depicted in fig. 6.2.

A decrease in the bonding state charge density due to carrier absorption weakens

the attractive part of the interatomic potential [6]. At the same time, the charge

density populates the interstitial region of the lattice [4, 6]. While the lattice is

3For now, it is reasonable to assume that at least 10% of the valence electrons has to be excited
for non-thermal melting to occur at 390 nm irradiation.
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Figure 6.2: Simplified point defect generation scheme via ultrafast laser induced
transient order-disorder transition of the lattice.

still at room temperature, the decrease in the attractive potential barrier causes an

increase in the average interatomic spacing. As further absorption occurs, and the

potential barrier effectively disappears, ”free” ions may drift from its lattice site at

a constant near room temperature velocity4. The subsequent atomic displacement

may reach up to 1 angstrom in a picosecond [9, 159]. As excited carriers relax to the

ground state, the interatomic potential is restored, but the material does not melt.

Nevertheless, the recombination of carriers may effectively occur at interstitial sites

where the noted charge density is high [4, 6]. In such case, vacancy-interstitial pair

formations are probable.

Generated point defects will create local high stress states within the lattice [161],

which may manifest into a variety of periodic surface nanostructures via diffusion

and strain relaxation mechanisms [11, 24]. So far, such nanostructure formations are

not observed for 780 nm laser irradiation on silicon. However, the accelerated linear

4Note that a small energy transfer to the lattice by phonon coupling, absent in the idealized two
temperature model, has been shown to induce further noticable acceleration of the ions [6].
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carrier excitation process at 390 nm wavelength may be suitable for an efficient point

defect generation. We have indeed observed the formation of high stress state periodic

surface nanostructures using 390 nm laser irradiations. The details, of which, will be

presented below.

6.2 Modified Silicon Surface Morphologies in Vacuum

Multiple pulse irradiation of silicon is performed in a vacuum environment in order

to suppress any laser induced oxidation due to elevated temperature [162]. A variety

of nanostructures are observed near and below the melt threshold of silicon at 390

nm using multiple exposures. Figure 6.3 shows irradiation at a peak fluence of 52

mJ/cm2 and 5000 exposures. The local fluence decreases away from the spot center

and follows a Gaussian spatial intensity distribution. Close to the center of the spot at

a local fluence of 50 mJ/cm2 (fig. 6.3a), above the single pulse melt threshold, LSFL

contrast with an average period of 360 nm is observed. This is expected considering

that SPP mode is supported as the silicon optical properties would turn metallic

above the melt threshold (section 4.3.1). The bright contrast also indicates that the

surface undergoes amorphization post irradiation. The amorphized layer occurs due

to the rapid resolidification of the laser induced melt [163]. Note that the melting of

silicon would essentially disrupt any existing surface morphology, which explains why

no other nanostructures beside LSFL form at this region.

At the edge of the modified surface region, at a local fluence of 37 mJ/cm2

(fig. 6.3d), we observe a periodic nanostructure formation we refer to as islands.

The occurrence of islands has been observed in a wide range of semiconductors using

ultrafast laser irradiations [10, 11, 164]. Interestingly, such structure has also been

well studied to occur in semiconductors using ion sputtering techniques [23, 165, 166].

Within the ion beam literature, the islands (or nanodots) formation has been agreed

to be the result of competition between roughening due to surface curvature depen-
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Figure 6.3: SEM images of silicon irradiated by 5000 pulses at 390 nm in vacuum
showing a) LSFL b) HSFL c) bifurcated islands d) island formation near the threshold
of melt. The local fluence Fl of each region (a-d) is calculated assuming a quasi-
symmetrical Gaussian beam shape. The spot size of the beam is 24 µm.
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dent sputtering and smoothing via surface relaxation mechanisms5 [165, 167, 168]. It

has been pointed out, however, that an additional roughening mechanism involving

point defect generation and diffusion may play a significant role within the formation

kinetics of the nanodots [24]. The hypothesis stems from the discrepancy between

the experimentally measured residual stress and the theoretical value involving only

ion implantation formalism [24, 169]. Indeed, an experiment involving Mo seeded sil-

icon samples concludes that additional stress state enhances the efficacy of nanodots

pattern formation [170].

The concept of point defect induced stress state leading to periodic islands forma-

tion has been echoed within the laser community [10, 11]. Most recently, these island

structures has been observed to evolve into HSFL via light coupling in GaAs [11]. Fur-

ther bifurcation of the observed HSFL structure indicates a high stress state at the

periodic surface consistent with the point defect model. Curiously, in our experiment

with silicon, we observe bifurcation perpendicular to the HSFL formation (fig. 6.3c).

We will discuss the bifurcation of silicon island structure further in section 6.2.2.

6.2.1 The Region of Silicon HSFL Formation

Interesting morphologies are observed at the local fluence of 45 mJ/cm2 close to

the melt threshold (fig. 6.3b). First off, we find the extent of LSFL formation we

had seen previously above the fluence of melt. Due to intensity redistribution via

interference and multiple irradiation pulses applied, we still see melt contrast below

the conventional single pulse value [171]. However, in between the melt contrast

region, the distributed fluence will drop to lower than average. Here, we observe

island formation. The island formation extends through lower local fluence regions,

where the LSFL is no longer apparent. Interestingly, at regions where the modulated

intensity is slightly higher but not quite to the point of melt, we observe the alignment

5e.g. surface adatom diffusion and amorphization by ion bombardment
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of the islands into HSFL. These HSFL alignments continue to be seen at a lower local

fluence of 40 mJ/cm2 (fig. 6.3c), albeit slightly less apparent.

Figure 6.4: Silicon surface morphol-
ogy after irradiation using Fp = 46
mJ/cm2 and 10000 exposures. The
corresponding AFM height profiles
map the region of HSFL and islands
formation. 2D FFT image of the
HSFL region is presented highlighting
the HSFL and islands distribution

Figure 6.4 shows another instance of HSFL formation at a local fluence of 44

mJ/cm2 and 10000 exposures. Looking at the magnified SEM and AFM profiles,

a more well-defined HSFL is formed in this case. We can clearly distinguish the

alternating occurrence between the islands and the HSFL, as we have previously seen
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in fig. 6.3b. This is again due to a modulated intensity arriving on the surface caused

by the SPP-laser interference. In this case, the intensity distribution does not quite

reach the level required for melt except for the regions indicated by the green boxes,

where the surface undulations diminish. Extrapolation of the predicted intensity

distribution suggests that HSFL form at a slightly higher intensity than that of a

pure island distribution, which is again consistent with the behavior shown in fig. 6.3.

The height profile shows that both islands and HSFL grow in the range of 1-5 nm

above the perceived original surface. Darker regions in between the nanostructure

formations indicate depression, which may preliminarily suggest mass redistribution

process within the formation kinetics. Looking at the periodic distribution obtained

via 2D FFT6, a fairly uniform ring with a period range of 50-70 nm describes the

periodic island distribution. Interestingly, sharp peaks in the direction parallel to the

HSFL wavevector indicate that the HSFL distribution is similar to the islands. This,

again, shows a strong correlation between the HSFL and the islands formation (i.e.

HSFL needs an existing island distribution to form). We will revisit this hypothesis

in section 2.2.3, where we apply the Sipe model for inhomogeneous absorption to our

analysis (section 2.2.1).

6.2.2 Island Growth and Bifurcation

At a local fluence of 37 mJ/cm2, much lower than the observed fluence of HSFL

formation, islands continue to grow with increasing number of exposures (fig. 6.5a

to c). Surprisingly, the corresponding 2D FFT images indicate a fairly consistent

period distribution throughout the growth (fig. 6.5d to f). Here, the islands form

with a period range of 40-60 nm, which is similar to the period distribution shown in

fig. 6.4. The fairly consistent islands period distributions across fluences and number

of exposures may suggest that an additional non-electromagnetically driven mech-

6kx and ky axes are normalized to 2π/λ = 1, where λ = 390 nm.
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anism is responsible for the periodic characteristics of the islands. As the islands

continue grow in size and intensity, we begin to observe bifurcations at the island

peaks(fig. 6.5b and c). At 10000 exposures, The bifurcations are accompanied by a

preferential alignment of the islands parallel to the polarization of the beam.

Figure 6.5: The formation of islands using a) 1000 b) 5000 c) 10000 exposures at
local fluence = 37 mJ/cm2. The corresponding 2D FFT (d,e,f) and autocorrelation
(g,h,i) of the images are presented. As the islands grow, their distribution becomes
more hexagonally aligned.

Further analysis via autocorrelation reveals that the arrangement of the islands are

initially random at 1000 exposures (fig. 6.5g). However, upon additional exposures,

we begin to observe a shift toward a quasi-hexagonal islands distibution (fig. 6.5h
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and i). Similar nanodot formation on silicon has been observed by Gago et al. using

Ar+ ion beam irradiation, in which a hexagonal arrangement of the nanostructures

is reported [23]. Moreover, the periods of the silicon nanodots are also reported to

saturate at around 52-60 nm for a 6 min or longer irradiation. This, again, matches

remarkably with the island formation in our study. Note that in [23], no nanodot

bifurcation is observed despite the similar sized nanostructure formed. We would

argue that in the case of energetic ion beam irradiation, the accumulated stress at

the surface can be relieved via induced collateral damage. Case in point, surface

amorphization is observed in [23] via cross-sectional TEM. Note that, in the case

of laser induced island formation in GaAs, no significant surface amorphization is

observed [11]. Instead, stress is reported to accumulate at the surfaces of the formed

periodic structures, which later induces bifurcation. From our observation of islands

bifurcation, we then hypothesize that the lattice arrangement of the formed islands

on silicon would remain crystalline. We argue that strain relaxation on silicon occurs

at a much earlier stage compared to GaAs.

Figure 6.6 shows the extent of the island growth and bifurcation at 100000 expo-

sures. Further alignment and mass accumulation of the islands parallel to the laser

polarization is observed7. Within our initial prediction, a polarization dependent field

enhancement along the polarization axis may have caused an inhomogeneous energy

absorption leading to the anisotropic growth. This will be discussed further in sec-

tion 6.3. FFT analysis shows a broadening of the islands period distribution and an

increase in the upper limit of the distribution to about 120 nm, which also directly

correlates to a broadening of the size distribution. These patterns may indicate a

competition for growth between the islands. The corresponding AFM image shows a

7A low spatial frequency periodic intensity modulation related to the LSFL mechanism can
be seen in the image. In this case, the central part of the irradiated region experiences surface
modifications and material removal (not shown) due to the high number of exposures leading to
incubation and damage accumulations effects [171, 172]. The subsequent field enhancement may
have caused SPP to be excited at a much lower fluence.

92



bifurcated islands growth up to 10 nm with a trench depth of about 2-3 nm. The bi-

furcation occurs along the long axis of the mature island, which is consistent with our

initial prediction of stress accumulation and subsequent strain relaxation. The strain

relaxation mechanism has been suggested to be vacancy and interstitial diffusion [11].

This will be a subject for further studies.

Figure 6.6: SEM (top left) and AFM (top right) images of fully formed bifurcated
islands at Fl = 36 mJ/cm2 and 100000 exposures. FFT analysis (bottom left) on the
SEM image shows a broadening of the island distribution up to 120 nm. The AFM
trace of a bifurcated island (bottom right) shows an island height in the order of 10
nm with a trench depth of about 2-3 nm.
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6.2.3 The Influence of Silicon Native Oxide

Figure 6.7: The effect of native oxide etching on silicon island formation in vacuum.
In general, island formation occurs at lower fluences and number of shots for a pre-
etched silicon.

Following our point defect based hypothesis, an existing native oxide layer on sili-

con may obstruct interstitial diffusion process to the surface. Hence, we examine the

implication by eliminating the native oxide layer pre-irradiation via chemical etching

process, as outlined in section 3.5.3. The subsequent irradiations were done in vacuum

to prevent any re-formation of oxide layer as well as further laser induced oxidation

(see section 3.6). Figure 6.7 compares the formation of islands between pre-etched

and non-treated samples after irradiation. At a local fluence of 40 mJ/cm2, islands
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appear on the pre-etched samples after 200 exposures. No islands were observed at

100 exposures or lower at the same local fluence. The islands continue to be observed

at a much lower local fluence of 30 mJ/cm2 using 1 million exposures.

For the non-treated samples, island formation are shown to require a higher fluence

and/or number of exposures in general. Now, at a local fluence of 40 mJ/cm2, the

minimum number of exposures for island formation is between 500 to 1000. While at

1 million exposures, islands are not observed at a higher local fluence of 34 mJ/cm2

compared to the pre-etched samples. These observed patterns clearly suggest that the

silicon native oxide layer negatively affects the formation of the islands. Considering

that silicon self-interstitial diffusivity in SiO2 (with activation energy Ea ∼ 5.34 eV

[173]) is lower than in single crystal silicon (Ea ∼ 1.86 - 4.3 eV [174]), we argue that

point defect diffusion to the surface is being inhibited by the native oxide layer. This

is, again, consistent with the hypothesis of point defect generation and diffusion being

responsible for the island formation.

6.3 HSFL Formation Mechanism: Sipe Model Interpretation

In the prior sections, we have observed a direct correlation between islands and

HSFL formation; they have been shown to form in an alternating manner as well

as having very similar periodic distribution. The question remains of whether HSFL

forms under the same point defect principle we have proposed throughout this chapter.

And, if so, through what process does the preferential alignment of islands into HSFL

occur. As HSFL structure forms under multiple pulse irradiation, the effect of intra-

pulse feedback has to be taken into account [175]. Particularly, considering the fairly

large number of pulses applied in our experiment (in the order of 1000), the formed

HSFL, by correlation, has to sustain or reinforce its surface features between incident

laser pulses. In other words, HSFL formation mechanism is likely to have a steady

state characteristic.
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As islands growth yields prominent surface roughness, incident light scattering

with the features may yield inhomogeneous energy absorption [25]. According to

the Sipe theory (section 2.2.1), the inhomogeneous intensity distribution I(~k) would

be proportional to the amplitude of surface roughness |b(~k)| and the efficacy factor

η(~k; ~kx) (eq. (2.3)). As such, considering the characteristic spatial distribution of the

islands, there will be a tendency for energy to be distributed at wavevectors where the

intensity of the islands distribution is high. The enhancement in energy absorption

will then, in principle, generate more point defects through carrier excitations.

The efficacy factor η(~k; ~kx), which describes the degree of absorption at a particular

frequency coordinate below the surface, depends on several factors: the complex

material permittivity ε, the filling factor F and the shape factor s. The later two

factors simulate surface roughness via the selvedge region formalism (see fig. 2.2).

The filling factor denotes the fraction of surface filled with ”islands”, while the shape

factor is defined by s = lt/ls, where lt is the average size or correlation distance of

islands and ls is selvedge layer depth [57]. Assuming our island structure has an

average height of 3 nm, an average diameter of 18 nm, and an average period of 50

nm when the HSFL alignment starts to occur (fig. 6.4), we determine F and s to be

0.11 and 6, respectively8.

In contrast to the near-infrared regime, the change in the dielectric response of

silicon at 390 nm will no longer be adequately described by the Drude model due

to near-resonance dispersion behavior [176]. For the sake of simplicity, we will as-

sume that the imaginary part of the permittivity remains constant in our calculation,

thereby not accounting for the change in optical losses. As such, the dynamics of

the efficacy factor will be presented qualitatively through changing real part of the

complex permittivity of the material Re[ε]. The intrinsic permittivity of silicon at

8The calculated s value is much larger than 0.4 used in [57] due to the tall island formation
compared to average semiconductor wafer roughness. In our case, we assume that the selvedge
region includes the entire height of the protruding islands.
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390 nm used in our calculation is 35.064 + 6.674i [116].

Figure 6.8: Efficacy factor maps of silicon at 390 nm using F = 0.11 and s = 6
for Re[ε] = a) 35.064 b) 15 c) 2 d) -5. Im[ε] = 6.674 is assumed to be constant.
Blue-yellow color transition represents increasing values. The wavevector coordinates
are normalized to 2π/λ.

Figure 6.8 shows the efficacy maps η(~k; ~kx) calculated at kx = 0 (normal inci-

dence) using p-polarized incident fields. A complete derivation of the efficacy factor

is presented in appendix E. In general, η(~k; ~kx) shows components parallel and per-

pendicular to the polarization with comparable intensities at intrinsic permittivity
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value (fig. 6.8a). As the permittivity drops to represent a more conductive behavior,

significant enhancement of components perpendicular to the polarization can be ob-

served, while parallel features effectively vanish (fig. 6.8c and d). Notice the increase

in amplitude at frequency component near unity perpendicular to the polarization

as Re[ε] becomes negative (fig. 6.8d). This enhancement accounts for SPP mode

coupling [25], which may subsequently yield LSFL (fig. 4.2).

Figure 6.9: Maps showing the products of η(~k; ~kx) and |b(~k)| indicating Inhomoge-
neous intensity distribution for Re[ε] = a) 35.064 b) 15 c) 2 d) -5. Blue-yellow color
transition represents increasing values.
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Following eq. (2.3), the inhomogeneous intensity distributions I(~k) due to islands

scattering using p-polarized laser irradiations are calculated and shown in fig. 6.9.

The islands periodic distribution |b(~k)| used in the calculations follows fig. 6.5e (with

local fluence = 37 mJ/cm2 and 5000 exposures). At low carrier excitation, the I(~k)

maps reveal absorption at wavevector components perpendicular and parallel to the

polarization (fig. 6.9a and b), mirroring the efficacy factor shown in fig. 6.8a and b.

The features indicate a slight anisotropic growth of the islands with periods resem-

bling the initial pre-irradiation distribution. The observed distinct peaks parallel to

the polarization implies periodic alignment in the same direction, which resembles

the alignment of bifurcated islands shown in fig. 6.5e. Meanwhile, frequency compo-

nents perpendicular to the polarization does not quite show any strong discernible

peaks, which implies a rather uniform absorption enhancement along the direction,

promoting further island growth.

As the permittivity reaches near critical value (Re[ε] = 0), we observe massive en-

hancement of I(~k) perpendicular to the polarization (fig. 6.9c and d). Concurrently,

peaks parallel to the polarization disappears, signifying the termination of parallel

islands alignment. Strong distinct peaks perpendicular to the polarization with pe-

riods of 40-60 nm can be clearly observed, which matches with the HSFL period

distribution shown in fig. 6.4. This is a clear indication of the preferential alignment

of islands into HSFL via anisotropic inhomogeneous energy absorption. Notice that

fig. 6.9d still shows peaks at ky ∼ 1. The peaks indicate intensity modulation with

period equaling the SPP wavelength, consistent with our observation.
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CHAPTER VII

Summary and Future Work

Femtosecond laser irradiation of semiconductors yields a large variety of surface

structures with characteristic periods close to and/or much smaller than the laser

wavelength. The formation mechanisms of such periodic structures rely heavily on

the interactions between the intense laser field and the concurrent dynamically chang-

ing material’s carrier and lattice properties. The theory of LSFL formation on silicon

based on the probability of SPP excitation within the pulse duration is examined. A

simulated carrier behavior on a silicon surface shows a fairly good agreement with

experimentally observed material parameters. A more accurate silicon carrier dynam-

ics, however, requires additional work, especially via sub-femtosecond time-resolved

studies. Nevertheless, the observed LSFL characteristics in our study suggest that

the occurrence of SPP-laser interference is probable. For instance, the LSFL period

slightly below the laser wavelength formed using a normal incidence irradiation cor-

relates strongly with the SPP wavelength. In addition, SPP-laser interference based

calculations predict the corresponding LSFL wavelengths at varying incidence angles

fairly accurately.

The formed LSFL period has been demonstrated to depend on the transient optical

properties of the silicon surface, which depends, for the most part, on the free carrier

response due to a large excited carrier density. Field enhancements due to the presence
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of a strong plasmonic material such as gold increases the amount of laser energy

absorbed. This results in an increase in the formed LSFL amplitude and wavelength

on an irradiated silicon substrate alongside a gold step edge structure. The effect

becomes more apparent when the gold step edge’s surface area is large. In addition, a

phase matching condition affected by the geometry of the gold step edge is established,

which causes a variation in the coupled SPP intensity on the gold surface. Consistent

with the SPP-laser interference theory, LSFL wavelength is shown to increase with

fluence when the laser polarization is perpendicular to the step-edge. This, however,

is not apparent in the case of laser polarization parallel to the step-edge. Instead, we

observe a correlation between a possible near field diffraction modulated intensity and

the corresponding LSFL characteristics. Finally, the formation of nanojets on thin

gold film is observed and is suggested to be result of multiple SPP sources interference

with the laser.

A novel HSFL formation on silicon is observed using a low repetition rate laser at

390 nm wavelength. The structure forms after a high number of exposures at fluences

below the melt threshold. The HSFL formation is accompanied by the occurrence

of periodic island-like nanostructures, which is linked to the generation and diffusion

of point defects due to a laser induced lattice instability. In addition, observations

of bifurcated islands suggest a strain relaxation process, which implies a crystalline

island structure. This is further supported by the observation of a quasi-hexagonal

alignment of the islands. A steady state calculation based on light scattering in the

near field is applied to model the periodic alignment of islands into HSFL. At an

excited material state, the anisotropic alignment of the islands into HSFL are shown

to be probable. The formation of periodic nanostructures on silicon yields wide tech-

nological interests, especially considering the possibility of the surface features being

crystalline. Nevertheless, additional work has to be done to in order to determine the

actual crystal structure of the modified surface. This topic, as well as other future
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work related to the thesis will be discussed in the following sections.

7.1 Structural Characterization of HSFL Formation on Sili-

con

As discussed in chapter VI, a high stress state due to point defect generation

and diffusion has been suggested to be responsible for the formation periodic islands

on silicon. This argument is supported by a similar observation of islands and a

subsequent HSFL formation in GaAs [11]. Figure 7.1 shows the cross-section of an

HSFL formed on GaAs, of which the structure is shown to grow above the original

surface. The resulting bright-field contrast and electron diffraction pattern indicate

a strained nanocrystalline arrangement of the HSFL crystal structure. The above

surface structure is also reported to be epitaxial with the bulk (not shown). In

addition, bifurcation of the GaAs HSFL is observed, which is very likely due to a

strain relaxation mechanism.

Figure 7.1: Bright-field TEM (left) and selective area electron diffraction pattern
(right) of a GaAs HSFL cross-section. Adapted from [11].
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In silicon, we have observed similar island and HSFL formation characteristics to

the GaAs HSFL formation in [11], namely below melt threshold formation, island

growth above the original surface, and nanostructure bifurcation. To a first approx-

imation then, we would expect the silicon islands and HSFL to have a crystalline

structure. Cross-sectional analysis via high-resolution TEM and selective area elec-

tron diffraction is crucial in determining the crystal structure of the silicon islands and

HSFL. In addition, an observation of a high density silicon vacancy and interstitial

within these structures may further confirm the general hypothesis of laser-induced

point-defect generation. For instance, injection of silicon interstitials by ion implan-

tation has been well-studied to form a cluster along the {311} plane [177]. We would

expect that the same {311} defects formation would occur at a high silicon interstitial

density generated by a laser irradiation.

7.2 Laser Induced Oxidation

Multi-pulse laser irradiation at 390 nm below the melt threshold (41 mJ/cm2)

shows the formation of protruding surface structure reaching up to 5 µm in height

using 1 million exposures (fig. 7.2c and d). A subsequent energy dispersive spec-

troscopy (EDS) mapping indicates that the structure consists of a Si-O type chem-

istry (fig. 7.2c and d), which is likely to be nonstoichiometric [178]. Laser induced

oxidation on silicon has been mainly explained as a thermally accelerated process

[162]. The conventional oxidation kinetics involve the diffusion of oxygen ions into

the silicon-oxide interface followed by a subsequent reaction of the ions with the sil-

icon substrate [179]. An accelerated kinetics below melt temperature induced by a

nanosecond laser heating has indeed been shown to yield a rapid rate of silicon oxi-

dation [178]. However, no femtosecond laser induced silicon oxidation at the scale of

our observed structure has been reported in the literature.

103



Figure 7.2: Tall oxide formation by irradiation in air below the melt threshold.
Periodic localized arrangement of the oxide growth is observed in the SEM images
(a-c). Confocal microscopy indicates oxide growth reaching up to 5 µm in height (d).
Subsequent EDS mapping shows silicon and oxygen traces on the structure (e-f).

Besides the large oxidation volume observed, fig. 7.2 also shows periodic arrange-

ment of the oxide formation in the order of the laser wavelength. Further examination

of fig. 7.2a and b indicates that a diffraction modulated intensity may be generated
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by an incident laser scattering with the tall oxide features. Although the localized

growth patterns shown in fig. 7.2a and b are seemingly a direct result of the intensity

modulation at the surface, we are still seeing clusters instead of a smoothly varying

oxide growth. This indicates that additional processes might be involved within the

oxide growth kinetics. For instance, it is possible that silicon interstitial diffusion to

the surface may have enhanced the reaction rate of the oxidation process.

Figure 7.3: The formation of islands and HSFL using 390 nm wavelength in air at
a local fluence of 0.40 J/cm2. A Similar nanostructure formation compared to the
irradiation in vacuum is observed with the addition of a possible surface oxide layer
formation.

At a much lower number of exposures, we observe HSFL and island formation on

silicon in air (fig. 7.3). The formed nanostructures, however, are not as distinct as

in the case of a vacuum irradiation. Considering the degree of oxidation occurring

at 1 million exposures we have observed prior, it is very likely that an oxide layer

form on top of the HSFL and the islands. The laser induced oxide layer may obscure

our observation of the island and HSFL formation dynamics. More work need to be

done in order to determine the structural composition of the nanostructures formed

in air through TEM and chemical characterization methods such as EDS and X-

ray photoelectron spectroscopy (XPS). This is important considering the intricate

technological challenges surrounding laser irradiation in vacuum.
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7.3 HSFL Formation in Wide Band Gap Semiconductors:

The Role of Coulomb Explosion

Since SiC has a large band gap (∼3.23 eV for 4H-SiC) compared to the photon

energy at 780 nm laser wavelength, multiphoton absorption is essential for carrier

excitation. To a first approximation, the highly nonlinear nature of the carrier exci-

tation in SiC may induce an abrupt increase in the carrier density and may lead to

an electrostatic type carrier-lattice interactions such as the coulomb explosion. This

is consistent with our observation of the absence of SiC melting in the case of single

pulse femtosecond laser irradiation. Alas, the ultrafast laser induced carrier dynamics

in SiC still require more studies in order to verify this phenomenon.

A shift from the previously hypothesized HSFL formation mechanism is observed

on SiC. As shown in fig. 7.4, HSFL form on random localized regions with no accom-

panying island nanostructure. In addition, material removal is evident from looking

at the subsurface features and the amount of surrounding debris generated. This is

interesting considering that the single pulse ablation threshold is at a much higher

value of 0.78 ± 0.05 J/cm2. The large decrease in the material removal threshold

has been attributed to the increase in the multi-pulse laser absorption by structural

defects such as color centers and stacking faults [14, 180]. This partly explains the

localized nature of the HSFL formation in fig. 7.4. In addition, Coulomb explosion

has been suggested to be the mechanism of femtosecond laser induced material re-

moval at low fluence in SiC due to a lack of thermal characteristics in the ablated

nanoparticles [14, 181]. Meanwhile, nanoablation induced by Mie scattering has been

argued to be the HSFL formation mechanism [79].
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Figure 7.4: HSFL formation in SiC using multiple pulse irradiations at 780 nm
wavelength showing a fully formed structure (top panel) and localized growth (bottom
panels) at fluences much lower than the single pulse ablation threshold. The HSFL
period P ∼ 200 nm.
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An interesting shift in the single pulse irradiation morphology is observed at 390

nm wavelength. Figure 7.5a shows a decrease in the ablation threshold at 390 nm

compared to 780 nm laser irradiation. More importantly, however, an indication of

melting is observed at 390 nm (fig. 7.5b), in which the change in optical contrast sug-

gests a phase transformation. This might be due to a change in the dominant carrier

excitation mechanism. Mainly, since the photon energy is now close to the SiC band

gap energy, linear absorption mechanism is probable. Additional irradiation study

using 260 nm wavelength (frequency tripled) may be necessary to further observe the

effect of linear absorption on the structural modification of SiC. In summary, material

removal in SiC below the single pulse ablation threshold is likely to be electronically

induced. Hence, we suggest that coulomb explosion drives the HSFL formation in

SiC instead of a point defect accumulation mechanism such as in the case of low band

gap semiconductors.

Figure 7.5: a) Ablation and melt thresholds of SiC at 390 nm and 780 nm wave-
lengths. No melt threshold is observed in the case of 780 nm irradiation. b) Distinct
melt and ablation contrasts are shown for 390 nm irradiation.
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APPENDIX A

Derivation of the Electric Field for Surface TM

Wave Propagation

Starting with Ampere’s law:

∇× ~H =
∂ ~D

∂t
+ ~J (A.1)

where ~H = magnetic field strength, ~D = electric displacement, and ~J = current

density. Since we are dealing with an oscillating field source, we can treat ~J as ∂ ~P
∂t

,

where ~P denotes the polarization density. Assuming a linear response, ~P = ε0χ~E,

where ε0 = vacuum permittivity and χ = electric susceptibility. Hence:

∇× ~H = εi
∂ ~E

∂t
(A.2)

where εi is the permittivity of medium i, which equals to ε0(1 +χi). Assuming a time

harmonic field source, the electric field can be written as:

~E = E0e
−iωt (A.3)
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Hence,

∂ ~E

∂t
= −iω ~E (A.4)

The left hand side of eq. (A.1) follows:

∇× ~H =

(
∂Hz

∂y
− ∂Hy

∂z

)
x̂+

(
∂Hx

∂z
− ∂Hz

∂x

)
ŷ +

(
∂Hy

∂x
− ∂Hx

∂y

)
ẑ (A.5)

From eq. (A.5), eqs. (2.7a) and (2.7b) yield:

∇× ~H
(1)
SPP (x, y, t) = A(ik

(1)
SPP,y,−ikSPP,xx, 0)ei(kSPP,xx+k

(1)
SPP,yy−ωt) (A.6a)

∇× ~H
(2)
SPP (x, y, t) = B(−ik(2)SPP,y,−ikSPP,xx, 0)ei(kSPP,xx−k

(2)
SPP,yy−ωt) (A.6b)

Finally, combining eqs. (A.2) and (A.3) with eqs. (A.6a) and (A.6b) generate the

expressions below for TM propagating fields in medium (1) and (2):

~E
(1)
SPP (x, y, t) = − A

ωε1
(k

(1)
SPP,y,−kSPP,x, 0)ei(kSPP,xx+k

(1)
SPP,yy−ωt) (A.7a)

~E
(2)
SPP (x, y, t) = − B

ωε2(ω)
(−k(2)SPP,y,−kSPP,x, 0)ei(kSPP,xx−k

(2)
SPP,yy−ωt) (A.7b)

which equals to eqs. (A.7a) and (A.7b) in section 2.3.2
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APPENDIX B

Threshold Regression Curve Algorithm

1 % Gaussian Threshold Fitting
2 clear
3 clc
4

5 n = 11; % number of data points
6 xlrange = ['R13:T' num2str(13+n-1)]; % load range
7 A = xlsread('...',1,xlrange); % load spreadsheet file
8 r = A(:,1);
9 p = A(:,2);

10 S = A(:,3);
11

12 NT = 0.19; % approximate threshold
13 NA = 0.35; % approximated radius
14

15 s = fitoptions('Method','NonlinearLeastSquares',...
16 'Lower',[-Inf,-Inf],...
17 'Upper',[Inf,Inf],...
18 'Startpoint',[NA NT]);
19 f = fittype('a*sqrt(0.5*log(x/b))','options',s);
20

21 %Fitting Function
22 [C,gof] = fit(p,r,f);
23

24 % Area Correction
25 Fitr = C.a;
26 FitTh = C.b;
27 R2 = gof.rsquare;
28 FitA = (24.15ˆ2)*pi*1E-8 % measured spot area
29 FN = (2*(p/1000)/(FitA*1000));
30 FitThR = (2*(FitTh/1000)/(FitA*1000))
31 % New Fit
32 x = 0.2:0.001:0.45;
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33 y = Fitr*sqrt(0.5*log(x/FitThR)); % best fit curve
34

35 % Graphing
36 figure(2)
37 errorbar(FN,r,S,'o')
38 hold on
39 plot(x,y,'r')
40 hold off
41 box off
42 axis([0 0.5 0 25])
43 set(gcf,'units','pixels','Position',[200,200,750,750])
44 set(gca,'FontSize',20)
45 xlabel('Fluence (J/cmˆ2)')
46 ylabel('Effective Radius (\mum)')
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APPENDIX C

0-Dimensional Silicon Carrier Dynamics

Calculation Algorithm

1 % Approximation to the Ultrafast Carrier Dynamics of Silicon
2 % 03/08/2017
3 % Assumptions:
4 % - 0D spatial system at peak fluence
5 % - Neglect carrier diffusion within pulse duration
6 % - Neglect thermal conduction (carrier thermalization) during ...

pulse duration
7 % - Surface calculation only
8 % -- Neglect carrier dynamics below surface, Sokolowski-Tinten ...

result
9 % shows overestimation in reflectivity, may result in lower ...

carrier
10 % density in total
11 % - Ionization happens instantaneously
12 % - Two-temperature model
13 % - Assume constant carrier scatterign time
14 % - Assume degenerate semiconductor to begin with
15 % - Assume free electron gas model
16

17

18 % |
19 % | k
20 % |
21 % n1 V
22 % ----------------------------------------------------- y =0
23 % n2
24 %
25

26 clear
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27 clc
28

29

30 % Global Parameters
31 ec = 1.602E-19; % electron charge (C)
32 me = 9.11E-31; % electron rest mass (Kg)
33 med = 1.08; % effective mass for density of states calculation
34 c = 2.998E8 ; % speed of light (m/s)
35 e0 = 8.854E-12; % vacuum permittivity (F/m)
36 h = 6.626E-34; % Planck's constant (mˆ2.Kg/s)
37 hbar = h/(2*pi); % modified Planck's constant (mˆ2.Kg/s)
38 kb = 8.617E-5; % Boltzmann constant eV/K
39

40 % Laser Parameters
41 lambda = 780E-9; % laser wavelength (m)
42 f = c/lambda; % laser frequency (Hz)
43 w = 2*pi*f; % laser angular frequency (Hz)
44 F0 = 0.6; % fluence (J/cmˆ2)
45 tp = 150E-15; % pulse width (s)
46 ainc = 0; % angle of incidence (deg)
47 I0 = F0*sqrt(4*log(2))/(tp*sqrt(pi())); % pulse peak intensity ...

(W/cmˆ2)
48

49 % Materials Parameters
50 ed = 1; % dielectric medium permittivity
51 em0 = 13.764 + 0.056i; % initial permittivity (Constant for ...

initialization)
52 a0 = 1208.3; % linear absorption coefficient (cmˆ-1)
53 b0 = 15.5; % two-photon absorption coefficient (cm/GW)
54 N0 = 2E23; % valence electron density (cmˆ-3)
55 n22 = 5E-15; % Kerr refractive index (cmˆ2/W)
56 mk = 3.22E-5; % slope of optical mass linear regression (Kˆ-1)
57 Eg = 1.115; % band gap (eV)
58 td = 1.5E-15; % fs Drude carrier scattering time (s) (assumption)
59 Im = 21.2; % impact ionization coefficient (cmˆ2/J)
60

61 % Time Domain and Step
62 dt = 1; % time resolution (fs)
63 t = [-300:dt:250]*1E-15; % simulation time (s)
64 lt = length(t); % domain length
65 % energy integration range
66 Eint = [Eg:0.01:40]; % (eV)
67

68 % Parameters Initialization
69 em = 13.764 + 0.056i; % current silicon permittivity
70 Net = 1E16; % approximate initial carrier density (intrinsic) (cmˆ-3)
71 Te = 300; % electron temperature (K)
72

73 %%% Chemical Potential (Parabolic DOS)
74 muint = [0.8:0.01:3]; % Chemical potential range for ...

interpolation calculation (eV)
75 for k = 1:length(muint)
76 for j = 1:length(Eint)
77 nF(j) = ...
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8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(j)*ec-Eg*ec)*...
78 1/(1+exp((Eint(j)-muint(k))/(kb*Te))); % Carrier ...

density term
79 end
80 Ne3(k) = trapz(Eint*ec,nF)*1E-6; % integration
81 end
82 mu = interp1(Ne3,muint,Net,'linear'); % carrier chemical ...

potential (eV)
83 %%% Initial Carrier Heat Capacity
84 Teu = Te + 0.001*Te; % upper limit Te for differentiation (K)
85 Tel = Te - 0.001*Te; % lower limit Te for differentiation (K)
86 for ii = 1:length(Eint)
87 due1(ii) = ...

8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(ii)*ec-Eg*ec)*...
88 (Eint(ii)*ec-Eg*ec)*1/(1+exp((Eint(ii)-mu)/(kb*Teu))); % ...

Carrier density term
89 due2(ii) = ...

8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(ii)*ec-Eg*ec)*...
90 (Eint(ii)*ec-Eg*ec)*1/(1+exp((Eint(ii)-mu)/(kb*Tel))); % ...

Carrier density term
91 end
92 ue1 = trapz(Eint*ec,due1)*1E-6; % integration
93 ue2 = trapz(Eint*ec,due2)*1E-6; % integration
94 Ce = (ue1-ue2)/(Teu-Tel); % carrier heat capacity (J.cmˆ-3.Kˆ-1)
95 %%%
96

97 U = Net*Eg*ec + Ce*Te; % free carrier initial total energy ...
density (J.cmˆ-3)

98 mopt = 0.144; % initial optical mass (mopt/me)
99 nm = sqrt((abs(em)+real(em))/2); % real part of refractive index ...

of silicon
100 km = sqrt((abs(em)-real(em))/2); % imaginary part of refractive ...

index of silicon
101 n1 = sqrt(ed); % refractive index of air/dielectric
102 n2 = nm + km*1i; % complex refractive index of silicon
103 rpb = (n1*sqrt(1-(n1/n2*sind(ainc))ˆ2)-n2*cosd(ainc))/...
104 (n1*sqrt(1-(n1/n2*sind(ainc))ˆ2)+n2*cosd(ainc)); % Fresnel ...

reflection coefficient
105 Rpb = abs(rpb).ˆ2; % initial Fresnel reflectivity
106 It = I0*(1-Rpb(1))*exp(-4*log(2)*(t(1)/tp)ˆ2); % initial ...

intensity at the surface (W/cmˆ2)
107 E2 = It/(0.5*e0*c*real(n2)); % corresponding square electric ...

field (V/cmˆ2)
108 aex = 4*pi()*km/(lambda*100); % effective absorption coefficient ...

(includes fca and interband transitions) (cmˆ-1)
109 XR3 = 4/3*nm(1)ˆ2*e0*c*n22; % real part of third order ...

susceptibility (cmˆ2/Vˆ2)
110 XI3 = 2/3*nm(1)ˆ2*cˆ2*e0/w*b0*1E-7; % imagninary part of third ...

order susceptibility (cmˆ2/Vˆ2)
111 X3 = XR3 + XI3*1i; % third order susceptibility (cmˆ2/Vˆ2)
112

113 % Calculation Loop
114 for i = 2:lt
115 % Intensity Function
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116 It(i) = I0*(1-Rpb(i-1))*exp(-4*log(2)*(t(i)/tp)ˆ2); % time ...
dependent intensity (W/cmˆ2)

117 % Electric Field Magnitude
118 E2(i) = It(i)/(0.5*e0*c*real(n2(i-1))); % corresponding ...

square electric field (V/cmˆ2)
119 % Absorbed Intensity
120 aex(i) = 4*pi()*km(i-1)/(lambda*100); % effective absorption ...

coefficient (includes fca and interband transitions) (cmˆ-1)
121 du(i) = (aex(i)*It(i) + aex(i-1)*It(i-1))/2*dt*1E-15; % ...

incremental absorbed energy density (J.cmˆ-3)
122 U(i) = U(i-1) + du(i); % total energy density in the carrier ...

system (J.cmˆ-3)
123 % Carrier Density Calculation
124 Nei(i) = ((a0 + 1/2*b0*1E-9*It(i) + ...

Im*Net(i-1)*(hbar*w))*It(i)/...
125 (hbar*w)+(a0 + 1/2*b0*1E-9*It(i-1) + ...

Im*Net(i-1)*(hbar*w))*...
126 It(i-1)/(hbar*w))/2*dt*1E-15;
127 Net(i) = Net(i-1) + Nei(i);
128 % Chemical Potential (parabolic DOS)
129 EgS = 1.5E-8; % Band gap modification coefficient
130 Eg(i) = Eg(1) - EgS*Net(i)ˆ(1/3); % modified (see van Driel 1986)
131 Eint = [Eg(i):0.01:40];
132 muint = [round(0.9*mu(i-1),2):0.01:round(1.1*mu(i-1),2)]; % ...

Chemical potential range for interpolation calculation
133 for k = 1:length(muint)
134 for j = 1:length(Eint)
135 nF(j) = 8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(j)*ec-...
136 Eg(i)*ec)*1/(1+exp((Eint(j)-muint(k))/...
137 (kb*Te(i-1)))); % Carrier density term
138 end
139 Ne4(k) = trapz(Eint*ec,nF)*1E-6; % integration
140 end
141 mu(i) = interp1(Ne4,muint,Net(i),'linear'); % carrier ...

chemical potential (eV)
142 clear Ne4
143 % Carrier Heat Capacity
144 Teu = Te(i-1) + 0.001*Te(i-1); % upper limit Te for ...

differentiation
145 Tel = Te(i-1) - 0.001*Te(i-1); % lower limit Te for ...

differentiation
146 for ii = 1:length(Eint)
147 due1(ii) = 8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(ii)*ec-...
148 Eg(i)*ec)*(Eint(ii)*ec-Eg(i)*ec)*1/(1+exp((Eint(ii)-...
149 mu(i))/(kb*Teu))); % Carrier density term
150 due2(ii) = 8*pi*sqrt(2)/hˆ3*(med*me)ˆ1.5*sqrt(Eint(ii)*ec-...
151 Eg(i)*ec)*(Eint(ii)*ec-Eg(i)*ec)*1/(1+exp((Eint(ii)-...
152 mu(i))/(kb*Tel))); % Carrier density term
153 end
154 ue1 = trapz(Eint*ec,due1)*1E-6; % integration (J.cmˆ-3)
155 ue2 = trapz(Eint*ec,due2)*1E-6; % integration (J.cmˆ-3)
156 Ce(i) = (ue1-ue2)/(Teu-Tel); % carrier heat capacity ...

(J.cmˆ-3.Kˆ-1)
157 % Iterated Carrier Temperature
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158 Te(i) = (U(i)-Net(i)*Eg(i)*ec)/Ce(i);
159 % Optical Mass
160 mopt(i) = mopt(1) + mk*Te(i); % no unit, linear regression ...

from (Riffe 2001)
161 % Drude Model
162 eD = - Net(i)*1E6*ecˆ2/(e0*mopt(i)*me*wˆ2)*1/(1+1i*(1/(w*td)));
163 % Non-Linear Susceptibility Term
164 eNL(i) = 3/4*X3(i-1)*E2(i);
165 % Total Permittivity
166 em(i) = em0 + eD + eNL(i);
167 % Reflectivity Recalculation
168 nm(i) = sqrt((abs(em(i))+real(em(i)))/2);
169 km(i) = sqrt((abs(em(i))-real(em(i)))/2);
170 n1 = sqrt(ed); % recalculated refractive index
171 n2(i) = nm(i) + km(i)*1i; % recalculated refractive index
172 rpb = (n1*sqrt(1-(n1/n2(i)*sind(ainc))ˆ2)-n2(i)*cosd(ainc))/...
173 (n1*sqrt(1-(n1/n2(i)*sind(ainc))ˆ2)+n2(i)*cosd(ainc));
174 Rpb(i) = abs(rpb).ˆ2; % recalculated reflectivity
175 XR3 = 4/3*nm(i)ˆ2*e0*c*n22; % real part of third order ...

susceptibility (cmˆ2/Vˆ2)
176 XI3 = 2/3*nm(i)ˆ2*cˆ2*e0/w*b0*1E-7; % imagninary part of ...

third order susceptibility (cmˆ2/Vˆ2)
177 X3(i) = XR3 + XI3*1i; % third order susceptibility (cmˆ2/Vˆ2)
178 comp = i/lt*100 % calculation completion percentage
179 end
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APPENDIX D

Fast Fourier Transform and Autocorrelation

Algorithms

1-D FFT Periodicity (Histogram)

1 clear
2 clc
3 I = imread('....tif'); % load image file
4 I = rgb2gray(I); % grayscale conversion
5 I = im2double(I); % double precision conversion
6

7 [G1 G2] = size(I);
8 scale = 43/1024; % image scale (distance/pixels)
9 a = 440; % analysis window lower boundary

10 b = 500; % analysis window upper boundary
11

12 for i = 1:G1
13 c = I(i,:); % 1-D profile extraction (top to bottom)
14 c = c - 1.1*mean(c); % averaging function to ¬0
15 p = zeros(1,8192-length(c)); % zero-padding to specified length
16 c = horzcat(c,p);
17 Y = fft(c); % fft function
18 Y(1) = [];
19 N = length(Y);
20 YY = abs(Y(1:floor(N/2))).ˆ2;nyquist = 1/2; % optimization ...

sequence
21 f = (1:N/2)/(N/2)*nyquist; % optimization sequence
22 FF = scale./f; % frequency spectrum domain
23 eps = 0.00001;
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24 pos = find(YY(a:b) ≥ max(YY(a:b))-eps); % peak finding
25 Ex(i) = FF(pos+a-1); % extracted periodicity
26 end
27

28 % visualization
29 figure(2)
30 edges = [650:3:850]; % period window (nm)
31 histogram(Ex*1000,edges, 'FaceColor' , 'r', 'EdgeColor', 'k')
32 axis([650 850 0 100])
33 box off
34 set(gcf,'units','pixels','Position',[200,200,500,300])
35 set(gca, 'FontSize',20)
36 xlabel('Period (nm)')
37 ylabel('Counts')

2-D FFT Image

1 clear
2 clc
3

4 A = imread('....tif'); % load image file
5 A = rgb2gray(I); % grayscale conversion
6 A = im2double(I); % double precision conversion
7

8 scale = 43/1024; % image scale (distance/pixels)
9

10 % image size (pixels)
11 px = 128;
12 py = 128;
13

14 % FFT operation
15 rectshifted=fftshift(rect);
16 rectfft=fft2(rectshifted);
17 shiftedrectfft=fftshift(rectfft);
18 OPA = shiftedrectfft;
19

20 % axes position correction
21 [G1 G2]=find(max(max(abs(shiftedrectfft)))-1<abs(shiftedrectfft));
22 shiftedrectfft(G1,G2) = 0;
23 T = max(max(abs(shiftedrectfft)));
24 shiftedrectfft(G1,G2) = T;
25 OPB = shiftedrectfft;
26

27 % axes scaling
28 [H1 H2] = size(A);
29 y(G1) = 0;
30 x(G2) = 0;
31 y(G1+1:H1) = (1:(H1-G1))*1/scale/H1;
32 x(G2+1:H2) = (1:(H2-G2))*1/scale/H2;
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33 y(1:G1-1) = fliplr(1:(G1-1))*-1/scale/H1;
34 x(1:G2-1) = fliplr(1:(G1-1))*-1/scale/H2;
35

36 K = 1; % normalization factor
37

38 % visualization
39 figure(5)
40 surf(x/K,-y/K,abs(OPB), 'LineStyle', 'none')
41 shading interp
42 set(gca,'zscale','log')
43 axis([-5 5 -5 5 0 10000])
44 set(gcf,'units','pixels','Position',[200,200,500,480])
45 set(gca,'box','off','FontSize',20)
46 xlabel('Normalized k x')
47 ylabel('Normalized k y')
48 view(0,90)

2-D Autocorrelation

1 clear
2 clc
3

4 A = imread('....tif'); % load image file
5 A = im2double(A); % double precision conversion
6

7 scale = 2/94; % image scale (distance/pixels)
8 % image size and scaling
9 [n m] = size(A);

10 x = [1:1:m]*scale;
11 y = [1:1:n]*scale;
12

13 % Autocorrelation function
14 function B=autocorr2d(H)
15 [n m]=size(H); % image size
16 B=abs(fftshift(ifft2(fft2(H).*conj(fft2(H)))))./(n*m);
17

18 B = autocorr2d(A);
19

20 % visualization
21 figure(3)
22 surf(x,y,B);
23 colormap gray
24 shading interp;
25 set(gcf,'units','pixels','Position',[200,200,500,476])
26 set(gca,'box','off','FontSize',20,'visible', 'off')
27 axis([0 3 0 3 0 100])
28 view(0,90)
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APPENDIX E

Sipe Efficacy Factor Formalism

The efficacy factor η(~k.~kx) is defined as [25]:

η(~k.~kx) = 2π|v(~k+) + v∗(~k−)| (E.1)

where ~k± = ~kx ± ~k and ~kx is the beam wavevector component parallel to the surface

(see fig. 2.2), which indirectly determine the incidence angle of the beam θ. The

superscript (∗) represents a complex conjugate. In the case of an s-polarized incident

beam,

v(~k±) = [hss(k±)(k̂± · x̂)2 + hkk(k±)(k̂± · ŷ)2]γt|ts(kx)|2 (E.2)

while for a p-polarized incident beam,

v(~k±) = [hss(k±)(k̂± · ŷ)2 + hkk(k±)(k̂± · x̂)2]γt|tx(kx)|2

+hkz(k±)(k̂± · x̂)γzεt
∗
xtz

+hzk(k±)(k̂± · x̂)γtεt
∗
ztx

+hzz(k±)γzε|tz|2

(E.3)
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Here, k± and kx are the norm of vector ~k± and ~kx, respectively. Meanwhile, the accent

(ˆ) represents a unit vector. The set of h(k±) functions is given by

hss(k±) =
2iν√

ν2 − k2± +
√
ν2ε− k2±

(E.4)

hzz(k±) =
2i

ν

√
ν2 − k2±

√
ν2ε− k2±

ε
√
ν2 − k2± +

√
ν2ε− k2±

(E.5)

hkz(k±) =
2ik±
ν

√
ν2ε− k2±

ε
√
ν2 − k2± +

√
ν2ε− k2±

(E.6)

hzk(k±) =
2ik±
ν

√
ν2 − k2±

ε
√
ν2 − k2± +

√
ν2ε− k2±

(E.7)

hzz(k±) =
2ik2±

ε
√
ν2 − k2± +

√
ν2ε− k2±

(E.8)

where ν is the norm of vector 2π/λ~u. In our calculation we set ν to be 1 in order to

normalized the frequency coordinate. In addition, ε denotes the complex permittivity

of the material (in excited or unexcited states). The set of t(k±) complex functions

is defined as follows:

ts(kx) =
2
√
ν2 − k2x√

ν2 − k2x +
√
ν2ε− k2x

(E.9)

tx(kx) =
2

ν

√
ν2 − k2x

√
ν2ε− k2x

ε
√
ν2 − k2x +

√
ν2ε− k2x

(E.10)

tz(kx) =
2

ν

kx
√
ν2ε− k2x

ε
√
ν2 − k2x +

√
ν2ε− k2x

(E.11)

The surface roughness is taken into account in parameters γz(F, s) and γt(F, s) and

are given as follows:

γz(F, s) =
1

4π

ε− 1

ε− (1− F )(ε− 1)(h(s) +Rhi(s))
(E.12)

γt(F, s) =
1

4π

ε− 1

1 + 1
2
(1− F )(ε− 1)(h(s)−Rhi(s))

(E.13)
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where, the reflectivity R is expressed by:

R =
ε− 1

ε+ 1
(E.14)

and the scalar functions h(s) and hI(s) are given by:

h(s) = (s2 + 1)1/2 − s (E.15)

hI(s) =
1

2
[(s2 + 4)1/2 + s]− (s2 + 1)1/2 (E.16)
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odic surface structures upon irradiation of titanium by Ti:sapphire femtosecond
laser pulses in air. Applied Physics A, 110(3):547–551, March 2013.
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[156] G. Daminelli, J. Krüger, and W. Kautek. Femtosecond laser interaction with
silicon under water confinement. Thin Solid Films, 467(1–2):334–341, November
2004.

[157] G. Miyaji, K. Miyazaki, K. Zhang, T. Yoshifuji, and J. Fujita. Mechanism
of femtosecond-laser-induced periodic nanostructure formation on crystalline
silicon surface immersed in water. Optics express, 20(14):14848–14856, 2012.

138



[158] M. Straub, M. Afshar, D. Feili, H. Seidel, and K. König. Surface plasmon po-
lariton model of high-spatial frequency laser-induced periodic surface structure
generation in silicon. Journal of Applied Physics, 111(12):124315, June 2012.

[159] Maher Harb, Ralph Ernstorfer, Christoph T. Hebeisen, Germán Sciaini, Weina
Peng, Thibault Dartigalongue, Mark A. Eriksson, Max G. Lagally, Sergei G.
Kruglik, and R. J. Dwayne Miller. Electronically Driven Structure Changes
of Si Captured by Femtosecond Electron Diffraction. Physical Review Letters,
100(15):155504, April 2008.

[160] J. B. Renucci, R. N. Tyte, and M. Cardona. Resonant Raman scattering in
silicon. Physical Review B, 11(10):3885–3895, May 1975.

[161] NuoFu Chen, Yutian Wang, Hongjia He, and Lanying Lin. Effects of point de-
fects on lattice parameters of semiconductors. Physical Review B, 54(12):8516–
8521, September 1996.
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