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Abstract

As primary drivers of synoptic-scale midlatitude atmospheric variability, extratropical cyclones (ETCs) are an important influence on the day-to-day weather in the most populated regions of the planet. Given their environmental connections at multiple length scales, the impacts of ETCs in a future climate are difficult to predict. Some facets of a future climate, such as a weaker equator-to-pole temperature gradient, may weaken ETCs, while other factors, such as an increase in atmospheric moisture content, may strengthen ETCs. Separating these effects is complicated by incomplete observational coverage and the nonlinear response of the system to environmental perturbations. Therefore, we use numerical modeling to systematically explore ETC response to changes in environmental characteristics.

Improving upon previous unrealistic and unphysical perturbation schemes, we developed a novel scheme for perturbing environmental temperature (as a proxy for moisture) and baroclinicity. Using the Weather Research and Forecasting model, we have run several suites of experiments focused on ETC sensitivity to each environmental characteristic individually. Additionally, we performed the first examination of a bivariate parameter space, combining simultaneous perturbations to environmental temperature and baroclinicity. We find non-monotonic responses in strength due to the increasing effect of moist processes on ETCs with increasing temperature, and interplay between the perturbed environmental characteristics. Additional experiments with a latitudinally-varying, beta-plane Coriolis configuration demonstrate the sensitivity of ETC response to a seemingly small configuration modification.
Finally, we examine ETC sensitivity to the inclusion of radiative processes, largely neglected in idealized sensitivity literature.

These experiments reveal that extratropical cyclone development can be divided into three regimes: baroclinic, diabatically-limited, and diabatically-driven. As environmental temperature warms, ETCs stray from the canonical development mechanisms of the baroclinic regime and are increasingly impacted by diabatic heating and the formation of diabatic Rossby vortices. The inclusion of radiative processes consistently increases the strength of ETCs, primarily affecting development through interactions with atmospheric water vapor. While not a complete examination of all environmental variables, this suite of simulations demonstrates the need to consider ETC sensitivity to multiple variables simultaneously, as there are a breadth of scales at which ETCs are affected by changes to the Earth’s climate system.
Chapter 1: Introduction

1-1: Background Literature

As defined in the American Meteorological Society’s glossary, extratropical cyclones (ETCs) are “any cyclonic-scale storm that is not a tropical cyclone, usually referring only to the migratory frontal cyclones of middle and high latitudes.” These synoptic-scale systems span thousands of kilometers (as seen in Figure 1-1) and play a pivotal role in midlatitude weather, responsible for at least half of the climatological precipitation in those regions, with the fraction exceeding 70-80% in storm tracks (Catto 2012; Hawcroft et al. 2012), as well as damaging wind events (e.g. Browning 2004). Some projections predict an increase of 23% in damage and economic losses from ETCs in Western Europe by the year 2100 (Ranson et al. 2014). ETCs have many alternate names within the literature: midlatitude cyclones, baroclinic waves, even “cyclone waves” in early work by Eady (1949).

Regardless of the label, their defining dynamical characteristic is development through the baroclinic mechanism, which evolves from the natural disparity in solar heating between the tropics and the poles. Using the thermal wind relationship, this equator-to-pole temperature gradient results in vertical wind shear in both horizontal directions, formulated:

\[
\frac{\delta u_g}{\delta \ln(p)} = \frac{R}{f} \left( \frac{\delta T}{\delta y} \right)_p
\]

and

\[
\frac{\delta v_g}{\delta \ln(p)} = -\frac{R}{f} \left( \frac{\delta T}{\delta x} \right)_p,
\]

respectively. \(U_g\) and \(v_g\) represent the components of the geostrophic wind, \(p\) represents pressure, \(R\) is the gas constant of dry air, \(f\) is the Coriolis parameter, and \(T\) is the temperature. \(X\) and \(y\) symbolize the step size over which the temperature gradient is considered.
in the longitudinal and latitudinal directions. Perturbations to the geostrophic wind (for example, due to orography) result in advection which displaces parcels into new thermodynamic environments and creates potential energy, which is converted into kinetic energy as the parcels continue to rise or sink (depending on their relative temperature. The final result is a baroclinic instability, an unstable flow commonly analyzed using the potential vorticity (PV) perspective, first introduced by Rossby (1936) but popularized by Hoskins et al. (1985). PV can be formulated in several ways, including the isobaric form used in this dissertation:

\[
PV = -g \left[ -\frac{\delta v \delta \theta}{\delta p \delta x} + \frac{\delta u \delta \theta}{\delta p \delta y} + \eta \frac{\delta \theta}{\delta p} \right] \quad (\text{Eqn. 1.1})
\]

where \( g \) represents gravitational acceleration, \( u \) and \( v \) are the horizontal components of the wind in the \( x \) and \( y \) directions, \( \theta \) represents the potential temperature of the environment, \( p \) is the pressure, and \( \eta \) is the absolute vorticity (which must also be calculated on isobaric surfaces).

Regardless of formulation, PV is widely used because it considers the interplay of two atmospheric properties critical to midlatitude weather phenomena: vorticity and static stability. The key to the PV perspective is its conservation in adiabatic, frictionless flow – making it an ideal quantity for studies seeking to understand the contributions made to ETC development by diabatic processes, such as friction, latent heat release, and radiative heating/cooling.

Given their important role in the Earth’s climate system as poleward transporters of momentum, energy, and moisture (Hartmann 1994), it is not surprising that understanding the influence of moist processes (such as convection) on ETCs has been an important line of work in understanding the development and dynamics of these powerful systems (eg. Davis et al. 1993; Dudhia 1993; Whitaker and Davis 1994; Chagnon 2013). The general consensus of this body of literature highlights latent heat release (LHR) as one of the most dynamically influential products
of moist processes. LHR refers to the release (absorption) of energy into (from) the surrounding environment as water undergoes a physical phase change. While all phase changes of water contribute to atmospheric LHR, the most common form is condensational heating, when water vapor condenses into cloud droplets. While this process occurs on a molecular level, the sum total of LHR is impressive, as latent heat flux makes up approximately half of the total poleward energy flux throughout the midlatitudes (Pierrehumbert, 2002; Trenberth and Stepaniak, 2003).

The impact of this energy flux is not without consequence to ETCs, as a number of dynamical implications result. Previous work has demonstrated more rapid ETC cyclogenesis in the presence of LHR (eg. Kuo et al. 1991). In addition, LHR has been found to strengthen the low-level circulation within ETCs, usually through development of low-level positive PV anomalies (Ahmadi-Givi et al. 2004). Estimates for the increase in strength range between 20% - 70% (Reed et al. 1988; Davis and Emanuel 1991; Davis 1992; Stoelinga 1996). LHR also has impacts at even finer scales, such as along frontal boundaries (Posselt and Martin 2004; Reeves and Lackmann 2004; Igel et al. 2013; Joos and Wernli, 2012; Igel and van den Heever 2014). Moist processes enhance ETC deepening rates by increasing vertical motion (eg. Gall 1976; Smith et al. 1984; Kuo and Reed 1988; Lapeyre and Held 2004). Significant amounts of diabatic heating have also been shown to modify the development processes and structure of ETCs (eg. Mak 1982; Čampa and Wernli 2012) and downstream development (Schemm et al. 2014). Inclusion of moisture can also lead to scale contraction, restricting the region of vertical motion within ETCs (Emanuel et al. 1987; Fantini 1993). Other previous work has focused on the impact of LHR within ETCs in particularly cyclogenetic regions, such as in the North Atlantic (Willison et al. 2013) or along East Coast of the United States (Marciano et al. 2015).
If we consider the distribution of moisture and precipitation within an ETC as a pathway to understanding where moist processes are most impactful, our focus turns to the warm conveyor belt (WCB). Beginning near the surface ahead of the cold frontal region, this stream of air ascends over the warm front before splitting west over the central low pressure minimum, and forming the “trough of warm air aloft” (trowal) to the east, as shown in Figure 1-2. The WCB is responsible for the transportation of warm, moist air into the ETC, maintaining environmental baroclinicity. More importantly, the WCB lifts this warm, moist air, and is responsible for approximately one third of the total upward flux in ETCs, with mass fluxes comparable to mesoscale convective systems (Eckhardt et al. 2004). The condensational LHR that results from lifting such moist parcels results in significant PV generation in the WCB (Grams et al. 2011), further adding to the impact of moist processes on the entire ETC.

With the impressive amount of literature written on the importance of moist processes at all scales of an ETC, and understanding their high-impact nature, the impacts of climate change will undoubtedly have some influence on ETCs in future climates. However, this influence on ETC frequency and intensity is complicated, as ETCs may exhibit varying responses depending on exactly how the climate system changes. Global temperature is expected to increase in the coming decades (IPCC 2014), with the largest warming taking place in the Arctic (Screen and Simmonds 2010; Overland and Wang 2010; Serreze and Barry 2011; Screen and Simmonds 2013). Changes in the equator to pole temperature gradient caused by differential patterns of warming have consequences for planetary baroclinicity, the primary driver of ETC development (Charney 1947; Eady 1949; Hoskins et al. 1985). Increases in temperature also affect the moisture capacity of the atmosphere due to the Clausius-Clapeyron relationship, which relates saturation vapor pressure and temperature as follows: \( \frac{\delta e_s}{\delta T} = \frac{L e_s}{R e T^2} \), where \( e_s \) symbolizes the
saturation vapor pressure of water, $T$ symbolizes temperature, $L$ is the latent heat of vaporization, and $R_v$ is the gas constant of water vapor. Substituting in representative temperatures for near-surface conditions, one finds that the increase in saturation vapor pressure with temperature is approximately 6-7%/K of warming (eg. Held and Soden 2000; Trenberth et al. 2003). It should be no surprise then, that atmospheric moisture content is expected to increase in a warming atmosphere (Frei et al. 1998; Allen and Ingram 2002; Held and Soden 2006), which may lead to increased latent heating in extratropical cyclones (Watterson 2006). These two changes (weakening baroclinicity and increasing LHR) have competing effects on the possible strength of future ETCs, a signal that may depend on which metric is used to define ETC intensity.

With the uncertainty around ETC response to changing climate conditions, and given their societal impact, the natural question to ask is: How do extratropical cyclones respond to varying environmental conditions? While this question can be placed within the natural context of climate change, it also applies to understanding ETC development across basins, regardless of climate. As observed by Zillman and Price (1972), “…no two vortices are ever quite the same: it follows that no idealised cloud configuration or model structure can do justice to the individual diverse systems…”. Indeed, the incredible diversity in ETCs results in multiscale interactions and environmental influences such as temperature, LHR, baroclinicity, sea surface temperatures, stability, etc. Understanding the isolated influence of each factor is difficult due to complex feedback relationships between these variables. Therefore, we must subdivide the question at-large by balancing consideration of factors that we can reliably control and consideration of factors that are climate-relevant. These requirements lead to focusing on the relationship of ETC development to environmental temperature, moisture, and baroclinicity.
In considering these specific variables, there are a few prime environments around the planet in which ETCs thrive. These regions are known as “storm tracks” and contain the highest incidence of ETCs through the North Atlantic, North Pacific, and Southern Oceans (Hoskins et al. 2002, 2005). It is within these regions that the combinations of environmental temperature, sea surface temperature, and existing environmental baroclinicity combine to provide ideal genesis and propagation conditions for ETCs. Indeed along many of these tracks, the maximum ETC activity coincides with wintertime peaks of maximum baroclinicity, and ETC activity minima coincide with summertime baroclinicity minima (Chang et al. 2002). As key regions for ETC genesis, work has naturally focused on the impact of a changing climate in storm track regions. Most notably, an analysis of the models within the Coupled Model Intercomparison Project (CMIP5) found a poleward shift of ETC storm tracks with a warming climate, indicating that the location of environments for ETC genesis and development may change over the coming decades (Simpson 2014). When attempting to project future changes for individual cyclones within these tracks, however, there has been considerable disagreement (Shaw et al. 2016), likely due to the inability of many global climate models to be run at grid scales that can represent small-scale physical processes, especially when used in a climate context.

Given the significance of extratropical cyclones in midlatitude weather, it is no surprise that much of the early curiosity about their structure and dynamics was borne from forecasting concerns. Early groups such as the Bergen School of Meteorology, from which was produced the early work of Bjerknes and the Norweigan cyclone model (Bjerknes 1919), strived to understand these phenomena better in order to predict their impact more accurately. This forecaster’s curiosity continues to drive meteorology, and is a major impetus behind the documentation of baroclinic life cycles. As previously mentioned, many of these studies have made it clear that
moist processes play an important role in the development and maintenance of ETCs. Indeed, it has been shown that there are significant differences in cyclone strength between dry and moist life cycle simulations, as measured through minimum sea level pressure and eddy kinetic energy (EKE), a measure of the mean energy of a vortex in turbulent flow (Boutle et al. 2010, 2011). This work was expanded upon by Booth et al. (2013; hereafter B2013), who increased the range of relative humidity and adjusted moisture content via modification of the saturation vapor pressure. Their results confirmed that increasing relative humidity from 0% to levels consistent with observations of real-world ETCs increases ETC strength. In addition, B2013 performed a series of runs with the same initial relative humidity, but artificially manipulated the effect of LHR by modifying the saturation vapor pressure with a multiplicative coefficient. These runs corroborated their previous conclusions about the importance of moisture in cyclogenesis and cyclone maintenance. Recently, Pfahl et al. (2015) performed experiments that merged these two areas by modifying optical thickness in order to simulate different climate regimes in a general circulation model (GCM). They found non-monotonic responses of both the minimum sea level pressure and eddy kinetic energy of ETCs to climates with increasing temperature/moisture. These results agree with the EKE results for B2013’s experiments that utilized an increased saturation vapor pressure factor, but the two studies exhibit different responses of ETCs’ minimum sea level pressure to warmer environments with more moisture.

1-2: Dissertation Outline

While providing a satisfactory answer to all aspects of a question such as “How do extratropical cyclones respond to varying environmental conditions?” is likely enough material for several dissertations, this work focuses on the effects of major environmental characteristics, potentially providing a partial answer to the entire question, while also aiming to stimulate
discussion about the as-yet unanswered portions. Chapter 2 outlines our means to answering this question – an idealized modeling configuration based on the work of B2013, with updates to both the model version as well as the initialization procedure. Previous methodologies are reviewed, with an emphasis on their applicability to the multivariate sensitivity problem that our science question proposes. It is found that many of the current methods, while useful for other applications, fail to provide the necessary representative resolution or flexibility to meet the requirements for our proposed sensitivity tests. Therefore, we devise a novel initialization procedure with precise control over the dynamic and thermodynamic aspects of the basic state used in our idealized configuration. Environmental characteristics for perturbation and output metrics for evaluation are selected before experiments are run. These experiments are separated into three main categories, each building towards a fuller understanding of ETC sensitivity in various environments.

Chapter 3 presents the most direct extension of B2013, and aims to explore the accuracy of the new initialization methodology in replicating similar results to the existing literature, before extending to experiments wherein multiple environmental factors are modified simultaneously. Most crucially, we construct a methodology in which the bulk temperature of the simulation can be adjusted without affecting other environmental characteristics, isolating the effect of moisture (and thus LHR) on ETCs in a more realistic manner than past work. We also adjust the environmental baroclinicity within the domain by adjustment of the jet profile. With the new initialization in place on an $f$-plane configuration, we obtain similar results to previous work by B2013 and Pfahl et al. (2015), finding non-monotonic responses of simulation-minimum sea level pressure and simulation-maximum eddy kinetic energy to increasing temperature and moisture. It is theorized that the non-monotonic response is due to size
constriction at warmer temperatures. We then extend the work to include a bivariate sensitivity experiment confirming the response behavior. Interplay between baroclinicity and bulk temperature is also noted, allowing for equivalencies to be made between the two environmental characteristics.

Having established the fidelity of our initialization method, Chapter 4 moves experiments towards a fully realistic configuration, repeating the experiments with non-constant Coriolis parameters more representative of the Earth’s Coriolis force. Consistent with other idealized baroclinic wave studies (e.g. Feldstein and Held 1989; Ullrich et al. 2015), we use a linear beta-plane approximation, although a full non-linear Coriolis plane is used to check that results are robust. While ETC strength again is non-monotonic, as in Chapter 3, the response is much different, as strength decreases with increasing temperature before increasing again at the warmest temperatures. Further investigation finds that strength declines due to the increasing influence of diabatic heating from convection, with the warmest end of the univariate experiments exhibiting diabatically-driven modes of ETC genesis and development. A comparison between the $f$-plane experiments in Chapter 3 and beta-plane experiments in Chapter 4 is made, wherein it is found that a qualitatively similar response of simulation-maximum EKE to temperature exists, with a transposition of the response to cooler temperatures in the beta-plane experiment. A three regime model for extratropical cyclogenesis is then proposed and described, spanning baroclinic, diabatically-limited, and diabatically-driven regimes. While these regimes have been sporadically discussed in existing literature, there has been little work done to systematically document the dynamical transitions between them until now.

In Chapter 5 we build upon the previous two chapters by enabling radiative processes within the model, reaching an idealized configuration close to the Earth’s climate system. The
impact of radiative processes on ETCs has been a largely neglected topic of study in the literature, perhaps due to the complications it adds into the response of the system. Although the response of ETC strength is significantly more variable with radiative processes enabled, comparisons are made to the corresponding experiments without radiation in Chapter 4, with qualitatively similar results realized. Subsequent comparison of simulated upper-air soundings and PV anomaly analyses allows direct analysis of radiative effects on the dynamical environment. Finally, a suite of four separate sensitivity experiments are combined to create a larger experiment to radiative interaction. Using this suite of experiments, the contributions of radiative interactions with clouds, water vapor, atmospheric gases, and the surface can be compared, allowing specification of the primary radiative forcing mechanism. Finally, Chapter 6 summarizes and synthesizes the findings presented within the dissertation with a list of conclusions and offers suggestions for future work.
Figure 1-1. Outgoing longwave radiation product from a model-simulated extratropical cyclone off of the East Coast of the United States in November 2006. The classical “comma head” structure of the cloud field in ETCs is visible in white.
Figure 1-2. Schematic demonstrating the position of the Warm Conveyor Belt (in orange) within an extratropical cyclone. Adapted from the COMET module on mesoscale banded precipitation (courtesy UCAR MetEd program).
Chapter 2: Methodology

2-1: Methodology Survey

Creating observational datasets for ETCs while maintaining comprehensive temporal and spatial coverage is extraordinarily difficult. The large spatial size of ETCs requires a grounded observational network of either a vast array of weather stations with upper air observations or remote observing platforms in Earth orbit. Unfortunately, the ground-based network is sparse, especially over the ocean, and while satellite observations are improving, there are still issues of revisit time versus resolution and coverage through the depth of the atmosphere. Moreover, neither of these methods allow for fine resolution observation capturing sub-cloud scale interactions, such as microphysical effects. In attempting a sensitivity test with such data, although trivial to note, observations are limited to the real world – all dynamical systems adhere to the laws of physics and include all physical processes. This means that systematic sensitivity studies are virtually impossible, given the number of variables within the atmosphere that must be held constant in order to determine multivariate sensitivity to a small number of variables.

Therefore, it is beneficial to utilize a modeling approach. Using numerical modeling techniques allows the construction of spatially and temporally consistent datasets capable of capturing processes across a range of scales. Moreover, numerical modeling is not beholden to incorporate all physical processes of the real world, allowing for greater control of atmospheric variables in constructing sensitivity tests. Numerical modeling can be described along a continuum from representative to idealized modes. In representative numerical modeling
simulations, the top priority is a faithful representation of a specific phenomenon, usually a single event (or case study), from which the understanding of dynamical aspects of the system is improved. Using this approach to understand the sensitivity in ETC development would likely be imperfect, as ETC morphology is diverse, exhibiting differences even between ocean basins, as noted by Chang and Song (2006). Therefore, it is difficult to perform general sensitivity experiments with a representative mindset, due to the demonstrated reliance on geography.

However, by abandoning location-specific simulations, idealized modeling can control for regional differences that arise from geographical, dynamical, and surface changes. Generally, idealized modeling methodology defines a representative base state for the unperturbed background flow of the environment. A perturbation is then placed into this environment which can take many forms such as atmospheric noise, fixed-amplitude temperature perturbation, or a seed vortex for a tropical cyclones – whatever necessary for the phenomenon of interest to develop when the model is run. This resulting control simulation can then be used as a base for subsequent sensitivity tests, which modify the basic state to tease out relationships between environmental characteristics and the phenomenon of interest.

The idealized approach to modeling baroclinic life cycles has a long history, beginning with the earliest linear mathematical models of Charney (1947), Eady (1949), and Kuo (1949). Realizing that linear solutions were not sufficient to describe the dynamics of the atmosphere (eg. Green 1970), early non-linear behavior was investigated by Simons (1972), Gall (1976), and Simmons and Hoskins (1978), among others. With the advent of increased computational power, improvements to these first dry dynamical studies were made in work by Davies et al. (1991), Thorncroft et al. (1993), and Rotunno et al. (1994), for example. The explicit addition of moisture into these idealized dry dynamical models expanded physical understanding, especially
as moist processes were found to be important contributors to ETC cyclogenesis and
development (Emanuel et al. 1987). Early multi-level models (such as Balasubramanian and Yau
1994) were then expanded, giving way to a variety of idealized modeling initialization methods.
Methods today define basic states by taking advantage of balance within the atmosphere:
geostrophic, thermal wind, hydrostatic, or some combination thereof (for various examples, see
Jablonowski and Williamson 2006; Olson and Colle 2007; Polvani and Esler 2007; Ullrich et al.
2015; Terpstra and Spengler 2015, etc.). While these methods vary, the goal is similar: define a balanced initial state that can be perturbed to initiate a baroclinic wave.

Configuration differences also extend beyond initialization procedure to even more basic
model characteristics, such as model domains. Most recent modeling studies examining ETC-
environment interaction have utilized general circulation models (GCMs). These methods have proven to be useful in examining the frequency of ETCs in future climate scenarios, the changing behaviors of these cyclones, and also examining the sensitivity of ETCs as a whole within such climates. However, when compared to limited-area domains, such as a channel bounded to the north and south and with infinite east-west dimension, GCMs are computationally limited by grid spacing and resolution, important to correctly resolving aspects such as ETC strength and precipitation distribution. For example, previous work has demonstrated ETC strength increases when grid spacing is reduced from approximately 100 km to 20 km, with little change in storm strength at grid spacing finer than 20 km (Jung et al. 2006; Champion et al. 2011; Li et al. 2011).

Similar results have been obtained for idealized simulations of tropical cyclones (F. He, 2017; personal communication). The effects of coarse resolution on capturing diabatic features was also shown by Willison et al. (2013), who demonstrated the need to reduce grid spacing down to 20 km to capture these features accurately, even in limited-area or regional models. Incorrect
position and magnitude of diabatic processes in coarse resolution simulations can lead to
unrealistic synoptic system evolution.

Finally, just as there is diversity in model configuration, there is also considerable
diversity in the approaches taken to environmental modification when considering ETC
sensitivity. These methods, used for both representative and idealized modeling studies, often
focus on the effects of moist processes on ETCs within the context of a changing climate system.

First, the most straightforward approach is a continuum test between dry and moist conditions
created by modifying the environmental relative humidity. Previous work has modified relative
humidity as a bulk quantity of the atmosphere (e.g., Boutle et al. 2011; Booth et al. 2013; Schemm
et al. 2003) and also restricted modification to specific latitude bands (Pavan et al. 1999). While
this method is straightforward and useful for exploring the bulk effect of moist processes, it is
not readily applicable to future climates, given that atmospheric moisture content is projected to
increase while surface relative humidity values remain approximately constant in a warming
climate (Held and Soden 2006; Schneider et al. 2010; Sherwood et al. 2010). Second, other work
has attempted to understand the effect of moist processes on ETCs by adding a control on latent
heat release through the addition of an adjustable parameter to the Clausius–Clapeyron equation
(Frierson et al. 2006; Booth et al. 2013). While this method holds moisture content to realistic
levels, it is not a physically possible scenario, and thus is not well-suited to exploring ETC
sensitivity in future climates. Third, previous work with radiative processes enabled has
developed a tunable parameter to adjust the optical depth of the atmosphere to longwave
radiation (O’Gorman and Schneider 2008; Pfahl et al. 2015), resulting in a change in
atmospheric temperature and moisture. However, this is not a feasible scheme for evaluating
ETC sensitivity in the absence of radiative processes. Moreover, radiative water vapor feedbacks
and radiative effects of clouds also are not taken into account in this work. Finally, the most popular approach to evaluating ETC sensitivity in future climates is to modify the concentration of CO$_2$ or other atmospheric constituents. Common methods include benchmark tests doubling or quadrupling CO$_2$ concentrations (e.g. Catto et al. 2011; Caballero and Hanley 2012) or following a prescribed IPCC emission scenario (e.g. Bengtsson et al. 2009; Champion et al. 2011; Pepler et al. 2016). While appropriate for multi-model ensembles, these experiments are inherently dependent on scenario assumptions, and generalizing these conclusions would prove difficult. While these novel sensitivity approaches have their applications, they fall short of meeting our goal of generalizing ETC response among a range of future climates. Therefore, we create a new idealized framework under which we can precisely control the environment to fit our experimental goals.

2-2: Model Configuration

Our sensitivity experiments utilize Version 3.5.1 of the Weather Research and Forecasting model (WRF) (Skamarock et al. 2008) in an idealized mode that consists of a channel domain, with an east-west periodic boundary and north-south symmetric boundaries. The channel spans 181 x 361 x 50 grid points in the x, y, and z directions, respectively, with 25 km horizontal grid spacing. There are 49 midpoint model levels where prognostic variables are stored. This combination results in a channel width of 9000 km in latitudinal extent, spanning approximately 81 degrees of latitude. The channel is 4000 km in length before reaching the periodic boundary and has a height of 23 km. Unless noted as otherwise, the model is set up with a configuration identical to that used with WRF Version 3.0.1 by B2013 and Booth et al. (2015), including use of WRF’s adaptive time stepping, and is run in a “full physics” idealized mode, with the YSU boundary layer scheme (Hong et al. 2006), Kain-Fritsch cumulus scheme (Kain and Fritsch
and Monin-Obukhov similarity surface layer option for consistency and comparability with B2013. Rather than the Purdue-Lin scheme (Lin et al., 1983; Chen and Sun 2002), we use the Morrison two-moment microphysics scheme (Morrison et al. 2005, 2008), as two-moment schemes have been demonstrated to improve representation of microphysical processes (eg. Morrison et al. 2009; Dawson et al. 2010). No shallow cumulus scheme is used with the Kain-Friesch cumulus scheme. Other parameterizations and configuration choices specific to each chapter will be noted within their respective chapters, with Chapter 3 using an f-plane Coriolis parameter anchored at 43°N, Chapter 4 using a beta-plane Coriolis parameter also anchored at 43°N, and Chapter 5 introducing the RRTM and Dudhia radiation schemes into the beta-plane experiments.

A liquid water surface underlies the entire domain with no topography, with sea surface temperatures initialized 0.5 K cooler than the temperature of the lowest atmospheric model level, and set constant in time during each simulation. The relative humidity at each level is determined as in B2013 (see Eq. 2.13 below), with a base relative humidity of 80% in the lowest atmospheric layer. With surface moisture and sensible heat fluxes enabled, the surface is allowed to interact with the overlying atmosphere; however, we note that this interaction is one-way as the ocean surface temperature is fixed.

2-3: Model Initialization Procedure

In initializing the domain, we follow the method used in B2013, based on the idealized baroclinic wave case described by Polvani and Esler (2007, hereafter PE2007). We begin by specifying the number of levels (N = 50), a height for the top of the atmosphere (z_{top} = 23 km), and the vertical distance for the first model level above the surface (dz_{surf} = 50 m). We then
define the height of each level (by looping between \( k = 1 \) to \( k = 50 \)) using the following equation for \( z \), the position of the model interface levels:

\[
z(k) = ak^2 + bk + c \quad (\text{Eqn. 2.1})
\]

where:

\[
a = \frac{z_{top} - (N-1)dz_{surf}}{N^2 - 3N + 2}, \quad b = dz_{surf} - 3 \times a, \quad \text{and} \quad c = 2a - dz_{surf}. \quad (\text{Eqns. 2.2} - 2.4)
\]

From here, a reference temperature profile, \( T_r \), is calculated following the appendix of Polvani and Esler (2007), and formulated thusly:

\[
T_r(k) = T_0 + \frac{T_0}{(z_t + z(k)-a)^{1/\alpha}} \quad (\text{Eqn. 2.5})
\]

Within this formulation, \( T_0 \) is the surface reference temperature, set to 300 K in the control run, but can be adjusted (as demonstrated in later experiments). From this surface temperature, temperatures decrease with height (indicated at each level by \( z(k) \)) by a constant lapse rate \( \Gamma_0 \) until height \( z_t \) (chosen to be 13km for these simulations). Above this height, the temperature is uniform. \( \Gamma_0 \) is chosen to be 6.5 K/km, following the 1976 US Standard Atmospheric Temperature profile. The sharpness of the transition between these two temperature regimes is controlled by the parameter \( \alpha \), which is chosen to equal 10 in these simulations, following PE2007 and B2013.

With a reference temperature profile complete, pressures at each level above the first level (which is set equal to 1000 hPa) are calculated as follows (\( k \) is looped between 2 and 50):

\[
p(k) = p(k - 1) \times e^{-\frac{g}{2R} \left( \frac{1}{p_r(k-1)} + \frac{1}{p_r(k)} \right) (z(k) - z(k-1)} \quad (\text{Eqn 2.6})
\]

Here, \( p \) is the pressure of each level, \( g \) is the gravitational acceleration (set equal to 9.81 m/s\(^2\)), and \( R \) is the gas constant of dry air, 287 J kg\(^{-1}\) K\(^{-1}\). Finally, the sigma coordinate for each interface level is calculated using the following:
\[ \sigma(k) = \frac{p(k) - p(k = N)}{p_{\text{surf}} - p(k = N)} \]  \hspace{1cm} (Eqn. 2.7)

where \( p_{\text{surf}} \) is the surface pressure, and \( p(k = N) \) is the pressure at level \( N \), the uppermost level.

Having created an approximate reference state of the atmosphere to establish sigma levels, we find the midpoint sigma levels, \( z_{nu}(k) = \frac{1}{2} (\sigma(k + 1) + \sigma(k)) \), and calculate the pressure at these midpoint levels (using \( pp \) to distinguish from the reference state) with \( pp(k) = z_{nu}(k)(p_{\text{surf}} - p_{\text{top}}) + p_{\text{top}} \), where \( p_{\text{top}} = 50 \text{ hPa} \) and \( p_{\text{surf}} = 1000 \text{ hPa} \), both consideration of dry pressure. Heights at these sigma levels (represented by \( zz \)) are then calculated by \( zz(k) = -H \log \left( \frac{pp(k)}{p_{\text{surf}}} \right) \), where \( H \) is the scale height of the atmosphere, set to 7500 m.

We then proceed to specify our wind profile within the domain. As the flow is initiated in a purely zonal orientation, we only need to worry about initiating the \( u \)-component of the wind, and consider changes only in the latitudinal direction, \( j \), and height, \( k \). Our wind profile takes the functional form:

\[ u(j, k) = U_0 \cdot F(j) \cdot G(k) \]  \hspace{1cm} (Eqn. 2.8)

\( U_0 \), the speed at the jet maximum, is set to 45 m/s. \( F(j) \) and \( G(k) \) are functions for the variation with latitudinal direction and height, respectively:

\[ F(j) = \sin(\pi \cdot \sin(lat(j))^2)^3 \quad \text{and} \quad G(k) = \frac{zz(k)}{z_t} \cdot e^{-\frac{1}{2} \left( \frac{zz(k)}{z_t} \right)^2 + \frac{1}{2}} \]  \hspace{1cm} (Eqns. 2.9 - 2.10)

The latitude of the selected row of grid points is specified by \( \text{lat}(j) \). \( F(j) \) is chosen following PE2007, which itself attempts to mimic Thorncroft et al. (1993). \( G(k) \) also follows PE2007, which follows a latitude dependence from Simmons and Hoskins (1977). Together these profiles produce a reasonable jet shape, with wind velocity at the surface initialized at 0 m/s.
Additionally, the latitudinal width of the jet is confined to the middle third of the domain and centered around 43° N, a reasonable position of the jet during the winter months. Meridional and vertical velocities are also set to 0 m/s.

Finally, we can complete the balanced temperature field at initialization. Again, following the appendix of PE2007, we can arrive at a temperature formulation as follows:

$$T(j, k) = T_r(k) - T_c(j, k) \quad \text{(Eqn. 2.11)}$$

The formulation depends on a reference temperature profile, presented earlier, and utilizes a correction factor of $T_c$ to iteratively bring temperature field into balance with the wind field:

$$T_c(j, k) = T_c(j - 1, k) + \left( \frac{du}{dz}(j, k) + \frac{du}{dz}(j - 1, k) \right) \ast \frac{1}{2} \Delta y \ast \frac{H}{R} \ast f, \text{ for } j > 1 \quad \text{(Eqn. 2.12)}$$

At $j=1$, the southern boundary of the domain, $T_c$ is set equal to 0 and the temperature is equal to the reference value. $T_c$ includes the change in jet speed ($\frac{du}{dz}$), meridional grid spacing used within the model ($\Delta y$), and the Coriolis parameter $f$, which will be modified in future experiments in Chapters 3 and 4. For simplicity, latitudinally-varying Coriolis parameters are substituted directly into equation 2.12 for $f$, and are approximations. Afterwards, the potential temperatures ($\theta$) at initialization are calculated: $T(j, k) = T \left( \frac{P_{surf}}{p(j, k)} \right)^\kappa$, where $\kappa = 2/7$, as in PE2007. Finally, a perturbation in temperature is added at the center of the domain, with a functional form of $T_p(i, j, k) = \theta_{p0} \ast \cos^2 \left( \frac{r \pi}{2} \right)$, where $T_p$ represents the perturbation amount (with index $i$ representing the zonal direction), the maximum of which is $T_{p0}$, which is set equal to 2 K, and the distance to the center of the perturbation given by $r$. We use a perturbation radius of 1000 km, so at $r > 1000$, $T_p$ is equal to 0. Cross-sections of these initial conditions are presented in Figure 2-1.
After the dry initialization is complete, moisture is then added; and as in B2013, the initial relative humidity profile is given by:

\[
RH = RH_0 \times \begin{cases} 
(1 - 0.85 \times \frac{Z}{Z_t})^{1.25} & \text{for } Z < Z_t \\
0.15 & \text{for } Z > Z_t \end{cases} 
\]  
(Eqn. 2.13)

For all experiments, the surface relative humidity \((RH_0)\), is set to 80%, and the moisture scale height \((Z_t)\) is set to 12 km. From these RH values, we calculate the vapor pressure, and eventually the mixing ratio at every point within the domain to initialize moisture. This two-step initialization leaves the initial conditions slightly unbalanced, but, following B2013, we do not make a final iterative correction. The atmosphere is then left to evolve naturally over a 14-day simulation. This initialization process results in Type-A cyclogenesis of ETCs, as initially defined by Petterssen and Smebye (1971). While these may comprise a small portion of real-atmospheric ETCs (Deveson et al. 2002; Plant et al. 2003), this initialization method allows freedom to adjust other environmental characteristics in a consistent manner, as described later in this section.

2-4: Experiment Design

Our sensitivity experiments center on two key environmental characteristics relevant to ETC development: baroclinicity and bulk temperature. Note that the bulk temperature is correlated with column water vapor through the fixed initial relative humidity profile, and an increase in the (fixed) ocean surface temperature also implies a larger surface equilibrium vapor pressure via the Clausius-Clapeyron relationship. These controls on cyclone characteristics are distilled into easily modifiable scalar parameters within the model, enabling a straightforward gridded exploration of the cyclone perturbation - response relationship. Since the model begins in thermal wind balance, changes to the jet profile also result in modifications to baroclinicity.
To modify baroclinicity, we fix the southern boundary surface temperature at a value of 300 K, and a multiplicative factor of between 0.4 and 1.4 in steps of .2, is applied to the initial jet profile at all levels to adjust the baroclinicity of the domain, as demonstrated in Figure 2-2a for the f-plane simulations that will be presented in Chapter 3. Applying a single multiplicative, rather than additive, factor to the entire profile avoids introduction of surface friction associated with non-zero initial-time surface wind. At the location of the jet maximum, 13 km, the initial-time jet core maximum speeds associated with our distribution of multiplicative factors range from 18 m s\(^{-1}\) to 63 m s\(^{-1}\), with a default of 45 m s\(^{-1}\) (Fig. 2-2a). Maximum baroclinicity in the domain ranges from 0.55 K / 100 km to 1.9 K / 100 km, with a default of 1.49 K / 100 km in the meridional direction.

Bulk temperature is modified within the domain by adjusting the initial surface temperature at the southern boundary of the domain in steps of 4 K (i.e., the initial surface temperature ranges between 288 K – 308 K). This temperature change is applied equally across all levels, so with a warmer/cooler initialization temperature, the entire temperature profile shifts, and the initial dry static stability remains nearly constant (Fig. 2-2b, again for the f-plane simulations presented in Chapter 3). For conciseness, simulations with bulk temperature modifications will be referenced by the initial surface temperature at the southern boundary of the domain. Changing this reference temperature results in initial surface temperatures at the domain center (where the baroclinic wave will be generated) between 269.1-287.6 K, as demonstrated in Table 2-1. Furthermore, use of the same initial RH profile in each experiment means water vapor content increases with increasing temperature. Because of this, the bulk temperature test is also a proxy for a moisture sensitivity test. Modifying temperature in this manner constitutes a more realistic method of assessing actual atmospheric moisture changes in
future climates, compared to other moisture adjustment methods described previously in this chapter.

In order to isolate the effect of moisture and temperature, the bulk temperature experiments require an additional alteration at the time of model initialization. The two-step initialization methodology used by B2013 (Polvani and Wang, 2011) assumes a dry domain. Once water vapor is inserted (in the second step of initialization), each run exhibits a different initial dry static stability, obfuscating experimental results. To ensure a consistent initial dry static stability and baroclinicity profile in all bulk temperature experiments, a modification to the thermodynamic profile must be made to accommodate the effects of water vapor on atmospheric density. A one-time adjustment is made within the start-up procedure of WRF to carry over the potential temperatures obtained from the dry initialization, rather than recalculating the potential temperature in the initialization of the model. Once the run begins, no further adjustments are made, and WRF calculates potential temperature as usual. This modification to the initialization allows variations in temperature/moisture to be isolated for study. The dry static stability of the domain is nearly identical in all perturbed temperature runs, with a maximum lapse rate difference of 0.5 K km$^{-1}$ between the extreme members of a set that spans a 20 K range in reference temperature.

The effect of perturbations in temperature and baroclinicity is compared across the set of simulations using a consistent set of output metrics that cover an array of meteorologically and societally relevant ETC properties. Strength is represented by the minimum sea level pressure (SLP), which is calculated as a 9-point box-average centered on the SLP minimum at each time. While minimum SLP does not singularly capture ETC strength, it provides meteorological context to strength, and allows for an approximate comparison with historical observed ETCs.
We also analyze storm intensity by calculating the average column-summed eddy kinetic energy (EKE) throughout the domain, the sums of which are evaluated as follows:

\[
\sum_{k=0}^{N-1} \frac{p_k - p_{k+1}}{g} \cdot \frac{1}{2} ((u_k')^2 + (v_k')^2) \quad \text{(Eqn. 2.14)}
\]

where \( N \) is the number of vertical levels in the model (\( k \) increases going up in the atmosphere), \( p \) is the pressure at each level, \( g \) is gravitational acceleration, and \( u_k' \) and \( v_k' \) are perturbations defined by subtracting the full wind field at each time from the averaged flow over the first 12 hours of the simulation. Finally, we use the precipitation output from WRF, which is automatically partitioned into large-scale, resolved precipitation and convective precipitation due to the use of a convective parameterization, which has been tested for robustness at multiple resolutions.
<table>
<thead>
<tr>
<th>Level #</th>
<th>Pressure (hPa)</th>
<th>Height (km)</th>
<th>Level #</th>
<th>Pressure (hPa)</th>
<th>Height (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000.00</td>
<td>0.00</td>
<td>26</td>
<td>450.58</td>
<td>6.49</td>
</tr>
<tr>
<td>2</td>
<td>994.32</td>
<td>0.05</td>
<td>27</td>
<td>422.25</td>
<td>6.98</td>
</tr>
<tr>
<td>3</td>
<td>986.69</td>
<td>0.12</td>
<td>28</td>
<td>394.43</td>
<td>7.48</td>
</tr>
<tr>
<td>4</td>
<td>977.15</td>
<td>0.20</td>
<td>29</td>
<td>367.24</td>
<td>8.01</td>
</tr>
<tr>
<td>5</td>
<td>965.75</td>
<td>0.30</td>
<td>30</td>
<td>340.75</td>
<td>8.54</td>
</tr>
<tr>
<td>6</td>
<td>952.54</td>
<td>0.42</td>
<td>31</td>
<td>315.06</td>
<td>9.10</td>
</tr>
<tr>
<td>7</td>
<td>937.59</td>
<td>0.56</td>
<td>32</td>
<td>290.24</td>
<td>9.68</td>
</tr>
<tr>
<td>8</td>
<td>920.97</td>
<td>0.72</td>
<td>33</td>
<td>266.37</td>
<td>10.27</td>
</tr>
<tr>
<td>9</td>
<td>902.75</td>
<td>0.89</td>
<td>34</td>
<td>243.51</td>
<td>10.88</td>
</tr>
<tr>
<td>10</td>
<td>883.02</td>
<td>1.08</td>
<td>35</td>
<td>221.75</td>
<td>11.50</td>
</tr>
<tr>
<td>11</td>
<td>861.88</td>
<td>1.29</td>
<td>36</td>
<td>201.13</td>
<td>12.15</td>
</tr>
<tr>
<td>12</td>
<td>839.41</td>
<td>1.51</td>
<td>37</td>
<td>181.73</td>
<td>12.81</td>
</tr>
<tr>
<td>13</td>
<td>815.74</td>
<td>1.75</td>
<td>38</td>
<td>163.60</td>
<td>13.49</td>
</tr>
<tr>
<td>14</td>
<td>790.96</td>
<td>2.01</td>
<td>39</td>
<td>146.75</td>
<td>14.18</td>
</tr>
<tr>
<td>15</td>
<td>765.19</td>
<td>2.29</td>
<td>40</td>
<td>131.20</td>
<td>14.90</td>
</tr>
<tr>
<td>16</td>
<td>738.54</td>
<td>2.58</td>
<td>41</td>
<td>116.93</td>
<td>15.63</td>
</tr>
<tr>
<td>17</td>
<td>711.14</td>
<td>2.90</td>
<td>42</td>
<td>103.89</td>
<td>16.38</td>
</tr>
<tr>
<td>18</td>
<td>683.11</td>
<td>3.23</td>
<td>43</td>
<td>92.03</td>
<td>17.15</td>
</tr>
<tr>
<td>19</td>
<td>654.56</td>
<td>3.57</td>
<td>44</td>
<td>81.29</td>
<td>17.93</td>
</tr>
<tr>
<td>20</td>
<td>625.62</td>
<td>3.94</td>
<td>45</td>
<td>71.60</td>
<td>18.73</td>
</tr>
<tr>
<td>21</td>
<td>596.42</td>
<td>4.32</td>
<td>46</td>
<td>62.88</td>
<td>19.55</td>
</tr>
<tr>
<td>22</td>
<td>567.07</td>
<td>4.72</td>
<td>47</td>
<td>55.08</td>
<td>20.39</td>
</tr>
<tr>
<td>23</td>
<td>537.70</td>
<td>5.14</td>
<td>48</td>
<td>48.10</td>
<td>21.24</td>
</tr>
<tr>
<td>24</td>
<td>508.42</td>
<td>5.57</td>
<td>49</td>
<td>41.89</td>
<td>22.11</td>
</tr>
<tr>
<td>25</td>
<td>479.34</td>
<td>6.02</td>
<td>50</td>
<td>36.39</td>
<td>23.00</td>
</tr>
</tbody>
</table>

**Table 2-1.** Vertical levels used in the simulations.

<table>
<thead>
<tr>
<th>Reference Temperature</th>
<th>288 K</th>
<th>292 K</th>
<th>296 K</th>
<th>300 K</th>
<th>304 K</th>
<th>308 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Surface Temperature, Southern Boundary</td>
<td>269.1 K</td>
<td>272.8 K</td>
<td>276.5 K</td>
<td>280.2 K</td>
<td>283.9 K</td>
<td>287.6 K</td>
</tr>
</tbody>
</table>

**Table 2-2.** Conversion table between reference temperatures (southern boundary surface initialization temperatures) and initial surface temperature at the center of the domain.
Figure 2-1. Initialization cross-sections of the jet profile (Figure 2-1a) and temperature (Figure 2-1b) for the control run, with a southern boundary surface initialization temperature of 300 K and a jet amplitude factor of 1.0, on an $f$-plane.
Figure 2-2. Environmental initialization for the perturbed parameter in the univariate baroclinicity test (Figure 2-1a, left), where the amplitude of the jet profile is modified; and for the univariate bulk temperature sensitivity test (Figure 2-1b, right), where temperature is changed within the domain.
Chapter 3: Evaluation and Extension of ETC Sensitivity Experiments on an $f$-plane

3-1: Introduction

While more recent work has been able to quantify upscale growth of predictive errors due to moist processes (Tan et al. 2004), comparison of dry and moist models of high-impact case studies has a long history. Chang et al. (1982), for example, compared dry and moist simulations with a grid spacing of approximately 140 km (by today’s standards, a very coarse spacing, but referred to as a “fine-mesh” at the time) to survey the impact of moist processes on a developing ETC that brought heavy rains to the Great Plains. They found that the model could not reproduce the system without the inclusion of moist processes. Fantini (1995) noted that “…the introduction of moist processes even in a simple model like the present one generates a number of uncommon features that deserve further study.”

Perhaps the most relevant portions of that body of work to this dissertation are sensitivity tests exploring the space between simple dry-wet binary tests. Some of the earliest work in this context was done by Pavan et al. (1999), who used the UK Met Office global climate model to perform variations of dry-moist experiments, with bands of relatively dry and moist regions, along with fully dry, semi-moist, and fully moist runs. They found varied signal across the moisture continuum, depending on the relative humidity configuration used within the model, positing that perhaps moist storm tracks are as energetic as dry ones. However, they also note that their exploration of moist sensitivity largely reveals uncertainty about its role.
In attempting to diagnose moisture transport within ETCs, Boutle et al. (2011) expanded on previous binary dry-moist experiments in Boutle et al. (2010) using the UK Met Office Unified Model (MetUM) at a resolution of 0.4° (approximately 44 km). Running 14-day simulations in an idealized channel model, they adjusted the maximum surface value of relative humidity ($\text{RH}_0$) between 40% and 90%. While differences in evolution between the ETCs in the experiment did not appear until cyclogenesis began 4 days into the simulation, ETCs in environments with increasingly larger $\text{RH}_0$ values tended to have slight increases in eddy kinetic energy, indicating a stronger, more energetic cyclone. In addition, they performed a sensitivity test of their idealized configuration to surface temperature, fixing relative humidity but adjusting the surface temperature of the entire domain, with resulting surface temperatures of between 270 and 285 K at the center of the jet (45° N). While development time remained relatively unaffected, increasing temperature resulted in increasing values of EKE, indicating the presence of more intense cyclones. Finally, they tested sensitivity of the system to the meridional temperature gradient by adjusting the peak jet speed between 35-50 m/s, finding that faster jet speeds (and thus greater meridional temperature gradients) result in stronger cyclones.

This work was then followed on by Booth et al. (2013) who aimed to reproduce and extend the results of Boutle et al. (2011) with the explicit intention of examining the dynamical impacts of moisture on ETCs, rather than moisture transport. Booth et al. (2013) also utilized the WRF model rather than the MetUM model, running the majority of their experiments at a 50 km grid spacing. They analyze more metrics than previous studies, considering changes in minimum sea level pressure, eddy kinetic energy, precipitation at the 99th percentile and wind speeds at the 99th percentile, adding an extreme weather context to their sensitivity experiments. In their first set of experiments, maximum relative humidity within the domain was stepped between 0 –
95%. While similar to Boutle in finding an increase in EKE with humidity, there were also differences in the magnitude of variation, and an EKE decrease within the most humid environments. Focusing in on moist processes, Booth et al. also performed a second set of experiments adjusting the saturation vapor pressure coefficient between 0 to 2 – from simulations with no impact from LHR, to simulations where this effect was doubled. In this non-physical analog to the relative humidity experiments, similar results were obtained.

In this chapter, we aim to extend the results of Booth et al. (2013), by building upon their modeling configuration with a more realistic adjustment to moisture content. We combine this extension with a consideration of the other perturbations performed in Boutle et al. (2011). A description of the specifics of our modeling configuration and experimental outline are presented in Section 3-2, with the results of the univariate and bivariate experiments presented in Sections 3-3 and 3-4, respectively. Section 3-5 contains a discussion of dynamical features of interest within our experiments, before concluding and summarizing the work in Section 3-6.

3-2: Methods and Experiment Design

Following on the work of Booth et al. (2013, hereafter B2013), we use the methodology and model configuration described in Chapter 2, with the modifications of Wang and Polvani (2011) placing the jet on an $f$-plane with Cartesian geometry. This configuration results in a constant Coriolis parameter of $1 \times 10^{-4} \text{ s}^{-1}$ regardless of latitude, equivalent to the Coriolis force at 43°N latitude. While not representative of the Earth’s Coriolis force, which varies with latitude, utilization of the $f$-plane has two key advantages as a starting point for our sensitivity tests. First, it provides a base for future evaluation by simplifying the model configuration. After understanding ETC response sensitivity on an $f$-plane, the additional complication of a non-
constant Coriolis parameter can be added (as will be seen in Chapter 4) to understand the contribution of individual physical processes to ETC sensitivity. Use of an $f$-plane also allows evaluation of our novel mechanism for environmental adjustment of temperature, moisture, and baroclinicity against previous work by Boutle et al. (2011) and B2013. For now, we also omit the use of a radiative scheme, as in B2013, for ease of comparison with previous work. All other parameterization packages and configuration choices are as listed in Chapter 2.

In designing our sensitivity tests, we overlap with previous work while incorporating more realistic explorations of future climates. We construct 3 experiments on our $f$-plane configuration, outlined in Table 3-1, beginning with two 6-simulation univariate tests of ETC sensitivity to bulk temperature and baroclinicity, in line with the existing literature. The final experiment is a 121-simulation bivariate experiment which utilizes simultaneous changes to both bulk temperature and baroclinicity, an approach new to the literature. The result is a comprehensive examination of a parameter space relevant to present and future climate conditions among a range of environments across the planet.

3-3: Univariate Sensitivity Results

3-3.1 Dry Simulations

Before conducting a sensitivity analysis using the full set of moist processes within the model, a baseline test of the ETC initialization is conducted by running both Experiment 1 and Experiment 2 in a dry setting. All moist processes are disabled, and as such, water vapor in the domain acts as a passive tracer. The results are presented in Figure 3-1, which displays the minimum SLP and column-summed EKE of each simulated ETC throughout its lifetime.
(averaged across the entire domain). Figure 3-1a presents the results from the baroclinicity test, while Figure 3-1b presents results from the bulk temperature test.

Figure 3-1a demonstrates the known effect that changing the baroclinicity of the dry domain has on the developing ETC. As first demonstrated theoretically by Eady (1949), increases in the meridional temperature gradient result in greater wave amplitudes (i.e. stronger ETCs) with more rapid development, even in the absence of moisture. Those that do mature (jet amplification factors of 0.8 to 1.4) exhibit a range of approximately 30 hPa between their SLP minima, with strength increasing in more baroclinic environments. Similar responses in strength are demonstrated in the EKE metric. In addition, ETCs in higher-baroclinicity environments exhibit shorter times to genesis and more rapid development, while ETCs within the weakest-baroclinicity environments (jet amplification factors of 0.4 and 0.6) fail to fully mature by the conclusion of the simulation. These results are summarized in Table 3-2, which displays times to simulation-minimum SLP and simulation-maximum EKE for the dry versions of Experiments 1 and 2. This result confirms that perturbations to environmental baroclinicity result in expected response functions. Figure 3-1b presents the EKE and minimum SLP results for the dry variation of Experiment 2. Here, an almost negligible response in both metrics is observed, in contrast with the results from perturbing environmental baroclinicity. Table 3-2 demonstrates that the times of the EKE maxima and SLP minima are nearly equivalent among runs conducted with the dry variant of Experiment 2. As our initialization method holds dry static stability nearly constant between runs, minimal sensitivity in the absence of moist processes is expected, and verifies that our method for adjusting temperature has minimal effect on the dry dynamical mode of an ETC.
3-3.2 Moist Simulations

Next, we enable the moist portion of the initialization and repeat Experiments 1 and 2, the univariate baroclinicity and bulk temperature experiments. The minimum SLP and maximum EKE results of these simulations can be found in both Table 3-3 and Figure 3-2. Table 3-3 presents the times to maximum strength (measured by both maximum EKE and minimum SLP) for all ETCs in both experiments. Figure 3-2a displays the minimum SLP and maximum EKE results from the baroclinicity univariate test and Figure 3-2b from the bulk temperature univariate test.

Comparison of Table 3-2 (dry univariate results) and Table 3-3 demonstrates that moist ETCs develop faster than their counterparts in the dry environments, with peak intensity reached 12-21 hours sooner in moist environments than in dry environments, regardless of metric. The exception to this is the ETC in the coldest environment, with a southern boundary initialization temperature of 288 K, for which the dry and moist variations exhibit the same time to peak strength. While the presence of water vapor has a noticeable impact on simulation-maximum EKE, ETC growth rate is unaffected.

Baroclinicity perturbations in a moist environment (Fig. 3-2a) exhibit a qualitatively similar response as their dry counterparts. ETCs in environments with minimal baroclinicity fail to fully develop, and increasing baroclinicity leads to more rapid development, lower minimum SLP values, and greater values of maximum EKE. However, the inclusion of moist processes leads to amplification of differences in strength, increasing dramatically in environments with stronger baroclinicity. For example, at a scale factor of 1.4, the addition of moist processes leads to a doubling of maximum EKE and an approximate deepening of 12 hPa in minimum SLP. The results demonstrate not only the robustness of the response of strength metrics to increases in
baroclinicity, but also the amplification to this response that the addition of moist processes provides.

When moist processes are added to the bulk temperature sensitivity test (Fig. 3-2b), minimum SLP decreases monotonically with temperature, except in the warmest/moistest case. This indicates a limitation on storm strength at the upper end of our chosen parameter range, the causes of which will be discussed further in Section 3-5. Table 3-3 quantifies the developmental differences visible in Figure 3-2b between two seemingly separate regimes of runs. The cooler simulations (288 K-296 K) exhibit a slower, 10-12 day timeline to peak strength, while warmer simulations at 304 K and 308 K reach peak strength just after 9 days. Moreover, the timing between peaks in strength in minimum SLP and EKE also changes with temperature. Simulations in cooler environments demonstrate a 12-24 hour period between these two maxima, while simulations at the warmer end exhibit both maxima nearly simultaneously. Changes to the inter-maxima period are not consistently linear or monotonic with increasing temperature/water vapor; this is likely partially due to the noisiness that minimum SLP fields can exhibit at coarser spatial resolutions. Figure 3-2b also demonstrates that the maximum value of the EKE during an ETC’s lifetime exhibits a non-monotonic behavior with respect to changes in temperature, suggesting limiting behavior as seen in B2013 and Pfahl et al. (2015). Peak values of simulation-maximum EKE occur in ETCs with an initialization temperature of between 296 K-300 K, with decreasing maxima when temperature and moisture content are raised further, even while warmer ETCs experience more rapid development. Unlike the baroclinicity sensitivity test, increases in temperature and moisture content work against enabling deeper and more powerful ETCs, indicating that the diabatic effects brought about by the addition of moist processes are not always beneficial to the amplified development of the ETC.
Figure 3-3 presents cyclone-centered maps of the spatial distribution of EKE at the time of maximum EKE, for cyclones with southern boundary initialization temperatures of 292 K, 300 K, and 308 K. When considering the maximum point value of EKE in the domain, we observe an increase with increasing temperature and moisture content, representing the increased strength of these cyclones shown previously through minimum SLP and maximum ETC metrics. Conversely, Figure 3-3 also demonstrates that ETC size at maturity decreases with increasing temperature, especially at the warmest end of the parameter range. This reduction in size limits EKE growth in ETCs with increasing temperature, reflecting the scale contraction described by Emanuel et al. (1987), and is similar to B2013 and others who have adjusted relative humidity or LHR parameters to achieve this result, rather than leveraging the increased moisture capacity of a warmer atmosphere. Reduction in the size of the ETC leads to the non-monotonic behavior of maximum EKE displayed in Figure 3-2b, and suggests there may be a range of intermediate temperatures for which the cyclone EKE is maximized. Mechanisms for ETC size contraction will be explored in Section 3-5.

3-4: Bivariate Sensitivity Results

After completion of both univariate tests, we conduct a bivariate test, simultaneously varying both bulk temperature and baroclinicity. The bivariate experiment is made up of 121 model runs spanning southern boundary initialization temperatures of 288 K-308 K in steps of 2 K and jet amplitude factors of 0.8 to 1.2 in steps of 0.04. We maintain the same range of bulk temperatures in order to consider a diverse array of cyclogenetic environments (e.g., formation of storms at various latitudes and at various times of year) in both current and future climates. In contrast, we restrict the range of jet amplitudes to enhance coverage within the climate-relevant
portion of our parameter space. All other model parameters and settings in the bivariate runs are identical to those used in the moist univariate tests. This experiment allows more realistic exploration of future climate scenarios by acknowledging that climate changes along more than one parameter. Such a test also allows identification of possible feedbacks within the system.

Figures 3-4 – 3-6 depict the results of the bivariate tests for the entire parameter space, with bulk temperature varying on the vertical axis and the jet amplitude factor (and thus baroclinicity) varying on the horizontal axis. Each run is represented by a single box covering the portion of the parameter space to which it is nearest. Figure 3-4 displays the minimum SLP for each ETC, which exhibits more complexity than the univariate response. Response of minimum SLP to temperature and moisture content is relatively linear until a threshold of 304 K, after which a limiting behavior (also demonstrated in the univariate experiment) exists. In addition, it is also important to note that the degree of non-monotonicity is influenced by environmental baroclinicity, as ETCs in higher baroclinicity environments demonstrate a more rapid decrease in maximum EKE values in the warmest and most moist environments.

This bivariate experiment also allows for comparisons among pairs of perturbed parameters. For example, using the baseline baroclinicity (jet amplitude factor of 1.0), and a starting southern boundary initialization temperature of 300 K, a 4 K increase in bulk temperature (from 300 K to 304 K) has approximately the same effect on the minimum SLP of an ETC as an 8% increase in baroclinicity. A 4 K decrease in temperature (from 300 K to 296 K) is equivalent to a 12% decrease in baroclinicity. In much of the parameter space, for which southern boundary initialization temperatures are below 300 K, the relationship between baroclinicity and minimum SLP is approximately linear, as a 4% increase in baroclinicity has the same effect as a 4 K increase in temperature. Above 300 K, this same increase in temperature
corresponds to a larger change in baroclinicity, consistent with differences in developmental timelines and ETC size. The changes near a bulk temperature of 300 K indicate the presence of a new response regime at higher temperatures, in which diabatic heating plays an increased role.

Figure 3-5 presents the maximum value of each ETC’s domain-average column-summed EKE in the bivariate sensitivity experiment. As in the univariate results, there is a non-monotonic response of maximum EKE to increasing temperature, and the general functional response of maximum EKE to temperature perturbations is not dependent on baroclinicity. As in the minimum SLP plot (Fig. 3-4), separate ETC regimes are evident, as the maximum EKE response differs on either side of the peak values at approximately 298 K. At temperatures below this threshold, response of maximum EKE to increasing temperatures at all baroclinicity values is consistently linear. However, beyond the 298 K threshold, the decrease is rapid, especially in the most baroclinic environments, where overall diabatic heating would increase the most. This thresholding behavior indicates that diabatic heating may be playing a role in the disruption of ETC strengthening.

Finally, we revisit the conclusion of the univariate experiments, which demonstrated a decrease in ETC size as the primary limitation on maximum EKE with increasing temperature. For robustness, we compute ETC size at both the time of maximum EKE (Fig. 3-6a) and minimum SLP (Fig. 3-6b), as defined by computing the area enclosed by a SLP contour 30 hPa greater than the minimum SLP (20 hPa and 40 hPa thresholds were also tested and yield qualitatively similar results). As in the univariate bulk temperature experiment (Fig. 3-3), ETC size generally decreases with increasing temperature at all baroclinicity values, as well as decreasing with increasing baroclinicity. These decreases begin to occur at the peak strength in both metrics, indicating that the size difference between these ETCs are robust and not subject to
time-sampling bias. While the response is qualitatively similar along both axes, the magnitude of response variation depends on the portion of the parameter space, with greater decreases in ETC size at cooler temperatures and weak baroclinicity values. These rapid changes over small perturbations reflect the acceleration of the ETC development timeline. Conversely, ETC size begins to converge towards a restricted range at warmer temperatures and higher baroclinicities, indicating some constraint on minimum size. Whether this constraint is due to dynamics or model configuration requires further investigation.

3-5: The Role of Diabatic Heating

Examination of the three experiments performed within this study reveals two key responses of ETCs to environmental variation: (1) an increase in speed of cyclone development when moist processes are active, and (2) a decrease in storm size with increasing temperature and baroclinicity in a moist environment. Considering that both of these responses only exist with moisture present, we conduct an analysis exploring the mechanisms by which moist processes may act to modify ETC size and accelerate development. In this section, we will first analyze the spatial distribution of diabatic heating, especially in the vicinity of the cyclone center – first in the latitudinal and longitudinal directions (Figures 3-7a & 3-7b), followed by an analysis of the vertical distribution in Figures 3-8a through 3-8d. Finally, dynamical effects of the diabatic heating are evaluated through analysis of PV anomalies, in Figure 3-9.

Figure 3-7a presents a map displaying the frontal surfaces of 3 ETCs selected from the univariate bulk temperature test (those with initialization temperatures of 292, 300, and 308 K) 24 hours after a precipitation rate of 1 mm hr\(^{-1}\) is recorded anywhere within the domain. Following Posselt and Martin (2004), this map is constructed by tracing the contour of a single
equivalent potential temperature ($\theta_E$) value along pressure levels every 100 hPa between 500 hPa – 1000 hPa. Progressively darker colors on the figure indicate the $\theta_E$ level at progressively higher pressures. The specific value of $\theta_E$ mapped is chosen to be most representative of the warm side of the frontal surface and is adjusted consistently with increases in bulk temperature. Overlaid in cross-hatching are areas in which the precipitation rate exceeds 1 mm hr$^{-1}$, with red hatching indicating precipitation generated by the convective parameterization scheme and blue hatching indicating precipitation generated by the microphysical scheme. It is important to note that while these results can be sensitive to model grid spacing and choice of convective parameterization, these results were tested at both coarser (50 km) grid spacing, and with an alternate convective parameterization (Grell and Dévényi 2002), with robust results. As temperatures warm, non-convective precipitation shifts from being the dominant precipitation mode to equality with its convective counterpart in the warmest/moistest runs. The shift in temperature occurs alongside a decrease in moist static stability in the warmest runs, increasing convective activity and redistributing the associated LHR throughout the depth of the atmosphere, rather than simply at low levels (Fig. 3-8). As a result of the increased convection and differing vertical distribution of LHR, structural differences begin early during development, a result indicated by greater frontal surface deformation with increasing temperature.

Figure 3-7b presents a similar frontal analysis for 3 ETCs from the univariate baroclinicity test, with jet amplitude factors of 0.6, 1.0, and 1.4. As in Figure 3-7a, frontal maps are displayed 24 hours after the first incidence of precipitation rates greater than 1 mm hr$^{-1}$. Unlike Figure 3-7a, the $\theta_E$ value used to define the frontal surface is constant between simulations in the univariate baroclinicity experiment. Again, the dominant precipitation regime shifts with increasing baroclinicity; however, the area of convective precipitation remains
relatively constant, while the area of non-convective precipitation expands, suggesting an increase of resolved-scale LHR within the ETC. LHR-induced deformation of the frontal surfaces is documented, as ETCs within the least baroclinic environments exhibit the highest convective fractions of precipitation and the greatest deformation. When considering Figures 3-7a and 3-7b together, the differences in the spatial extent of precipitation indicate differing distributions of LHR, as the increases in LHR are spread over a much larger spatial area in the univariate baroclinicity test, rather than being redistributed vertically throughout the atmosphere, as shall be demonstrated next in Figure 3-8.

Differences in the distribution of LHR are also visible in vertical profiles sampled during ETC development. Using the LHR products produced in WRF, profiles are calculated by averaging over a 1000 km by 1000 km box centered on the SLP minimum 2-3 days prior to the time of maximum EKE. Results are displayed for both the univariate baroclinicity experiment (Figs. 3-8a and 3-8b), and the univariate bulk temperature sensitivity experiment (Figs. 3-8c and 3-8d). In addition, the LHR is partitioned between two sources: the microphysics scheme (Figs. 3-8a and 3-8c), and the convective parameterization scheme (Figs 3-8b and 3-8d).

Consideration of these profiles, in conjunction with the frontal surface maps, yields a three-dimensional view of the influence of LHR early in the life of these ETCs. In the univariate bulk temperature test, LHR distribution changes follow the expected increase in convection within the ETC. Primarily, convection redistributes diabatic heating vertically, rather than increasing its latitudinal and longitudinal extent – a clear conclusion from analysis of Figures 3-8a and 3-8b, and antithetical to the response to increases in baroclinicity (Figs. 3-8c and 3-8d). Increases in temperature and moisture content demonstrate primarily little response through the coolest 4 runs of the bulk temperature baroclinicity test. However, a significant change in
response behavior at the 304K threshold again matches with previous thresholds that indicate a shift towards diabatically-limited and diabatically-driven ETCs. Regime shift is also signaled by a discontinuity in the shape of the LHR profile. While cooler cyclones generally exhibit LHR below approximately 500 hPa, the convectively-forced diabatic regime exhibits LHR maxima at levels above 500 hPa, producing little to no positive LHR through the low levels of the atmosphere. Moreover, sensitivity to increasing temperature in the diabatically-driven regime of ETCs is greater than in the cooler, baroclinic regime - the maximum LHR is more sensitive in the 4 K step between the two warmest runs than in the 12 K of steps between the four coldest runs.

In the univariate baroclinicity test (Figure 3-8c for microphysical LHR, and 3-8d for cumulus scheme LHR), the primary pattern is a growth of LHR throughout the middle and lower levels of the atmosphere with increasing environmental baroclinicity, reflective of the increasing strength in the simulation-maximum EKE and simulation-minimum SLP metrics, as well as the increasing horizontal extent of precipitation and diabatic processes. Moreover, the growth is consistent between runs, demonstrating a lack of regime change within the parameter space. Of note is the additional LHR from the cumulus scheme in the most baroclinic environment, aiding further development and contributing to the scale contraction seen in storm size results. Profiles with enhanced LHR from the cumulus scheme also exist for the ETC in the weakest baroclinic environment; however, this is a byproduct of the failure of the ETC to mature during the run, and reflective of the disorganized convection that is able to develop in its place. In this experiment, the additional baroclinic energy available contributes to a horizontal expansion of the diabatic heating fields and leads to minimal size reduction of ETCs in more baroclinic environments,
unlike increases in temperature, which result in thresholding behavior that indicates separate regimes of ETC cyclogenesis and development.

Finally, the influence of increasing diabatic development within the univariate bulk temperature test is reflected in the potential vorticity (PV) anomalies associated with the ETCs in the sensitivity experiment. As discussed in Hoskins et al. (1985), the adiabatic conservation of PV facilitates the isolation of diabatic influence on development during the cyclogenesis process, providing a window into the transition between baroclinic and diabatic modes of initial cyclogenesis. Figure 3-9 presents an analysis of PV anomalies midway through development (as measured by EKE strength) for two ETCs from the bulk temperature sensitivity test: the baroclinically-driven 292 K case (top row), and the diabatically-driven 308 K case (bottom row). Times are chosen to represent analogous stages within the life cycle between the two runs, given the offset in development timelines between ETCs with differing initialization temperatures. Anomalies are relative to the initial background flow, which is defined as the mean over the first 12 hours of the simulation.

Although both of the ETCs presented in Figure 3-9 are in similar stages of their lifecycle (as determined by the temporal evolution of EKE), the contrasting structures between the two simulations demonstrate the different influences driving cyclogenesis. Development of the ETC in the warmer, moister environment does not appear to be supported by significant upper-level forcing, as demonstrated by comparing the upper-level PV analyses presented in Figures 3-9a and 3-9d. Negative PV anomalies associated with the underlying convection are present above the cyclone center in the 200-300 hPa layer, and the positive upper level PV generally associated with baroclinic development is located well to the west of the low-level cyclone. In contrast, baroclinically-driven large-scale ascent at upper levels is already present at the same relative
time in the cooler case, where a large, positive PV anomaly sits just to the west of the center of circulation. At mid-levels (Figures 3-9b and 3-9e), the anomaly maps between the two simulations differ, with the cooler environment exhibiting positive PV anomalies in the cold sector of the cyclone and also along the warm conveyor belt as it travels north of the cyclone center, while the ETC in the warmer environment exhibits positive PV anomalies along mesoscale frontal regions extending from the center of the SLP minima – a signal of circulation induced by localized convective activity in the warmer simulation. Finally, the distributions of low-level PV in Figures 3-9c and 3-9f indicate contrasting distributions of diabatic heating and generation of positive PV anomalies. Anomalies are generally spread out across the cyclone in the cooler, baroclinic case compared to a concentration of PV in intense, small-scale anomalies in the warmest case, which includes a significant amount of diabatic forcing.

Consideration of the entire PV structure for both systems demonstrates varied processes at work between the two simulations. The 292 K case, a cooler and drier simulation, is characterized by large-scale motions, with little distortion of large scale PV anomalies. These ETCs are reminiscent of the classic Norwegian cyclone model (Bjerknes 1919; Bjerknes and Solberg 1922). However, the increase in diabatic influence with additional moisture content and temperature leads to diabatic surrogates for the canonical PV gradient in ETC development. Such a process is more reminiscent of diabatic Rossby waves from Parker and Thorpe (1995), a diabatically-driven mode of cyclogenesis explored further in Chapter 4, and a transition in development regime compared to the cooler, drier ETCs of the baroclinic regime.

3-6: Conclusions

To examine the effects of a changing climate system on extratropical cyclones, a set of sensitivity experiments was constructed within an idealized modeling environment. This set of
experiments covered two aspects of a future changing climate: changes in baroclinicity (due to modification of the jet speed) and changes in moisture content (due to changes in temperature and water vapor). Both of these factors were first investigated in isolation in univariate sensitivity tests that explored the effect of moisture. These experiments were followed by a bivariate experiment simultaneously modifying both parameters in a wider examination of future climate scenarios.

Modifications to the baroclinicity of the domain resulted in stronger ETCs in both dry and moist experiments, with increasing maximum EKE and decreasing SLP minima in environments with stronger baroclinicity. This result follows traditional baroclinic theory, and an increase in LHR at mid and lower levels was also observed within ETCs in environments with progressively greater baroclinicity. This LHR increase mirrored an increase in the spatial extent of non-convective precipitation within the ETCs, eventually becoming the dominant mode of precipitation for ETCs in the most baroclinic environments. While cyclone size decreased slightly in more powerful ETCs, increases in LHR were broad and spatially spread out throughout the cyclone, leading to minimal scale contraction and continued strengthening, and to consistently monotonic responses in our strength metrics.

This behavior stood in contrast to the thresholding behavior exhibited in the bulk temperature sensitivity test. As temperature and moisture content increased, both ETC strength metrics exhibited non-monotonic behavior. These results are consistent with Booth et al. (2013) and Pfahl et al. (2015), but have been achieved via a coupled moisture-temperature scheme that lends greater realism to our perturbations. Decreases in strength occurred beyond southern boundary initialization temperatures of approximately 300 K – 304 K, a point after which cyclone size also decreased sharply. In these warmer, moister ETCs, diabatic heating played an
increasing role, especially early in the development process. Shifts in diabatic heating occurred vertically, rather than expanding horizontally. LHR profile maxima shifted upwards at this same temperature threshold. In addition, PV analysis revealed the existence of a diabatic Rossby vortex during cyclogenesis within warmest simulations.

These responses suggest that ETCs can be separated into at least two distinct regimes along their sensitivity to temperature and moisture content. ETCs within cooler and drier environments exhibit slower development times, but grow to larger sizes at maturity, during which the times of maximum EKE and minimum SLP are separated by 12-24 hours. Precipitation within these ETCs is dominated by a non-convective, stratiform mode. The diabatically-driven regime consists of ETCs within warmer, moister environments. These rapidly forming ETCs exhibit quicker development but are smaller in horizontal extent. At maturity, their times of maximum EKE and minimum SLP are closely aligned. In these ETCs, convective processes restrict the conversion of potential energy in the surrounding environment by increasing the vertical redirection of energy and momentum, limiting the meridional extent.

Building beyond previous univariate-based studies, we expanded the parameter space to encompass simultaneous changes in two environmental variables, allowing for a more comprehensive examination of future climate conditions. These bivariate sensitivity tests focused on a reduced parameter range to gain better computational coverage of a more climate-relevant parameter space, and allowed for examinations of feedbacks and interaction between our selected parameters. The results from the bivariate test matched the conclusions of both univariate tests, and demonstrated non-monotonic EKE response with changes in bulk temperature for all baroclinicities tested. ETC size was also shown to decrease with increasing temperature/moisture as well as increasing baroclinicity, regardless of the metric used to define
the time of maximum strength. The advantages of the bivariate testing also allowed relative comparisons to be made about ETC dependencies on the parameters, with a 4 K increase in temperature equivalent to an 8% change in baroclinicity across the linearly responding portions of the parameter space. This work demonstrates the need to examine future climate scenarios by examining changes in multiple variables (or forcing factors) simultaneously. Such an analysis will facilitate a more complete understanding of the response of ETCs to changes in climate, in which changes to environmental variables such as temperature, moisture, and baroclinicity occur not in isolation, but simultaneously. It should also be noted that results were insensitive to changes in convective and/or microphysical parameterizations.

In aiming to explore the sensitivity of ETCs within a wide range of current and future climates, rather than specific climate scenarios, our focus on understanding the dynamics and intricacies of the parameter space led us to simplify this environment, choosing to use a constant $f$-plane configuration for the Coriolis parameter and disabling radiative processes. Chapters 4 and 5 will expand upon these circulations, providing further steps toward untangling the web of complex feedbacks within ETCs by introducing a non-constant Coriolis parameter and radiative processes into the model configuration.
## Table 3-1. F-plane experiment descriptions.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Description</th>
<th># of Runs</th>
<th>Southern Boundary Surface Initialization Temperatures (K)</th>
<th>Jet Amplitude Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Univariate Baroclinicity Test</td>
<td>6</td>
<td>[300]</td>
<td>[0.4, 0.6, 0.8, 1.0, 1.2, 1.4]</td>
</tr>
<tr>
<td>2</td>
<td>Univariate Bulk Temperature Test</td>
<td>6</td>
<td>[288, 292, 296, 300, 304, 308]</td>
<td>[1.0]</td>
</tr>
<tr>
<td>3</td>
<td>Bivariate Test</td>
<td>121</td>
<td>[288, 290, 292, 294, 296, 298, 300, 302, 304, 308]</td>
<td>[0.8, 0.84, 0.88, 0.92, 0.96, 1.00, 1.04, 1.08, 1.12, 1.16, 1.20]</td>
</tr>
</tbody>
</table>

## Table 3-2. Time to maximum EKE and minimum SLP for dry univariate sensitivity tests (in hours)

<table>
<thead>
<tr>
<th>Test type:</th>
<th>Dry Bulk Temperature Test</th>
<th>Dry Jet Amplitude/Baroclinicity Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Parameter:</td>
<td>288 K</td>
<td>292 K</td>
</tr>
<tr>
<td>Minimum SLP Time</td>
<td>255</td>
<td>243</td>
</tr>
<tr>
<td>Maximum EKE Time</td>
<td>276</td>
<td>276</td>
</tr>
<tr>
<td>Difference</td>
<td>21</td>
<td>33</td>
</tr>
</tbody>
</table>

## Table 3-3. Time to maximum EKE and minimum SLP for moist univariate sensitivity tests (in hours)

<table>
<thead>
<tr>
<th>Test type:</th>
<th>Moist Bulk Temperature Test</th>
<th>Moist Jet Amplitude/Baroclinicity Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Parameter:</td>
<td>288 K</td>
<td>292 K</td>
</tr>
<tr>
<td>Minimum SLP Time</td>
<td>255</td>
<td>258</td>
</tr>
<tr>
<td>Maximum EKE Time</td>
<td>276</td>
<td>276</td>
</tr>
<tr>
<td>Difference</td>
<td>21</td>
<td>18</td>
</tr>
</tbody>
</table>
Figure 3-1. Column-summed EKE averaged within the entire domain (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the dry baroclinicity univariate test (a) and dry bulk temperature univariate test (b) on an f-plane.
Figure 3-2. Full domain-averaged column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist baroclinicity univariate test (Figure 3-2a, left panel) and moist bulk temperature univariate test (Figure 3-2b, right panel) on an \( f \)-plane.
Figure 3-3. Plan view map of the distribution of EKE at time of maximum EKE for three ETCs in the bulk temperature test on an f-plane. Initial surface temperature at the center of the domain is given in each title, and correspond to the southern boundary initialization temperatures of 292 K (left), 300 K (middle), and 308 K (right). Bolded contour in each figure is representative of the storm size diagnostic used in the bivariate tests. On the ordinate axis, 0 indicates the northern edge of the model domain.
Figure 3-4. Minimum SLP (in hPa) during the lifetime of each ETC tested in the bivariate sensitivity test on an $f$-plane. The 9 point minimum SLP is determined by taking the average SLP of a 3 by 3 gridpoint box centered on the minimum SLP point in the domain.
Figure 3-5. Maximum value of the average column-summed EKE (in J/m\(^2\))*10\(^5\)) during the lifetime of each ETC in the bivariate sensitivity test on an \(f\)-plane.
Figure 3-6. Storm size (in km$^2$) at the times of maximum EKE (Figure 3-6a, left panel) and minimum SLP (Figure 3-6b, right panel) for the bivariate experiment on an $f$-plane. Storm size is determined by taking the area within a threshold contour with a value of the minimum SLP of the ETC at that time plus 30 hPa.
Figure 3-7. Frontal maps of three selected ETCs in each univariate test on an $f$-plane at 24 hours after the first precipitation, with overlaid precipitation contours. Fronts are displayed by contouring a specific equivalent potential temperature value representative of the frontal area at intervals of 100 hPa. Overlaid precipitation hatching indicates areas where precipitation rates of over 1 mm hr$^{-1}$ are recorded for convective (red hatching) and non-convective (blue hatching) modes of precipitation. Figure 3-7a (top row) displays the 292 K, 300 K, and 308 K runs from the bulk temperature univariate test, while Figure 3-7b (bottom row) displays the 0.6, 1.0, and 1.4 runs from the baroclinicity univariate test.
Figure 3-8. Averaged latent heat release (LHR) profiles in a 40 by 40 gridpoint box centered on the cyclone center. For each of the two univariate experiments on an f-plane, contributions to the LHR profiles are broken down into microphysical contributions (3-8a for the univariate bulk temperature cases, 3-8c for the univariate baroclinicity cases) and cumulus parameterization contributions (3-8b for the univariate bulk temperature cases, 3-8d for the univariate baroclinicity cases)
Figure 3-9. Potential vorticity anomaly analysis (in PVU) midway through development (as measured by EKE) for both the 292K and 308 K simulations on an f-plane, with sea level pressure contours overlaid (in hPa). PV anomalies are taken relative to the first 12 hours of each simulation.
Chapter 4: Evaluation of ETC Sensitivity Using Latitudinally-Varying Coriolis Configurations

4-1: Introduction

With our suite of sensitivity experiments on an $f$-plane complete, we now consider the assumptions inherent in this constant-value construction used in some idealized sensitivity work. Although sometimes dictated by model architecture, Coriolis configurations are frequently viewed as a choice – not a sensitivity factor. Regardless, the configuration used should accurately reflect the environment around the phenomenon of interest. While the constant value of the $f$-plane configuration is of correct order, it fails to capture the latitudinal variation of the Coriolis force in the midlatitudes. Therefore, we adjust our model setup to employ a linear approximation of the Coriolis parameter known as the beta-plane approximation, first introduced by Rossby (1939). Furthermore, we will not view this adjustment as a choice without consequence; rather, we will examine its potentially far-reaching effects on ETCs. In considering the effect of the beta-plane on ETC genesis and development, we will find that we must consider the maximum extent to which diabatic influences can affect ETC cyclogenesis and development. Canonical models of development solely rely on baroclinic methods to explain ETC morphology. However, it was demonstrated in Chapter 3 that developing ETCs also are affected by non-baroclinic influences, including the introduction of a diabatic Rossby vortex (DRV).

The concept of diabatic modes of development has its roots in convective convergence and tropical cyclogenesis, with the work of Charney and Eliassen (1964), who introduced the
concept of “conditional instability of the second kind” (CISK), which forms when low-level convergence results in significant LHR. In examining the evolution of polar lows, Craig and Cho (1988) combined the Eady model of baroclinic instability with CISK, finding that disturbances brought about purely through the release of CISK were indeed possible within the extratropical latitudes under the right conditions. This work was extended by work by Raymond and Jiang (1990) & Snyder and Lindzen (1991), who observed that diabatic heating could act as a stand-in for PV gradients within baroclinic waves.

Over time, these CISK-related features became known as “diabatic Rossby waves” (DRW), a term likely coined by Parker and Thorpe (1995). DRWs grow and propagate by diabatic generation of positive low-level PV anomalies after initiation of warm thermal advection. Propagation and growth of DRWs continues as long as there is enough baroclinicity present to provide a trigger for low-level convergence along a frontal boundary. Convergence triggers more convection and the release of further diabatic heating, and the propagation of the system continues. In a DRW framework, baroclinicity takes on a supporting role in cyclogenesis, with diabatic heating arising as the dominant mechanism. Interest in DRWs increased with reanalysis of the 1999 winter storm “Lothar” which found that a DRW was an instrumental precursor to its formation (Wernli et al. 2002). Moore and Montgomery (2004, 2005) further expanded on these shorter-scale diabatic disturbances and introduced the terminology “diabatic Rossby vortices” (DRVs), attributing their existence to both baroclinic and diabatic effects that are independent of upper-level forcing. Since then, the importance of recognizing and forecasting DRVs has led to significant work in the area, including a climatology of these features (eg. Boettcher and Wernli 2013, 2015; Moore et al. 2013).
As a side note, while confusing, the use of both DRWs and DRVs in labeling these features is equivalent – each term emphasizes different aspects of the feature. While early work like Snyder and Lindzen (1991) and Parker and Thorpe (1995) emphasized the self-propagating wave-like nature of the feature, Moore and Montgomery (2004, 2005) focused on the vortex-like isolation of the PV anomaly. An excellent summary of the semantic history of the feature can be found in the appendix of Boettcher and Wernli (2013).

Regardless of nomenclature, the existence of DRVs is the result of significant latent heat release within moderately baroclinic environments, and represents the opposite extreme from the traditional baroclinic models of ETCs, such as Bjerknes (1919). A continuum can be theoretically established covering this wide range of features, including DRVs that serve as the seed for ETC genesis. Within this chapter, we move our idealized model configuration towards a more realistic consideration of the Earth system by including a latitudinally-varying Coriolis parameter. In doing so, we find ETCs that span across this continuum from baroclinic to diabatic, and propose a three-regime classification of these systems. Specifics of the modeling configuration used along with an explanation of the experiments performed are presented in Section 4-2. The results of these experiments are presented in Section 4-3 (univariate) and Section 4-4 (bivariate). After comparison of the results to a fully realistic Coriolis configuration in Section 4-5, we move to a discussion of some of the dynamical features in Section 4-6. Finally, in Section 4-7, we compare the results in this chapter with the previously presented $f$-plane results, before summarizing our conclusions in Section 4-8.
4-2: Methods and Experiment Design

For consistency and comparability with the results from the previous chapter, we again perform our experiments using Version 3.5.1 of the Weather Research and Forecasting Model, the full configuration of which is described in Chapter 2. As in the previous chapter, we again omit the usage of any radiative scheme for simplification and ease of comparison with Booth et al. (2013) and other results. However, we now diverge from the previous model configuration by acknowledging the latitudinal dependence of the Earth’s Coriolis force by utilizing the beta-plane approximation. A suite of univariate sensitivity tests using a spherical calculation of the Coriolis parameter is also performed (presented in Section 4-5) to test the robustness of the beta-plane approximation within these simulations.

First proposed by Rossby (1939), the beta-plane approximation attempts to find a middle ground between the constant value assumption of the $f$-plane and the non-linear complexity of the actual Coriolis parameter. It is a linear approximation of the Coriolis parameter, and for the midlatitudes, is formulated as follows: $f = f_0 + \beta_0 (y - y_0)$, where $f_0 = 2\Omega \sin(\varphi_0)$ and $\beta_0 = 2\Omega \cos(\varphi_0)/a$. The radius of the Earth is symbolized by $a$, the Earth’s angular velocity $(7.292 \times 10^{-5} \text{ rad s}^{-1})$ is symbolized by $\Omega$, and $y_0$ symbolizes the center point of the domain in the $y$-direction, a reference point from which distance can be calculated. The reference latitude at this point, $\varphi_0 = 43^\circ \text{N}$, is chosen so that the center of the domain has an identical Coriolis magnitude for both the $f$-plane and beta-plane configurations, as well as being nearly identical with the actual value of the Coriolis parameter at that latitude. Figure 4-1 demonstrates the values for both the $f$-plane and beta-plane assumptions as well as the calculated values of the Coriolis parameter for latitudes in our domain. Immediately evident is the improved realism of the beta-plane approximation over the constant $f$-plane assumption, especially through the
midlatitudes of the domain, where the ETC will be forming. In improving the realization of the
Coriolis parameter within the model configuration and acknowledging the importance of the
Coriolis force in ETC development, we make another step toward representing the full climate
system. Moreover, we consider the change in Coriolis configuration as a sensitivity, a stark
change from much of the idealized literature which considers the Coriolis configuration as a
methodology choice within their model setup, often opting for the simpler $f$-plane.

As in Chapter 3, we design our experiments to have some comparability with our own past results. Therefore we repeat the three experiments from Chapter 3, now with the beta-plane configuration. For reference, these experiments are listed in Table 4-1. This experimental construction allows direct comparison between the two sets of results, as all other variables are held constant between the $f$-plane and beta-plane simulations. As before, the first two experiments are 6-simulation univariate sensitivity experiments testing ETC univariate sensitivity to bulk temperature and baroclinicity. The final experiment is a 121-simulation bivariate experiment utilizing simultaneous changes within the range of the univariate experiments.

4-3: Univariate Sensitivity Results

4-3.1 Dry Simulations

As with the $f$-plane results, we first perform the univariate experiments in a dry configuration. At initialization, no moisture is present, a cumulus parameterization is not used, and latent heat release from the microphysics scheme is neutralized. Figure 4-2a shows the minimum SLP and maximum EKE results from the dry variation of Experiment 1, the univariate baroclinicity test. As expected from baroclinic theory and the corresponding experiment in
Chapter 3, increasing the baroclinicity of the domain results in stronger ETCs, regardless of metric – simulation-minimum SLP decreases and simulation-maximum EKE increases. Furthermore, the timing of cyclogenesis and time to maturity are accelerated as baroclinicity increases. Within the most baroclinic domain, cyclogenesis begins approximately 100 hours into the simulation, 24-36 hours sooner than in the control baroclinicity case with a jet amplitude factor of 1.0. In the most weakly baroclinic environment (a jet amplitude factor of 0.4) development barely begins prior to the end of the 14 day simulation. In addition, the development timeline is accelerated in the most baroclinic environments, with the time between genesis and maturity decreasing and deepening rates increasing – all indications of robust developmental changes.

The dry configuration is also applied to Experiment 2, the univariate bulk temperature test, with Figure 4-2b displaying the results for both strength metrics. Unlike the dry baroclinicity results, changing the bulk temperature of the domain in a dry configuration has a negligible effect during cyclogenesis and development of the ETC, with small differences post-maturity due to surface fluxes. With surface fluxes removed, results are nearly identical through the entire the 14-day simulation, as demonstrated in Figure 4-3. These dry configurations of Experiments 1 and 2 thus confirm that our beta-plane modifications to the original B2013 channel model are accurate and behave consistently prior to the addition of moisture. Indeed, the results presented in Figure 4-2 are quite similar to the corresponding f-plane experiments presented in Figure 3-1. While the f and beta planes are consistent in dry dynamical conditions (perhaps leading to assumptions that the choice of Coriolis configuration is irrelevant), the differences between these two configurations are clear once the effects of moisture are included.
4-3.2 Moist Simulations

Having established the performance of the beta-plane initialization procedure in dry dynamics cases, we then move to the moist variations of Experiments 1 and 2. As in Chapter 3, this involves using the second step of our initialization procedure to insert water vapor into the domain and the activation of moist processes and diabatic heating within the model. Otherwise, model configuration and parameterizations are identical to the dry variations of Experiments 1 and 2.

Figure 4-4a displays the two strength metrics for the moist variation of Experiment 1, the univariate baroclinicity test. ETCs in environments with weaker and stronger baroclinicity than our default value are depicted with blue and red lines, respectively. While both minimum SLP and EKE values demonstrate run-to-run behavior consistent with the theoretical work of Eady, QG theory, and the corresponding results from Chapter 3, there are notable deviations. All ETCs in Figure 4-4a are approximately half as strong as their f-plane counterparts, using the simulation-maximum EKE metric. Exact percentages range from a minimum decrease in strength of 47.7% at a jet amplitude factor of 0.8 to a maximum decrease in strength of 53.4% at a jet amplitude factor of 1.0. Response of simulation-maximum EKE between dry and moist variations of this experiment is similar, especially between jet amplitude factors of 0.8 and 1.4.

Increasing the jet amplitude factor, and thus the environmental baroclinicity, does increase EKE, but only slightly. Moreover, there is a glimpse of non-monotonicity in the response of the simulation-maximum EKE value for each run between jet amplitude factors of 0.8 – 1.2, the causes of which will be discussed further in Section 4-6. In contrast, the response of minimum SLP to environmental baroclinicity is monotonic, as minimum SLP decreases with increasing baroclinicity, although this response is not linear.
We then turn to the results of the moist bulk temperature sensitivity test. The combined results for minimum SLP and EKE are presented in Figure 4-4b, with the warmest runs in red and the coldest runs in blue. Initial development of each ETC takes place at slightly different rates, with warmer runs developing quicker, indicating that the addition of more moisture at warmer temperatures leads to more rapid development, as also seen in the $f$-plane results. However, the later stages of cyclogenesis differ significantly from the $f$-plane simulations, with the warmest two runs (304 K and 308 K), demonstrating a secondary period of cyclogenesis after a pause in development about 160 hours (7 days) into the simulation. The cooler runs exhibit traditional cyclogenesis patterns resulting in a U-shaped graph of minimum SLP. Furthermore, as temperature increases, the simulation-minimum SLP increases with increasing temperature; and, due to the two-stage cyclogenesis, the timing of the minimum is delayed in the warmest runs.

The EKE values in Figure 4-4b also contrast with this experiment’s $f$-plane counterpart (Fig. 3-3b). The two-stage cyclogenesis observed in the warmest runs is also evident in the EKE results, as the 308 K simulation develops sooner and deepens quicker than cooler runs. While more subtle, two-stage cyclogenesis can be inferred in EKE timeline of the 304 K run, and even in the 300 K run, in which the two stages are concurrent enough that the EKE timeline appears as a plateau at peak strength between 220-270 hours. Shifting to the values of cyclone-maximum EKE, non-monotonicity again exists, as in the $f$-plane counterpart. However, the non-monotonic trend is now reversed, with simulation-maximum EKE values decreasing between 288 K – 300 K, and increasing in strength at temperatures warmer than 300 K. We can therefore infer that moist processes hamper the development of the ETC up until this point. Furthermore, the sensitivity to individual steps on either side of the minimum value displays different behaviors, as the decreases of the cooler runs are large when compared to the small increases in EKE.
between the 300 K – 308 K runs. This unequal sensitivity could indicate separate growth factors, explored further in Section 4-6.

### 4-4: Bivariate Sensitivity Results

While univariate tests are useful, we also acknowledge that they are an incomplete examination of ETC sensitivity, especially when considered in isolation. Therefore, we now include simultaneous perturbation of both the bulk temperature/moisture in the domain as well as the baroclinicity. Simultaneous perturbations nudge our idealized framework towards a fuller evaluation of future climates, with changes in multiple environmental characteristics.

Figure 4-5 displays bivariate results for the simulation-minimum SLP output metric. The dominant sensitivity is to baroclinicity, as ETCs in both relatively colder/drier and warmer/moister environments exhibit decreases in minimum SLP with increases in baroclinicity. Again, this qualitative trend generally follows the traditional baroclinic growth theory; however, from a quantitative perspective, minimum SLP does not decrease linearly with increasing baroclinicity; decreases are less rapid in the warmer/moister simulations than in the colder/drier runs. As also present in the univariate baroclinicity experiment, there is noisiness to the minimum SLP field, partially due to the coarser horizontal grid spacing of the model. Another factor could be the chaotic nature of convection, which has been previously demonstrated to play a greater role in ETCs at warmer temperatures. Moreover, the “threshold temperature” (at which convection begins to limit development) is colder in beta-plane experiments than in the $f$-plane experiments presented in Chapter 3. These differences will be explored in greater detail later in Section 4-7.
Using the same line of analysis as in the univariate tests, Figure 4-6 displays the simulation-maximum EKE value for each of the 121 runs in the bivariate test. The parameter space exhibits the presence of multiple regimes, with the lower half of the figure demonstrating a coherent response function characterized by increasing values of maximum EKE as baroclinicity increases, in addition to some sensitivity to temperature – a clear codependence on both environmental characteristics. This pattern is similar to the \( f \)-plane results in Section 3-4, with the temperatures for the maximum value of EKE and the coherent response boundary transposed to cooler values than in the \( f \)-plane bivariate experiment, a difference expanded upon in Section 4-7. Warmer than approximately 298 K, ETCs (at all baroclinicities) shift into a new response regime. Response to increases in both variables is non-monotonic and inconsistent, with a secondary maximum between 304 K – 308 K. The only qualitative conclusion possible is an increase in EKE within more strongly baroclinic environments, similar to the qualitative conclusion made in the bivariate minimum SLP results. Finally, it should be noted that given the results in both Chapter 3, and in the univariate results presented in Section 4-3, the minimum in the upper left-hand corner of the diagram is expected. Environments in this portion of the parameter space are warm and moist, but lack significant baroclinicity – the critical ingredient for ETC development.

4-5: Inclusion of a Spherical Coriolis Configuration

As discussed in Section 4-2, the beta-plane is a linear approximation of Earth’s Coriolis force commonly used in idealized modeling. However, in order to test the accuracy of the beta-plane approximation and robustness of our results, we run a third set of univariate tests with a configuration more representative of Earth’s actual Coriolis force, using a spherical formulation,
\[ f = 2\Omega \sin(\varphi), \]
where \( f \) is the Coriolis parameter, \( \Omega \) represents the Earth’s angular speed of rotation, \( 7.292 \times 10^5 \) rad s\(^{-1}\), and \( \varphi \) is the latitude in radians. The center of the domain is anchored at 43\(^\circ\)N latitude, so that the domain represents 3\(^\circ\) - 83\(^\circ\)N latitude. We repeat the two moist univariate sensitivity tests, the results of which are presented in Figure 4-7a (moist univariate baroclinicity test) and Figure 4-7b (moist bulk temperature univariate test).

Comparison of Figure 4-7a with Figure 4-4a, the corresponding results on the beta-plane configuration, reveals strong similarity in response between the simplified beta-plane and the spherical Coriolis configuration. Increasing domain baroclinicity yields stronger ETCs, with a slight muddling of the signal between jet amplitude factors of 0.8 and 1.2. It should also be noted that, on the whole, ETCs within this test are slightly stronger than their beta-plane counterparts. Similarities extend to comparisons between the univariate bulk temperature tests in the spherical Coriolis configuration (Fig. 4-7b) and beta-plane configuration (Fig. 4-4b). Again, strength response is similar, with only a slight shift in the temperature of the weakest ETC (as measured by average column-summed EKE) from 300 K in the beta-plane configuration to 304 K in the spherical Coriolis configuration. Again, ETCs in domains with spherical Coriolis configurations are stronger than their counterparts, but the general response function remains robust. Thus, while the beta-plane is a simplified approximation of the actual Coriolis force, the accuracy of the approximation in the midlatitudes is reasonable enough to draw robust conclusions from the simpler beta-plane configuration.

4-6: Discussion

Within the three beta-plane experiments (univariate baroclinicity, univariate bulk temperature, and bivariate baroclinicity-temperature), there are several complex response
behaviors requiring further analysis. For the univariate baroclinicity test (wherein all runs are at a bulk temperature case of 300 K), an expected increase of strength with increasing environmental baroclinicity is present in the minimum SLP, while the EKE response is comparatively muddled. Moreover, in the univariate bulk temperature test, ETC strength surprisingly decreases in both metrics before slightly increasing at the warmest temperatures. Finally, in the bivariate test, the responses for both metrics are noisy, especially in the warmer portions of the parameter space.

To understand possible response function inconsistencies, moist processes with nonlinear behavior must be considered. And so, we once again return to examining the role of convection within the beta-plane experiments.

While difficult to precisely quantify and compare convective activity between ETCs, we can obtain a close approximation by comparing the amounts of convective and non-convective precipitation. Figure 4-8 displays both of these quantities (averaged across the entire domain and over the entire simulation) for the bivariate parameter space, with Figure 4-8a displaying convective precipitation, and Figure 4-8b displaying non-convective precipitation, as partitioned by the convective scheme active within the model. Figure 4-8a demonstrates the strong correlation between temperature, moisture, and convective activity. Convective precipitation increases non-linearly with increasing temperature, with 2 K steps at warmer temperatures yielding more precipitation. In addition, there is a dependence on baroclinicity, as increasing the domain baroclinicity leads to decreases in convective precipitation amount. Therefore, the environments most conducive to convective activity are the warmest and most weakly baroclinic domains.

Figure 4-8b demonstrates that in the warmest environments, ETCs in high baroclinicity domains produce the largest amounts of non-convective precipitation, as expected in these
baroclinically-dominated situations. While increases in temperature and moisture play equally important roles in non-convective precipitation, increases in moisture content complicate the comparison of convective roles between cooler and warmer runs. Therefore, we use the convective percentage of precipitation to normalize the amount of convective precipitation (Fig. 4-8a) by the total precipitation (the sum of Figs. 4-8a and 4-8b). Figure 4-8c displays these results, confirming our intuition about the role of convection and temperature. While both convective and non-convective precipitation increase with increasing temperature, gains in convective precipitation accelerate faster at warmer temperatures and lower baroclinicity values. Therefore, the highest convective percentages (exceeding 60%) are from ETCs in warm and weakly baroclinic environments. The decrease from this maximum is rapid, as decreasing the temperature by 6 K leads to a 20% decrease in the convective percentage – a clear demonstration of the rapidly increasing role convection plays in the warmest environments.

While independently significant, the increasing role of convection with temperature also has a significant impact on the dynamical environment. As in Chapter 3, the most notable quantity used to understand convective dynamical feedback is potential vorticity, popularized by Hoskins et al (1985). Figures 4-10 and 4-11 display PV anomaly analyses from the 292 K and 308 K cases in the univariate bulk temperature experiment, with green and purple shading indicating positive and negative PV anomalies, respectively. The first 12 hours of the simulation are used as the background flow. PV is broken out into 3 levels: upper-level (200 – 300 hPa), mid-level PV (600 – 700 hPa), and low-level PV (900 – 975 hPa), chosen to provide a comprehensive picture of both convection and synoptic-scale processes, while also avoiding level adjustment for different bulk temperature cases. Finally, the precipitable water vapor is plotted with sea level pressure overlaid in the bottom row of the diagram. For each ETC, this
analysis is performed four times, as shown in Figure 4-9. The first three times, A, B, and C, are fixed with regard to the simulation start time, and are chosen to highlight PV evolution during ETC development. The final time period is fixed with regard to ETC lifetime, and depicts the PV distribution at the time of maximum EKE. All times, as well as the case names, are also labeled on the figures for reference. Combined, Figures 4-10 and 4-11 demonstrate the modification of ETC cyclogenesis processes with increases in temperature, suggesting two disparate responses. These cases bring into focus the regimes first posited in Chapter 3.

The 292 K case, presented in Figure 4-10, undergoes canonical cyclogenesis, as described by Bjerknes (1919) or Shapiro and Keyser (1990), for example. The upper-level PV forms a dipole, with the SLP minimum between a positive western PV anomaly and an eastern negative PV anomaly, shown on the top row of Figure 4-10. Simultaneously, mid-level PV exhibits no significant deviation from the background state, indicating a lack of widespread diabatic heating above 500 – 600 hPa. Finally, the low-level PV anomaly is centered on the SLP minima, indicative of the low-level circulation (and associated vorticity) associated with the developing ETC at the surface. As the ETC develops further by Time C, the low-level PV field coincides with the location of the warm conveyor belt (WCB), a region of warm, moist air ascending ahead of the cold frontal region. The WCB is visible in the precipitable water vapor product in the bottom row of Figure 4-10 as a tongue of moist air (in blue) extending to the north. The changing morphology of the WCB should be noted, as it narrows significantly towards maturity. ETC evolution also feeds back onto the large scale dynamical forcing. Upper-level PV deforms from the initial dipole and mirrors the counter-clockwise circulation of the ETC, with the positive anomaly advected southeastward, and the negative anomaly advected northward. Positive PV anomalies also develop at mid-levels, mirroring the path of parcels in the
WCB. In the 292 K case, the impact of convection is minimal to nonexistent, with the ETC responding to large-scale, synoptic forcing mechanisms.

While the 292 K case demonstrates canonical baroclinic wave development, the 308 K case, presented in Figure 4-11, reveals how vigorous convection disturbs baroclinic cyclogenesis processes. At time A, the PV dipole surrounding the SLP minimum is present, but with clear convective modification, as evidenced by the inconsistent edges and irregular shape of the negative anomaly. Such irregularity is indicative of convection underlying the 200 – 300 hPa layer in those regions. Further evidence of deep convection below 300 hPa is present in the mid- and low-level PV anomalies at Time A. Mid-level and low-level positive PV anomaly morphology matches structures expected in a diabatic Rossby vortex (DRV) as described by Moore and Mongomery (2004, 2005) and as in the $f$-plane results presented in Chapter 3. Positive PV anomalies stretching to the south and east of the SLP minimum at mid-levels are reminiscent of a mesocyclone and reflect DRV-induced circulation. The DRV present early in the cyclogenesis process includes a WCB-esque feature in precipitable water vapor, visible at Time A in Figure 4-11. This DRV is responsible for the initial strengthening present in minimum SLP and average EKE timelines of the 308 K case in Figure 4-4b, the first of two growth periods in both timelines, before strengthening briefly pauses.

Examination of Times B and C, at the beginning and end of the pause in development, illuminates possible reasons for the peculiar dual-development timeline present in the 308 K case (as well as the 300 and 304 K cases, albeit less visibly). By this time, the DRV has largely dissipated, although the resulting SLP minimum is still visible on the western end of the broad horizontal SLP minimum that has formed. Low-level PV anomalies still bear the signature of the DRV at Time B as well, as a small southeasterly-oriented PV streamer is still visible over the
center of the broad SLP minimum. However, the predominant forcing for continued cyclogenesis is now synoptic-scale, as at upper-levels, the positive PV anomaly present to the west of the ETC has moved east, and sits just off of the western edge of the broad SLP minimum, encouraging large-scale ascent over the ETC. As a result, the dominant PV pattern of the ETC now reflects the strung-out streamer in the 292 K case, with one key exception. Due to the influence of the DRV in early stages of cyclogenesis, the WCB is shifted well to the east of the SLP minimum and sits at the edge of the map at Time B. Although more environmental moisture is present in the 308 K case than in the 292 K case, moisture transport of the WCB is misplaced, and so the environment must adjust. This adjustment is visible in the precipitable water vapor map at Time C, where two green tongues indicate ongoing consolidation of the two WCBs: one from the initial DRV, and one forming as the ETC undergoes synoptic-scale cyclogenesis. By Time C, on the ninth day of the simulation, there are no recognizable PV features from the initial DRV, formed 72 hours prior. Nevertheless, the DRV makes a lasting impact on the ETC through modification of the environment. DRVs lead to weaker ETCs in warmer environments by reducing the conversion efficiency of available baroclinic energy. Note, however, that this is not immediately evident when examining the PV anomaly and precipitable water vapor fields for the 292 K and 308 K cases at time D, their peak EKE strength. As in the 292 K case, the WCB in the 308 K case narrows along the eastern side of the SLP minimum, and looks similar in PV fields, with PV anomalies at mid- and low-levels coincident with the WCB, and upper-level positive PV anomalies above the southern half of the cyclone. While both ETCs look similar at maturity, they represent the different pathways of cyclogenesis present in the parameter space.
4-7: Comparison of Beta-Plane and f-Plane Results

In completing identical sets of sensitivity experiments for both the $f$-plane and beta-plane configurations, comparisons can illuminate general characteristics of ETCs in changing environments. When initially making cross-experiment comparisons of strength metrics, it seems that no similarities exist; however, closer examination reveals that the system behaves similarly between Coriolis configurations. In illustration of this point, Figure 4-12 displays the simulation-maximum EKE value for a range of $f$-plane and beta-plane simulations within the moist univariate bulk temperature experiment. Note that for each of the configurations, the range of bulk temperatures used has been extended, with the beta-plane ensemble ranging between 276 K – 308 K, and the $f$-plane ranging between 288 K – 312 K. While figures displaying the entire EKE timeline for both tests (Fig. 3-3b and Fig. 4-4b) do not immediately reveal similarities, plotting simulation-maximum values reveals a generalized response, regardless of Coriolis configuration.

This generalized response function has two distinct features. The first of these is a parabolic function with a local maximum at approximately 284 K for the beta-plane configuration and approximately 296 K for the $f$-plane configuration. These parabolic responses are relatively symmetric about the local maximum, and cover the majority of the cooler end of the parameter space. The second begins at a clear breakpoint of 300 K in the beta-plane and 308 K in the $f$-plane configuration and is a (possibly) linear regime where simulation-maximum EKE increases with temperature. This regime’s linearity is unknown, as for simulations warmer than 308-312 K, the model configuration becomes unstable and must be modified. Moreover, these temperatures approach the upper limit of expectations in a future climate. Nevertheless, we can confidently conclude that there is a clear regime shift in the warmest end of the parameter space.
Correlating the breakpoints in Figure 4-12 to the sensitivity test results in Chapter 4, it is clear that increased convection (and associated diabatic heating), specifically the initiation of diabatic Rossby vortices, is likely the trigger mechanism for response regime change. At simulations greater than the 296 K bulk temperature case, several characteristics of DRVs appear. Firstly, in Figure 4-4b, the 300 K – 308 K cases all demonstrate some variation of two-stage strengthening. While the two stages are most noticeable in the 308 K case, examination of the EKE timeline for the 300 K case reveals that there are two maximums present, but much closer in time than the warmer cases. Such two-stage strengthening is not present in the 296 K case. Furthermore, the bivariate maximum EKE results (Fig. 4-6) show a two-stage distinction, with the coherency of the response function breaking down at temperatures warmer than 300 K. This breakpoint value also explains the muddled response of the univariate baroclinicity test on the beta-plane (Fig. 4-4a). Given that all runs for that test are performed at a bulk temperature case of 300 K, the influence of convection prevents the beta-plane results from duplicating the clear result of the $f$-plane baroclinicity test (Fig. 3-3a). The factors behind the breakpoint transposition between the two Coriolis planes are still unclear, however.

In understanding the response shift between Coriolis configurations, it should be noted that the setup formulation for all three tests is identical – all simulations begin in a balanced state. The key difference is the makeup of the forces balanced. In balancing the initial state with a non-constant Coriolis parameter, slight differences to the jet profile (and thus also the temperature field, since the model begins in thermal wind balance) result in slightly different temperature profiles between nominally identical $f$-plane and beta-plane cases. The cross-section in Figure 4-13 displays these initial differences in temperature at the center of the domain – in the beta-plane runs, there is warming at levels below the jet maximum, and slight cooling above.
Taken as a whole, these slight differences (with a maximum difference of less than 4 K) result in a steeper lapse rate within the beta-plane cases. Thus, the beta-plane runs are marginally more unstable than their $f$-plane counterparts – making them more prone to convection at lower thresholds of temperature and moisture. Increasing convection leads to DRV initiation at cooler temperatures (relative to the $f$-plane results), resulting in DRV interference with cyclogenesis and regime shift at a lower temperature threshold in the beta-plane sensitivity test. This indirect impact of Coriolis configuration on initial lapse rate and regime breakpoint confirms the convective influence on the response of ETCs to temperature.

4-8: Conclusions

In including latitudinally-varying Coriolis parameters in our idealized setup, we were able to capture a more realistic picture of ETCs, as the Coriolis force plays a non-negligible role in midlatitude dynamical systems. Primarily, we utilized a linear beta-plane approximation, although a spherical Coriolis parameter was tested to confirm the results of the beta-plane experiments. As in Chapter 3, which utilized an $f$-plane, we performed variations on three primary experiments: Dry and moist variations of a univariate baroclinicity sensitivity test, dry and moist variations of a univariate bulk temperature test, and a moist bivariate test which simultaneously modified baroclinicity and bulk temperature.

After confirming correct operation of the model setup in the dry variations of the univariate test, we repeated the two univariate experiments with moist processes. In the baroclinicity test, there was an increase in ETC strength with increasing baroclinicity, as measured by minimum SLP and maximum EKE. While this response was also identified in the corresponding $f$-plane test, the increasing influence of convection at cooler temperatures results
in a slightly muddled response in comparison. As expected, increases in non-convective precipitation are also present in ETCs within the most baroclinic environments. Moving to the univariate bulk temperature experiment, the activation of moist processes results in significant response modification as compared to the dry variation. Minimum SLP generally increases with increasing temperature, indicating weakening of ETCs in warmer and moister environments. Furthermore, simulation-maximum EKE of the ETC during the simulation shows a clear non-monotonic response to temperature, decreasing with increasing temperature between 288 K – 300 K, before slightly increasing again at bulk temperatures warmer than 300 K. During development, the EKE and minimum SLP timelines of the three warmest ETCs are characterized by a two-stage strengthening process, brought about by the initiation of DRVs in the domain, which act to interfere with traditional baroclinic cyclogenesis and limit ETC strength. DRVs are highlighted through a PV anomaly analysis early in ETC development, and signal the presence of a new regime of cyclogenesis, visible in univariate and bivariate results.

Together, the $f$-plane and beta-plane results presented in Chapters 3 and 4 demonstrate a generalized response of ETC to changes in both baroclinicity and bulk temperature/moisture. ETC response to increases in baroclinicity is relatively straightforward – with increasing baroclinicity, strength increases, especially in cases where convection plays a limited role. However, the response to increased bulk temperature/moisture is much more complicated and can be broken down into 3 regimes. Figure 4-14 presents a simplified sketch of these regimes and their relation to simulation-maximum EKE values. The first of these regimes, the baroclinic regime, is at the coolest end of the spectrum, and represents ETCs that grow at a slow to moderate pace. Increasing temperature and moisture in these ETCs contributes to convection and diabatic heating that increases strength. Further increases in temperature beyond the baroclinic
regime lead to the second regime, where ETCs are diabatically-limited. In these ETCs, while development may be more rapid, convection constricts the ETC by vertically redirecting momentum – resulting in a smaller, weaker ETC. These two regimes make up the parabolic arc that spans much of the parameter space. Finally, the warmest regime is characterized by the rapid development of diabatic Rossby vortices, with convection responsible for PV production at mid-levels. In this diabatically-driven regime, DRV’s accelerate development, but interfere with baroclinic cyclogenesis, resulting in simulation-maximum EKE values that scale linearly with increasing temperature. While these regimes represent a nearly-complete inclusion of moist atmospheric processes, our modeling setup still lacks one key element – radiation. The inclusion of radiation brings about further complexity, explored next in Chapter 5.
<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Description</th>
<th># of Runs</th>
<th>Southern Boundary Surface Initialization Temperatures (K)</th>
<th>Jet Amplitude Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Univariate Baroclinicity Test</td>
<td>6</td>
<td>[300]</td>
<td>[0.4, 0.6, 0.8, 1.0, 1.2, 1.4]</td>
</tr>
<tr>
<td>2</td>
<td>Univariate Bulk Temperature Test</td>
<td>6</td>
<td>[288, 292, 296, 300, 304, 308]</td>
<td>[1.0]</td>
</tr>
<tr>
<td>3</td>
<td>Bivariate Test</td>
<td>121</td>
<td>[288, 290, 292, 294, 296, 298, 300, 302, 304, 308]</td>
<td>[0.8, 0.84, 0.88, 0.92, 0.96, 1.00, 1.04, 1.08, 1.12, 1.16, 1.20]</td>
</tr>
</tbody>
</table>

Table 4-1. Beta-plane experiment descriptions.
Figure 4-1. Magnitudes of the Coriolis parameter approximations (f plane in red, beta-plane in blue) and the calculated Coriolis parameter (for a sphere), for latitudes within the idealized channel domain used for sensitivity experiments.
Figure 4-2. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the dry baroclinicity univariate test (Figure 4-2a, top panel) and dry bulk temperature univariate test (Figure 4-2b, bottom panel) on a beta-plane.
Figure 4-3. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the dry baroclinicity univariate test on a beta-plane, run without surface fluxes.
Figure 4-4. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist baroclinicity univariate test (Figure 4-4a, top panel) and moist bulk temperature univariate test (Figure 4-4b, bottom panel) on a beta-plane.
Figure 4-5. Minimum SLP (in hPa) during the lifetime of each ETC tested in the bivariate sensitivity test on a beta-plane. The 9pt minimum SLP is determined by taking the average SLP of a 3 by 3 gridpoint box centered on the minimum SLP point in the domain.
Figure 4-6. Maximum value of the average column-summed EKE (in \((\text{J/m}^2)\times 10^5\)) during the lifetime of each ETC tested in the bivariate sensitivity test on a beta-plane.
Figure 4-7. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist baroclinicity univariate test (Figure 4-7a, top panel) and moist bulk temperature univariate test (Figure 4-7b, bottom panel), run with a spherical Coriolis configuration.
Figure 4-8. Averaged (over the full domain and entire simulation) values of convective precipitation (mm/day, Figure 4-8a), non-convective precipitation (mm/day, Figure 4-8b), and convective percentage of precipitation (Figure 4-8c) for each ETC in the bivariate sensitivity test on a beta-plane.
Figure 4-9. Times A-D of the four-panel analysis overlaid on the average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist bulk temperature univariate test on a beta-plane. Time D is at the time of maximum EKE.
Figure 4-10. Four-panel PV anomaly and precipitable water vapor analysis, conducted at Times A, B, and C (indicated in Figure 4-9) and at the time of maximum EKE, with overlaid sea level pressure contours (hPa) for the 292 K bulk temperature case on a beta-plane.
Figure 4-11. Four-panel PV anomaly and precipitable water vapor analysis, conducted at Times A, B, and C (indicated in Figure 4-9) and at the time of maximum EKE, with overlaid sea level pressure contours (hPa) for the 308 K bulk temperature case on a beta-plane.
Figure 4-12. Maximum EKE response to changes in temperature/moisture content for both f-plane and beta-plane configurations. The jet amplitude factor is equal to 1.0 for all runs.
Figure 4-13. Cross-section of initial domain temperature differences (in K) between the beta-plane and $f$-plane configurations. Differences are taken for the control case at a bulk temperature of 300 K and jet amplitude factor of 1.0, with the southern boundary on left and northern boundary on the right of the figure. Red (blue) colors indicate that the beta-plane simulation is warmer (colder) than its $f$-plane analog.
Figure 4-14: Sketch (not to scale) demonstrating the three regimes of extratropical cyclogenesis present in the parameter space, overlaid on a generalization of the maximum EKE response to temperature.
Chapter 5: The Impact of Radiative Processes on Extratropical Cyclones

5-1: Introduction

In constructing the model configurations within the past two chapters, we expanded on previous idealized sensitivity literature, improving the realism of environmental perturbation mechanisms and considering simultaneous modification of both temperature and baroclinicity. Noting that virtually all of the current literature has neglected the impact of radiation on the baroclinic life cycle, we now advance our experiments by including radiative processes – bringing our model even closer to a full representation of the Earth’s climate system and providing an additional pathway for energy into and out of the system. However, the addition of radiative processes goes far beyond the simple inclusion of an external forcing onto the system. More crucial to the dynamical processes within ETCs is the path of the energy inside the system. Radiative absorption and emission by major and trace atmospheric gases along with countless cloud droplet interactions exerts a potentially tremendous dynamical influence.

Among all atmospheric constituents, radiative interactions with water vapor are some of the most important in the climate system. Water vapor was first recognized as a major atmospheric absorber of thermal radiation over 250 years ago (Tyndal, 1861), even though it makes up 1 – 4% of the atmosphere’s mass. From a climate context, continuum absorption of radiation within the 10-μm window by water vapor is most crucial to understanding its impacts on the Earth’s radiative balance. Furthermore, an increase in atmospheric moisture capacity within a changing climate adds significant uncertainty. The water vapor feedback – a positive
feedback loop wherein the trapping of radiation by water vapor heats the planet, resulting in more atmospheric water vapor which traps even more heat – combines with the related cloud and lapse rate feedbacks to produce “most of the simulated climate feedback and most of its inter-model spread” (IPCC 2014). Therefore, for the fullest realization of future climates, radiative processes must be considered. Until now we have omitted them, building a solid foundation by understanding ETC sensitivity in non-radiative environments.

Establishing this foundation also allows our upcoming experiments to have dual utility: understanding not just ETC sensitivity in future climate conditions, but also evaluating ETC sensitivity to radiative processes – a field that has largely been neglected in current study. Some recent work has approached the subject, largely dealing with the cloud radiative effect on ETCs from an observational perspective. Work by Tselioudis and Konsta (2017) has identified the modification of shortwave and longwave radiative cloud effects with the poleward shift of high clouds in midlatitude storm tracks. This northward expansion is perhaps due also to the expansion of the Hadley cell (Tselioudis et al. 2016). Observational work by Polly and Rossow (2016) showed that the cloud radiative effect exerts a net cooling for all groups of the $10^6$ ETCs they analyzed, with the cooling enhanced by greater cyclone depth. However, no modeling work seems to have considered radiative effects on ETCs from a sensitivity perspective.

Instead, we can look to the tropical cyclone community for some guidance on radiative effects in dynamical systems, especially with regards to cloud radiative forcing (CRF). In attempting to reduce the forecast error of hurricane forecasting, Fovell and Su (2007) considered microphysical and cumulus schemes within forecast models, finding that indeed, cloud processes have an effect on storm motion over as short a time period as 48 hours. This was extended by Fovell et al. (2009), which noted that the use of different microphysical schemes led to different
physical structures within tropical cyclones. Interestingly, these differences only appeared when CRF was enabled within the model, indicating that radiative impact on tropical cyclones is primarily through microphysical processes (Fovell et al. 2010). Physically, longwave absorption by the anvil leads to enhanced convective heating, which feeds back into the wind field (Bu et al. 2014). A fuller explanation of all these processes is covered in a review by Fovell et al. (2016) as well, but is omitted here, given the differences in large-scale dynamical forcing between ETCs and tropical cyclones.

With the configuration options of the WRF model and the flexibility of our modeling configuration, we aim to start discussion about the effects of radiative processes on ETCs by performing similar univariate and bivariate experiments to Chapter 4, now with radiative processes enabled. The specifics of the modeling configuration are outlined in Section 5-2, with the results of the univariate and bivariate experiments presented in Sections 5-3 and 5-4. Section 5-5 contains discussion of the dynamical features present within these experiments. Section 5-6 presents a suite of experiments designed to ease the transition between non-radiative and radiative configurations, allowing attribution of response variability. Finally, our findings are summarized in Section 5-7.

5-2: Methods and Experiment Design

As in previous chapters, we again utilize the Weather Research and Forecasting Model, Version 3.5.1, to create idealized sensitivity tests, the configuration of which is largely outlined in Chapter 2. For the experiments in this chapter, we use an identical beta-plane setup as in the previous chapter, with one key modification. Having explored ETC response in environments without radiative processes, we now enable both shortwave and longwave radiative processes.
For shortwave radiation, we use the MM5/Dudhia shortwave scheme (Dudhia 1989), which has a diurnal cycle and accounts for clear-air scattering, water vapor absorption, and cloud albedo/absorption. We opt to use settings within this scheme to emulate insolation levels typical for January, as frequency maxima for ETCs in the North Pacific, Great Lakes, and Eastern Seaboard occurs during the January – March timeframe (Colucci 1976; Eichler and Higgins 2006). For longwave radiation, we use the Rapid Radiative Transfer Model (RRTM) scheme, based on Mlawer et al. (1997), using the correlated-$k$ method and preset tables for longwave processes across 16 bands for interactions with water vapor, ozone, CO$_2$, and accounting for cloud optical depth. By addition of these two schemes, we move our model configuration closer to reality, building on the foundation set in Chapters 3 and 4.

As in Chapters 3 and 4, we design our experiments for comparability with past results. Therefore we again plan three experiments as listed in Table 5-1. As before, the first two experiments are 6-simulation univariate experiments testing ETC sensitivity to bulk temperature and baroclinicity, with the final experiment being a 121-simulation bivariate test which utilizes simultaneous changes within the range of the univariate experiments.

The inclusion of radiative processes diverges from previous experiments in Chapters 3 and 4 by adding an energy pathway into the system. Confirming that the added insolation does not overwhelm environmental differences we wish to examine, Figure 5-1a presents differences in zonally averaged 700 hPa temperature between latitudes one-quarter and three-quarters of the way into the domain from the south. These differences are presented over the first 139 hours of the simulations in the univariate baroclinicity test. Even with radiation enabled, temperature differences due to variations in baroclinicity are consistent and represent the variation intended. Similarly, Figure 5-1b presents the full-domain averaged temperature for the first 139 hours of
the simulations in the univariate bulk temperature experiment. Once again, insolation and/or radiative cooling do not cause convergence of these runs. Satisfied that these simulations still represent the environmental modifications intended, we analyze the results of our sensitivity experiments.

5-3: Univariate Sensitivity Results

As in previous chapters, we first examine the strength of the ETCs from the moist univariate sensitivity experiments, with Figure 5-2 presenting the minimum SLP and EKE results of the moist univariate baroclinicity experiment. All ETCs reach peak strength in both metrics during the 14 day simulation period, except for the weakest run with a jet amplitude factor of 0.4. And, while in previous chapters, changes in domain baroclinicity have been shown to alter the peak strength of the SLP and EKE metrics for ETCs, the impact of radiation on ETC development stands out in Figure 5-2. Radiation appears to be an equalizer, especially with regards to EKE, where all ETCs with jet amplitude factors greater than 0.6 reach similar simulation-maximum EKE values between $7–8 \times 10^5 \text{ J/m}^2$. Minimum SLP is variable with sudden strengthening and deepening, although as in previous experiments, results towards the end of the timeline in these systems should be ignored due to unrealistic storm self-interaction. Although simulation-minimum SLP values are also relatively similar at approximately 950 hPa, this is often due to secondary cyclogenesis later in the simulation. If only the first phase of cyclogenesis is considered, baroclinicity is a controlling factor on simulation-minimum SLP, deepening with increasing values of the jet amplitude factor before leveling out in the most baroclinic domains. While the addition of radiative processes muddles the relationship between domain baroclinicity and ETC strength, a signal of more rapid ETC genesis and development is
still present. Within more baroclinic domains, cyclogenesis occurs sooner, shrinking to as soon as 4 days in the most baroclinic domain. Deepening rates between cyclogenesis and maturity are also greater, with the ETC in the most baroclinic domain deepening 50 hPa in 72 hours, compared to with 50 hPa in 90 hours in the control simulation with a jet amplitude factor of 1.0.

Following the univariate baroclinicity experiment, we again consider the effect of increasing temperature and moisture on ETC development. In Chapters 3 and 4, these factors were demonstrated to have an effect on the dynamical environment through moist processes such as convection. With radiation now included, Figure 5-3 displays the results of both strength metrics for the univariate bulk temperature experiment. Before analyzing the entire experiment, the early EKE plateau observed between 30 and approximately 120 hours in the warmer simulations (greater than 296 K) should be addressed. In the warmest simulations, initial convective available potential energy (CAPE) values in the southern portion of the domain are high, exceeding 3000 J/kg, as demonstrated in Figure 5-4, a zonally-averaged initial sounding of the 304 K simulation, one-quarter of the way into the domain (from the south). Within this sounding, plotted on a Skew-T Log-P diagram, the black line indicates the environmental temperature and blue line indicates the environmental dewpoint. The red dashed line is the theoretical temperature of a parcel raised from the surface and allowed to freely convect, and indicates the boundary of integration for CAPE, calculated as the area between the black and red lines. This convectively primed environment adjusts towards radiative-convective equilibrium in the southern (tropical) portion of the domain early in the simulation, and the brief, local circulations induced cause an early plateau in EKE between 30 – 120 hours. Considering its absence in counterpart simulations without radiative processes, this adjustment might seem artificial. However, as previously mentioned, the addition of radiation adds energy pathways into
and out of the system, and radiative interactions with atmospheric constituents have a significant
effect on the environment (covered in more detail in Section 5-6). Furthermore, it represents the
natural tendency of the tropical atmosphere towards neutral stability. This is especially
noticeable in the warmest runs, wherein the temperature profile follows the moist adiabatic lapse
rate in a layer from the surface to 700 hPa between days 2-5. Most crucially, there are no direct
effects on development of the ETC later in the simulation. Post-convection equilibrium states
still represent similar temperature offsets, and the warmest environments still contain more
moisture, a result of the Clausius-Clapeyron relationship.

Consideration of the initial convective burst aside, the ETCs within the univariate bulk
temperature experiment demonstrate significant response variability, especially when compared
to counterparts without radiative processes. Assembling a coherent pattern from simulation-
maximum EKE values is difficult at best, with the relationship to temperature flipping 3 separate
times - between 288 – 292 K, 300 – 304 K, and 304 – 308 K. Curiously, the 6 simulations seem
to bunch into 3 separate response pairs. Consideration of simulation-minimum SLP values also
fails to provide clarification, as the warmest run (308 K) is strongest, while also one of the
weakest ETCs using simulation-maximum EKE. Using only 6 simulations, it is difficult to draw
conclusions even of a qualitative nature.

Therefore, another version of the univariate bulk temperature sensitivity experiment is
run, halving the steps to 2K between 288 K and 308 K. The resulting 11-run sensitivity test spans
the same parameter space with more data points. The minimum SLP and average column-
summed EKE metrics for this improved bulk temperature sensitivity test are presented in Figure
5-5. While cluttered, Figure 5-5 demonstrates that these 5 additional simulations allow
qualitative conclusions to be drawn about moist interactions in a radiative environment. There is
a bifurcation of development in minimum SLP, divided by temperature. Generally, ETCs in cooler domains develop sooner than their warmer counterparts, with an 18 hour offset between the two sets of ETCs. However, cooler ETCs deepen slower, and so the development gap is closed approximately 50 hours later. Second, additional univariate bulk temperature simulations clarify EKE results. Again, the warmest runs have the highest rates of development. In addition, consideration of simulation-maximum EKE demonstrates a non-monotonicity similar to experiments without radiative processes – as demonstrated in Figure 5-6, which compares simulation-maximum EKE values for the univariate bulk temperature experiments with and without radiative processes. Both experiments exhibit decreases in simulation-maximum EKE with warming from 288 K – 300 K, followed by a plateauing effect/slight increase at temperatures warmer than 300 K, although the addition of radiative processes does obfuscate the response slightly. Regardless, it is clear that improved parameter space coverage shows the apparent clustering behavior of the 6-run experiment to be coincidental, not a product of sudden regime shift.

5-4: Bivariate Sensitivity Results

As in Chapters 3 and 4, we acknowledge the incomplete nature of employing only univariate tests to explore the sensitivity of ETCs in future climatic conditions. Therefore, we again conduct bivariate experiments, simultaneously perturbing both bulk temperature and domain baroclinicity. As before, bulk temperature is stepped by 2 K from 288 K – 308 K, and the jet amplitude factor is adjusted from 0.8 to 1.2 in steps of 0.04 to create a 121-simulation bivariate experiment. This design creates an environment wherein the feedbacks and interplay between environmental characteristics is explored.
For consistency with the univariate experiments, we first revisit our two main strength metrics, simulation-minimum SLP and simulation-maximum EKE. Figure 5-7 displays the results of the simulation-minimum SLP metric within the bivariate space, with jet amplitude factor increasing along the x-axis, and bulk temperature increasing along the y-axis. In comparison to the bivariate results for the corresponding experiment without radiation (Fig. 4-5), the response is considerably noisier. However, there is one qualitative conclusion that can be made. Increases in domain baroclinicity generally yield stronger ETCs, a conclusion also reached in the corresponding non-radiation experiment. Deepening of approximately 10 hPa is present as the jet amplitude factor is increased from 0.8 to 1.2. Conversely, there is no discernable signal between simulation-minimum SLP and increasing temperature/moisture, reinforcing the dominance of baroclinicity in controlling the minimum SLP of an ETC.

While baroclinicity is the dominant factor in determining the minimum SLP of an ETC, the bivariate results for the simulation-maximum EKE in Figure 5-8 demonstrate that baroclinicity does not dominate all measures of ETC strength. Most pronounced in Figure 5-8 is an EKE maximum centered at the coldest temperatures with domain baroclinicity slightly above that of the default value (around a jet amplitude factor of 1.1). From here, the simulation-maximum value of EKE decreases along both axes – a sign of interplay between environmental characteristics. The decrease is especially rapid with regards to temperature, with simulation-maximum EKE values declining 20% after an increase of only 6 K. As in Chapter 3, we can compare the sensitivity of simulation-maximum EKE to both variables, as the 20% decrease in simulation-maximum EKE from a 6 K increase in temperature can be replicated with a 16% decrease in jet amplitude factor (from 1.1 to 0.92). From a qualitative point of view, comparison with the corresponding non-radiation experiment (Fig. 4-6) confirms that the response functions
between the two experiments are generally similar (as also demonstrated in Fig. 5-6 for univariate experiments) with a slight variation, as the maximum value of simulation-maximum EKE shifts to slightly weaker baroclinicities with radiation enabled. Rapid decreases with increasing temperature are present and a generally noisy response regime exists in the top half of the figure, above bulk temperatures of approximately 298 – 300 K, a sign of convection’s increasing role in warmer/moister environments.

Aware of the increasing role of convection, we also assess how precipitation amounts vary with increasing temperature and baroclinicity. Figure 5-9 presents three precipitation metrics, averaged over all times across the entire domain, beginning with convective precipitation (Fig. 5-9a) and non-convective precipitation (Fig. 5-9b). As expected, precipitation amounts increase in both modes with increasing temperature – a natural outcome of warmer atmospheres containing more water vapor at identical relative humidity values. In fact, convective precipitation correlates solely with bulk temperature through much of the parameter space. Only at the warmest temperatures does baroclinicity begin to play a factor, when convective precipitation decreases in the least baroclinic environments. Similarly, non-convective precipitation is generally dictated by the bulk temperature (and thus moisture content) of the simulation, although baroclinicity plays a role at cooler temperatures when ETCs rely on synoptic-scale drivers of precipitation. In these cases, convection only accounts for approximately one-third of the total precipitation, as demonstrated by Figure 5-9c, the convective percentage of precipitation. In contrast, convection accounts for more than two-thirds of all precipitation in warmest domains, despite large amounts of non-convective precipitation.

These percentages come with a caveat, however. Recalling the early EKE plateauing behavior in the univariate experiments, we can infer that there are non-ETC sources of
convective precipitation in the warmest simulations, specifically within the adjustment towards radiative-convective equilibrium. Therefore, we restrict averaging to highlight the mid-latitudes (specifically from 25 – 72°N, between the 100th and 300th row of grid points within the model) with results presented in Figure 5-10. The impact of these restrictions is evident in Figure 5-10a, as convective precipitation amounts are significantly less than when averaging is conducted over the full domain. As expected, the reverse occurs for non-convective precipitation presented in Figure 5-10b, as the average increases with spatial restriction. And while in both cases, the general response is similar regardless of averaging, domain restriction allows greater accuracy in estimating the convective fraction of precipitation (presented in Figure 5-10c). Indeed, the pattern does change here, as a co-dependence on baroclinicity is revealed (similar to the non-radiation cases in Fig. 4-8c). Percentages are lower, ranging from 20% to just over 50% in the coolest and warmest simulations, respectively. In comparison, the full domain-averaged percentages ranged between 33 – 75%, demonstrating that more realistic estimates of ETC precipitation when radiative processes are enabled requires the addition of averaging restrictions.

5-5: Discussion

While the addition of radiative processes brings our idealized simulations closer to reality, they also complicate understanding by providing additional energy pathways in and out of the system. These complications can be used to test the continued applicability of the three-regime model of ETC development proposed in Chapter 4. Therefore, we begin with understanding convection’s impact in the colder simulations from the univariate bulk temperature sensitivity test. Figure 5-11 presents longitudinally-averaged Skew-T soundings one-quarter of the way into the domain (from the south), representative of the environment
adveccted into the ETC through the warm conveyor belt. These soundings are provided for the 288 K simulation (Fig. 5-11a) and the 296 K simulation (Fig. 5-11b), at two times: initialization (dashed lines) and 5 days into the simulation, just before cyclogenesis (solid lines). For the 288 K simulation, cooling is visible throughout the depth of the troposphere, along with a slight destabilization after 5 days. Temperatures decrease 4-5 K in the 250-500 hPa layer, while only decreasing 2-3 K near the surface, resulting in an increased lapse rate and development of minimal CAPE, which increases from 0 J/kg to 177 J/kg. The Showalter index, a difference between the 500 hPa environmental temperature and the temperature of a parcel adiabatically lifted from 850 hPa to 500 hPa, decreases from 4 to 2. While a decrease in the Showalter Index indicates the development of an environment more conducive to convection, the presence of strong lifting is still required to initiate convection (strong convection in the Showalter index is indicated by negative values). The cooling patterns of the mid-troposphere also confirm the lack of significant convection. Cooling from 700 – 250 hPa is paired with dewpoints falling 2-3K, indicating a general radiative cooling of the column, rather than cooling paired with convective maintenance of dewpoints.

In contrast, soundings from the 296 K simulation (presented in Fig. 5-11b) demonstrate the influence of convection in runs even slightly warmer than the minimum in the univariate bulk temperature experiment. As in the 288 K simulation, there is cooling throughout the depth of the troposphere. Crucially, these temperatures do not fall as far, however, with decreases of only 1-3 K from 400 hPa down to the surface – a product of convective latent heat release within the column. And, unlike the 288 K simulation, tropospheric cooling is paired with maintenance of the dewpoints throughout the column between 400 hPa and the surface, indicating convective maintenance of moisture. Further evidence of convective action is visible in the radiative cooling
and entrainment in the convective anvil above the equilibrium level of the initial sounding at approximately 340 hPa. Inertia from convective updrafts carries parcels into this region, where they mix with drier air and cool. Continued convection would be expected to raise the equilibrium level by supplying further moisture and latent heat release, and indeed, the equilibrium level rises to approximately 240 hPa by day 5. CAPE also grows approximately 75% from 594 J/kg at initiation to 1034 J/kg on Day 5. Unlike the 288 K simulation, it is clear that convective processes play a role in the ETC dynamical environment of the 296 K simulation. While similar to the transition between the baroclinic and diabatically-limited regimes first presented in Chapter 4, the potential role of convection has also been increased by mid-tropospheric radiative cooling. The resulting destabilization increases CAPE values in these simulations compared to the corresponding simulations without radiation. While both simulations are initialized with identical soundings, the addition of radiation increases CAPE by 28% (from 808 J/kg to 1034 J/kg).

The addition of radiative processes into our modeling setup also has an effect on the morphology of ETCs at maturity, which as discussed in Chapter 1, can be interpreted through several conceptual models. The oldest of these is the Norwegian model developed by Bjerknes (1919) and later Bjerknes and Solberg (1922). Most well-known in recent work is the Shapiro-Keyser model (Shapiro and Keyser 1990). These models simplify classification of frontal systems to better understand their dynamics. Factors leading to structural differences have been explored by Schultz et al. (1998), who observed that ETCs in confluent flow tend towards the Norwegian model, while ETCs in diffluent flow tend towards the Shapiro-Keyser model. With this in mind, we consider the morphology of the ETCs in our univariate bulk temperature experiment. To allow for intra-experiment comparison as well as comparison to the previous
chapter’s results without radiative processes, we perform a PV anomaly analysis of the 292 K and 308 K simulations, with Figure 5-12 presenting the results for the 292 K simulation. As in Chapter 4, we break down the analysis into 3 layers: upper-level PV (200 – 300 hPa), mid-level PV (600 – 700 hPa), and low-level PV (900 – 975 hPa), chosen to provide a comprehensive picture of both synoptic-scale processes and convection. Finally, precipitable water vapor (PWV) is presented in the bottom row, with sea level pressure contours overlaid on all plots for reference. This analysis is performed at three times, chosen to represent ETC development, indicated at the top of Figure 5-12.

Developmental analysis of the ETC in the 292 K simulation begins at Time A, 150 hours into the simulation. An upper-level PV dipole aids strengthening of the ETC, with positive and negative PV anomalies to the west and east of the ETC center, respectively. The SLP minimum between is slightly elongated, with the warm conveyor belt (WCB, visible in the PWV analysis) providing the warm, moist air necessary to maintain the baroclinic lifecycle. Note, however, the skewed orientation of the WCB in this simulation, as compared to the 292 K simulation without radiation in Chapter 4 (Fig. 4-10). Here, the WCB is stretched in a southwest to northeast orientation, rather than the north-south orientation of the no radiation counterpart. 24 hours later, at time B, the WCB in Fig 5-12 is also oriented north-south, but the SLP minimum is now well to the west of the WCB and corresponding PV generation by lifting of the convectively primed inflow. In addition, the upper-level PV anomaly is encroaching on the SLP minimum, stacking the original ETC center and leading to cycloysis at the western edge of the SLP minimum. However, this does not spell the end of the entire ETC, as at Time C (9 hours later), a new SLP minimum, well situated with regards to the upper-level forcing, forms at the triple point (the intersection of the T-shaped positive PV anomaly visible in low-level analysis at Time C of Fig.
At mid-levels, remnants of the circulation and vorticity around the original center are still noticeable, and the lower-level PV positive anomaly has taken on a T-shape, mirroring the WCB before splitting east and west. This shape is characteristic of ETCs in the Shapiro-Keyser model, where the cold front travels along the warm front, leaving the SLP minimum in its wake. Interestingly, this structure stands in stark contrast to the Norwegian-style structure presented in Figure 4-10, the same case without radiative processes. By running an identical simulation with radiative processes enabled, the resulting ETC can be classified under a different conceptual model, for reasons that still require further investigation.

Finally, we turn to the other end of the univariate bulk sensitivity test to examine how radiative processes affect the warmest run in the parameter space, demonstrated in previous chapters to exhibit non-canonical development. To this end, Figure 5-13 presents a PV anomaly and PWV analysis of the 308 K simulation. As before, PV anomalies are divided into the same layers as in the 292 K PV anomaly analysis, and the last row of the figure presents the simultaneous PWV analysis. This analysis is repeated at 4 different times, selected to represent development to maturity of the ETC, and listed at the top of Figure 5-13. At Time A, in the leftmost column of the figure, the dynamical environment of the warmest simulation is substantially different than the 292 K simulation, just 150 hours in (the same time as Time A in Fig. 5-12). The upper-level PV anomaly lacks a dipole structure around the SLP minimum, and there is evidence of significant convective modification of the environment—an array of incoherent positive and negative anomalies at mid-levels. At lower levels, there are two SLP minima developing at either end of a broader V-shaped SLP minimum. Upper-level synoptic conditions favor strengthening of the eastern SLP minimum, and as is visible in the PWV product, the WCB favors the eastern SLP minimum, transporting conditionally stable air primed
for convection, as demonstrated in Figure 5-14, a longitudinally-averaged sounding from the inflow region. CAPE values greater than 3700 J/kg are paired with a low LFC (level of free convection, above which parcels can rise unabated) of 949 hPa, indicative of a prime convective environment. In addition, there is significant precipitable water content (visible in the PWV product in bright green) at the base of the V-shaped SLP minimum.

The extreme CAPE values and instability in the inflow parcels is released immediately upon lifting in the WCB, and by Time B, just 15 hours later, a diabatic Rossby vortex has formed, as previously seen in Chapters 3 and 4. A new SLP minimum forms south of the original two, and positive PV anomalies associated with intense convection at the new minimum are visible at mid-levels at Time B in Figure 5-13. Low-level PV associated with the strengthening low-level vorticity and circulation of the DRV are visible as well, as all three SLP minima exhibit low-level, positive PV anomaly maxima. However, this new circulation is also in an excellent synoptic environment to undergo bombogenesis, a central pressure fall of greater than 1 bergeron (defined as $24 \times \frac{\sin(\varphi)}{\sin(60^\circ)} \, hPa$) in 24 hours (Sanders and Gyakum, 1980), where $\varphi$ represents the latitude of the cyclone center. The WCB continues to provide warm, moist air, while the upper-level PV gradient is amplified by negative PV anomalies aloft due to convection along the trajectory of the previous WCB. Therefore, by Time C (15 hours later), the DRV deepens 24 hPa, well beyond the minimum deepening rate required for bombogenesis classification. It is the dominant SLP minimum in the domain, with a clearly defined WCB trajectory directly into the center of circulation. PV anomaly analysis shows impressive positive anomalies around the SLP minimum at both the low- and mid-levels of the atmosphere, and the DRV still sits in the steepest part of the PV gradient at upper-levels – an ideal synoptic environment for further deepening. Thus, the DRV merges with existing anomalies around the
old SLP minimum and transitions into a full-fledged ETC, drawing on the baroclinicity created by such tight circulation to sustain deepening to maturity, presented at Time D, the time of maximum EKE. By this time, the ETC has deepened another 20 hPa to a minimum SLP of approximately 944 hPa. A tight spiral of positive PV anomalies at the lowest levels indicates impressive low-level vorticity, continuing even into the mid-levels, where the center of the ETC is still well marked. Note that at this point, the initial DRV has transitioned into an ETC, as the strong supply of moisture from the WCB is well to the east, leading to reduced convection in and around the ETC center. While the evolutionary path of the ETC in this 308 K simulation is rather convoluted, a DRV still plays a large role early in the developmental timeline, similar to the warmest runs in the corresponding runs without radiative processes. Enabling radiation makes the DRV more intense and significant in the development process, placing the warmest end of the univariate bulk temperature test within the diabatically-driven regime of ETCs.

5-6: Understanding the Root of Radiative Effects

While all of the univariate bulk temperature experiments performed in Chapters 3-5 have demonstrated some variation on the three regimes of ETC cyclogenesis and development, the most obvious discontinuity in response occurs with the addition of radiative effects into the model. Unlike the transition between f-plane and beta-plane models, the addition of radiative processes encompasses numerous atmospheric interactions. Radiative processes include both insolation and emitted longwave radiation, with further complexity added from interactions with non-water vapor gases (e.g., carbon dioxide and ozone), water vapor, cloud-sized and precipitation-sized particles (both liquid and ice). Therefore, attempting to understand the increase in response complexity by simply comparing runs with and without radiative processes
is extraordinarily difficult. This may be the reason there has been little work done to date focusing on the effect of radiative processes on ETCs and extratropical cyclogenesis.

The complexity of this situation can be alleviated within the numerical modelling framework. Just as “non-physical” suites of simulations with no radiative processes are possible, we can selectively disable radiative interactions with certain atmospheric constituents, reducing the gap between suites of simulations. Following this approach, WRF is modified to produce two “semi-radiative” versions of the univariate bulk temperature experiment. The first of these follows work done by Fovell et al. (2010, 2014), who found that the interaction of microphysics and radiative processes plays a crucial role in determining the structure and path of modeled tropical cyclones, indicating that cloud radiative forcing (CRF) mechanisms are the primary conduits for radiative impact in these systems. Following this line, our first semi-radiative experiment removes cloud radiative forcing from the model, rendering liquid water and ice invisible to both shortwave and longwave radiation. For ease of reference, this experiment is termed the “No CRF” experiment. Our second semi-radiative experiment goes one step further to bridge the gap between the No CRF experiment and experiments without radiation. For this experiment, the WRF code is further modified to render all water vapor in the atmosphere invisible to shortwave and longwave radiation. In this “No Vapor” experiment, the only radiative interactions with the idealized environment are at the surface and non-water vapor gas-phase interactions within the atmosphere.

In adding these two semi-radiative experiments, we compile a four-suite sensitivity experiment that can pinpoint the class of radiative processes with the largest effect on ETCs. Figure 5-15 presents the strength metrics for all 4 suites of simulations in this continuum, beginning with the full radiative experiment (Fig. 5-15a), the No CRF experiment (Fig. 5-15b),
the No Vapor experiment (Fig. 5-15c), and the No Radiation experiment (Fig. 5-15d). When the cloud radiative forcing is removed between Figures 5-15a and 5-15b, there is a clear effect on the response of the experiment, with the 308 K simulation now developing to full strength soonest, rather than exhibiting the DRV-induced delay present in the full radiative experiment. In addition, the developmental timelines of the coldest ETCs are delayed. Qualitatively speaking, however, responses generally are similar between the No CRF and full radiative experiments, indicating that unlike in tropical cyclones, the cloud radiative effect does not play a dominant role in shaping ETC strength and characteristics. Instead, a further comparison from the No CRF experiment in Figure 5-15b to the No Vapor experiment presented in Figure 5-15c demonstrates that the interactions of radiative processes with water vapor are the dominant factor in the response shift between experiments with radiative processes enabled and disabled. With vapor interactions disabled, the strength metrics closely reflect the results of the same experiment without any radiative processes (Fig. 5-15d). While determining the exact mechanism by which water vapor exerts such a strong effect on extratropical cyclogenesis requires further work beyond this dissertation, it is likely that the cause is related to absorption and emission in the infrared spectrum, where water vapor is an important atmospheric constituent.

While it is clear that atmospheric water vapor serves as the most important link between radiative processes and ETC cyclogenesis/development, it should be noted that there are still differences between the No Vapor experiment and the No Radiation experiment. These differences include developmental delays in cooler simulations, an earlier EKE increase in warmer simulations, and the disappearance of a clear two-stage strengthening in the warmest runs of the experiment. To pinpoint this final piece of the puzzle, soundings from the control 300 K simulation in both experiments are presented in Figure 5-16, with the No Vapor sounding
presented in Figure 5-16a, and the No Radiation sounding presented in Figure 5-16b. Both simulations are zonally averaged at a latitude representative of the inflow region, one quarter of the way into the domain (from the south). While similar, these soundings have two crucial differences that expose radiative influence even when water in all forms is invisible to radiation. First, the addition of radiation leads to a moistening of the lowest levels, as evidenced by the close proximity of the dewpoint and temperature at lower levels – a change likely due to surface interactions with radiation. However, surface processes cannot explain the general cooling of the troposphere in the No Vapor case, where gas-phase interactions with radiation are the likely culprit, as all other atmospheric constituents are invisible to incoming and outgoing radiation. Taken as a whole, these four experiments demonstrate that simply activating the radiative processes without including interactions is not enough to cause dramatic response change. The key is radiative interactions with water, primarily in its vapor state, that has the dramatic effect on response. The interactions of radiation with water in liquid and solid forms also exert a secondary influence on ETC development, but are not the primary driver, unlike tropical cyclones.

5-7: Conclusions

To bring our idealized experiments closer to reality, radiative processes were activated within the model. These processes included diurnal insolation, atmospheric emission and reflection, as well as interaction with numerous atmospheric constituents. As before, we performed three primary experiments: a univariate bulk temperature experiment, a univariate baroclinicity experiment, and a bivariate experiment. In understanding the results of the strength metrics from these experiments, the early action of convection working to equilibrate the
southern portion of the domain must be noted, mimicking similar natural convection in tropical regions. Examination of the strength metrics for both univariate tests reveals a dramatically different set of response functions when compared to the non-radiation results in Chapter 4. ETCs in the univariate baroclinicity tests are all similar in strength, although differences in the developmental timeline are still clearly visible.

For better understanding of the univariate bulk temperature experiment, an additional 5 runs were added, halving the step size between runs to 2 K. This additional coverage showed the pairing of the original 6-run experiment to be a coincidental result of run selection, and while the addition of radiation did obfuscate results, a similar response in simulation-maximum EKE was found between the corresponding experiments with and without radiative processes enabled. Expansion of these experiments into the bivariate parameter space found further noise from radiative processes; however, clear trends were observed in simulation-maximum EKE for colder runs, with a non-monotonic response present once again. After filtering the results with consideration for the initial convective adjustment, increases in non-convective and convective precipitation were found with increases in temperature. Non-convective precipitation also increased with increasing domain baroclinicity, as in the corresponding experiment without radiative processes. In partitioning the precipitation, it was found that ETCs in the warmest and most weakly baroclinic environments contained the highest fraction of convective precipitation, exceeding one-half of the total precipitation.

Further dynamical analysis of the simulations within the univariate bulk temperature experiment revealed that along the colder end of the experiment, ETCs underwent cyclical cyclogenesis, with new SLP minima growing from the triple point of the parent low pressure center. ETCs also favored a morphology that more closely resembled the Shapiro-Keyser
conceptual model, rather than Norwegian model reflected in the morphologies of experiments without radiation – the reasons for which require further investigation into exactly how radiative processes affect the flow regimes in these experiments. In the warmest case, DRV generation was once again found to be an important part of ETC genesis, with multiple minima forming before a resultant DRV underwent bombogenesis and merged into the ETC at-large. Such development processes indicate that the warmest portions of the parameter space, even when radiative processes are activated, are still in the diabatically-driven regime of ETC development.

Finally, the jump between simulations with and without radiative processes was smoothed by the addition of two semi-radiative runs, wherein various atmospheric species of water were made invisible to all forms of radiation. This further subdivision of radiative influences isolated the effects of cloud radiative forcing, water vapor interactions, and gas-phase interactions within ETCs. Unlike tropical cyclones, which have been shown to be highly influenced by cloud radiative forcing, ETCs in this experiment were most impacted by the interaction of radiation and water vapor, likely in the infrared spectrum. The exact mechanisms by which this affects the dynamical environment are yet unknown, and require further investigation, especially given the current deficiencies in understanding the effects of radiation on ETCs.
<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Description</th>
<th># of Runs</th>
<th>Southern Boundary Surface Initialization Temperatures (K)</th>
<th>Jet Amplitude Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Univariate Baroclinicity Test</td>
<td>6</td>
<td>[300]</td>
<td>[0.4, 0.6, 0.8, 1.0, 1.2, 1.4]</td>
</tr>
<tr>
<td>2</td>
<td>Univariate Bulk Temperature Test</td>
<td>6</td>
<td>[288, 292, 296, 300, 304, 308]</td>
<td>[1.0]</td>
</tr>
<tr>
<td>3</td>
<td>Bivariate Test</td>
<td>121</td>
<td>[288, 290, 292, 294, 296, 298, 300, 302, 304, 308]</td>
<td>[0.8, 0.84, 0.88, 0.92, 0.96, 1.00, 1.04, 1.08, 1.12, 1.16, 1.20]</td>
</tr>
</tbody>
</table>

*Table 5-1. Radiation experiment descriptions.*
Figure 5-1a, left: Difference of zonally-averaged 700 hPa temperatures (K) between one-quarter and three-quarters of the way into the domain (from the south) for the univariate baroclinicity sensitivity test. Figure 5-1b, right: Full-domain averaged temperatures (K) for the univariate bulk temperature sensitivity test.
Figure 5-2. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist baroclinicity univariate test on a beta-plane with radiative processes enabled.
Figure 5-3. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist bulk temperature univariate test on a beta-plane with radiative processes enabled.
Figure 5-4. Longitudinally-averaged atmospheric profile taken one-quarter of the way into the domain (from the south) at initialization of the 304 K simulation on a beta-plane with radiative processes enabled. Within this sounding, plotted on a Skew-T Log-P diagram, the black line indicates the environmental temperature and blue line indicates the environmental dewpoint. The red dashed line is the theoretical temperature of a parcel raised from the surface and allowed to freely convect, and indicates the boundary of integration for CAPE, calculated as the area between the black and red lines.
Figure 5-5. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for 11 runs spanning (in steps of 2 K) the moist beta-plane bulk temperature univariate test with radiative processes.
Figure 5-6. Maximum EKE response to changes in temperature/moisture content for beta-plane configurations with and without radiative processes enabled. The jet amplitude factor is equal to 1.0 for all runs.
Figure 5-7. Minimum SLP (in hPa) during the lifetime of each ETC tested in the bivariate sensitivity test on a beta-plane with radiative processes enabled. The 9 point minimum SLP is determined by taking the average SLP of a 3 by 3 gridpoint box centered on the minimum SLP point in the domain.
Figure 5-8. Maximum value of the full-domain averaged column-summed EKE (in $\text{J/m}^2 \times 10^5$) during the lifetime of each ETC tested in the bivariate sensitivity test on a beta-plane with radiative processes enabled.
Figure 5-9. Temporally and spatially averaged (across the entire domain) values of convective precipitation (mm/day, Figure 5-9a), non-convective precipitation (mm/day, Figure 5-9b), and convective percentage of precipitation (Figure 5-9c) for each ETC in the bivariate sensitivity test on a beta-plane with radiative processes enabled.
Figure 5-10. Temporally (over the duration of the simulation) and spatially (from 25 – 72°N, between the 100th and 300th row of grid points within the model) averaged values of convective precipitation (mm/day, Figure 5-10a), non-convective precipitation (mm/day, Figure 5-10b), and convective percentage of precipitation (Figure 5-10c) for each ETC in the bivariate sensitivity test on a beta-plane with radiative processes enabled.
Figure 5-11. Longitudinally-averaged atmospheric profiles taken one-quarter of the way into the domain (from the south) at initialization of the 288 K simulation (Fig. 5-11a, dashed lines), 00Z on Day 5 of the 288K simulation (Fig. 5-11a, solid lines), initialization of the 296 K simulation (Fig. 5-11b, dashed lines), and 00Z on Day 5 of the 296K simulation (Fig. 5-11b, solid lines). Within these soundings, plotted on Skew-T Log-P diagrams, black lines indicate the environmental temperature and blue lines indicate the environmental dewpoint. Red dashed lines are the theoretical temperatures of parcels raised from the surface and allowed to freely convect, and indicate the boundary of integration for CAPE, calculated as the area between the black and red lines.
Figure 5-12. Four-panel PV anomaly and precipitable water vapor analysis of the 292 K bulk temperature case on a beta-plane with radiative processes enabled, conducted at Times A-C (indicated at the top of the figure), with overlaid sea level pressure contours (hPa).
Figure 5-13. Four-panel PV anomaly and precipitable water vapor analysis of the 308 K bulk temperature case on a beta-plane with radiative processes enabled, conducted at Times A-D (indicated at the top of the figure), with overlaid sea level pressure contours (hPa).
Figure 5-14. Longitudinally-averaged atmospheric profiles taken one-quarter of the way into the domain (from the south) at 06 Z on Day 7 of the 308 K simulation. Within these soundings, plotted on Skew-T Log-P diagrams, black lines indicate the environmental temperature and blue lines indicate the environmental dewpoint. Red dashed lines are the theoretical temperatures of parcels raised from the surface and allowed to freely convect, and indicate the boundary of integration for CAPE, calculated as the area between the black and red lines.
Figure 5-15. Average column-summed EKE (dashed lines) and minimum SLP (solid lines) for the 6 runs spanning the moist baroclinicity univariate test with radiation enabled (Fig. 5-15a), without cloud radiative forcing (Fig. 5-15b), without interactions with water in all forms, including vapor (Fig. 5-15c), and without any radiative processes (Fig. 5-15d). All experiments presented are run on a beta-plane.
Figure 5-16. Longitudinally-averaged atmospheric profiles taken one-quarter of the way into the domain (from the south) at 00 Z on Day 5 of the 300 K simulation, without radiative interactions with water (Fig. 5-16a), and without all radiative processes (Fig. 5-16b). Within these soundings, plotted on Skew-T Log-P diagrams, black lines indicate the environmental temperature and blue lines indicate the environmental dewpoint. Red dashed lines are the theoretical temperatures of parcels raised from the surface and allowed to freely convect, and indicate the boundary of integration for CAPE, calculated as the area between the black and red lines.
Chapter 6: Conclusions

Although commonly discussed in the context of rising temperatures, projected changes to the Earth’s climate should be considered as much more than simply atmospheric warming. Follow-on impacts to atmospheric moisture content, equator-to-pole temperature gradients, sea surface temperatures, and stability are also critical in shaping the day-to-day conditions that impact society. In the midlatitudes of the planet, where much of the population resides, extratropical cyclones are a tangible vehicle of climate change. Their impacts include heavy precipitation, strong wind, and severe weather, all of which are potentially damaging to property and human life. It is therefore important to understand how extratropical cyclones might change in future climate conditions, with flexibility for the uncertainty involved in climate prediction.

While many previous studies have used non-physical or unrealistic methods to perturb simulations, we have created a novel initialization method that allows for natural temperature changes as a proxy for increasing moisture. Moreover, we include controls on domain baroclinicity to account for projected variation in the equator-to-pole temperature gradient, another novelty not present in the literature to this point, which often focuses on one environmental characteristic or prescribed emissions scenarios. This modeling configuration is then used to perform three successive sets experiments stepping towards a fuller realization of the Earth’s climate system.
Chapter 3 presented the first step, verifying the robustness of the new initialization method in producing similar results to past literature. We begin with univariate experiments testing the sensitivity of ETCs on an $f$-plane to both bulk temperature (a proxy test for moisture) and baroclinicity. Consistent with Boutle et al. (2011), we find an increase in simulation-maximum eddy kinetic energy and a decrease in simulation-minimum sea level pressure with increasing baroclinicity. Also consistent with both Boutle et al. (2011) and Booth et al. (2013), we find non-monotonic responses to both simulation-maximum eddy kinetic energy and simulation-minimum sea level pressure, implying the existence of an ideal environment for ETC strength. This maximum is confirmed in the corresponding bivariate experiment, which attempts to replicate future climate conditions by simultaneously perturbing both environmental characteristics. Dynamical analysis finds increased vertical redirection of momentum in the warm conveyor belt of warmer ETCs, owing to a greater incidence of convection. Within this diabatically-limited regime, convection works to reduce the overall size of the ETC and limit its strength.

Chapter 4 extended the results of the $f$-plane experiments by including latitudinally-varying Coriolis configurations, primarily the linear beta-plane approximation. Inclusion of the beta-plane brought the model closer to the dynamical environment on Earth, and allowed the baroclinic wave generated to take advantage of the latitudinally-varying Coriolis parameter. Our univariate sensitivity experiments were repeated, and most notably, the response to increasing temperature was a non-monotonic response in both simulation-minimum SLP and simulation-maximum EKE, but with decreases in strength at cooler temperatures before increasing in strength at the warmest temperature. Focusing on the dynamical aspects of the warmest simulation, the existence of a diabatically-driven mode of ETC genesis was found through the
generation of a diabatic Rossby wave. In extending the bulk temperature parameter space and comparing the results on both an $f$-plane and a beta-plane, a qualitatively similar response of simulation-maximum EKE to changes in bulk temperature was also found, although the response function was transposed to lower temperatures in beta-plane simulations. Finally, a three-regime model of ETC genesis and development was proposed, covering baroclinic, diabatically-limited, and diabatically-driven regimes.

In Chapter 5 our model configuration considered additional energy pathways into and within the system by enabling radiative processes. The addition of radiation brought significant noise into the response functions to both strength metrics used, necessitating the use of an additional 5 runs within the univariate bulk temperature experiment. Response along both metrics looked vastly different from corresponding runs without radiative processes enabled, but comparison of results with radiative processes enabled and disabled revealed qualitative similarities in the response of simulation-maximum EKE to temperature. An increasing role of convection was visible as the convective percentage of precipitation increased with increasing temperature and moisture. Following on similar attribution studies of tropical cyclone sensitivity to radiative effects, we ran a suite of sensitivity experiments to determine the radiative processes most responsible for the shift in response behavior. Unlike tropical cyclones, which are strongly affected by cloud radiative forcing, atmospheric water vapor plays the largest role in shaping the ETC response mechanism.

In attempting to answer the outstanding question – “How do extratropical cyclones respond to varying environmental conditions?” – we offer the following methodological and scientific findings of this work as a partial answer and impetus for further exploration:
1.) Perturbation schemes leveraging the Clausius-Clapeyron relationship allow for more realistic perturbations of environmental moisture that do not rely on unrealistic adjustments to relative humidity or unphysical adjustments of latent heat release.

2.) Consideration of ETC sensitivity to multiple environmental parameters, adjusted simultaneously, enhances our understanding of system response and allows for flexibility across various cyclogenetic environments and climate scenarios.

3.) While the choice of Coriolis configuration in idealized ETC modeling may seem inconsequential in dry dynamical situations, the introduction of moist processes results in significant differences between $f$-plane and beta-plane configurations.

4.) Extratropical cyclone development can be divided into three regimes within climate-relevant environments:
   a. Baroclinic – Existing within cooler environments, ETC cyclogenesis is by canonical methods. Diabatic heating from convection may play a small role in development, but does not hinder conversion of baroclinic potential energy.
   b. Diabatically-Limited – In environments slightly warmer than those of the baroclinic regime, frequent convection redirects momentum vertically, resulting in a steeper WCB, and horizontal scale contraction. While these ETCs may be deeper than those in the baroclinic regime, they are less energetic, in the cyclone-summed sense.
   c. Diabatically-Driven – At temperatures even warmer than the diabatically-limited regime, diabatic heating from convection dominates, serving as a surrogate for canonical PV gradients in cyclogenesis. Diabatic Rossby vortices develop initially before vortex merger leads to ETC development.
5.) The inclusion of radiative processes consistently strengthens ETCs. Moreover, with the addition of radiative processes, ETCs resemble the conceptual model of Shapiro and Keyser (1990), rather than the Norwegian cyclone model (Bjerknes, 1919).

6.) Unlike tropical cyclones, which are affected largely by cloud radiative forcing (Fovell et al. 2010; Bu et al. 2014), radiative processes primarily affect ETCs through their interaction with atmospheric water vapor.

The exact mechanism by which atmospheric water vapor affects ETC dynamics is left for future work – one of many promising directions that experiments in this dissertation could be extended and/or enhanced. Further exploration of the radiative effects on ETCs is a fascinating area of exploration, given its neglect to this point in the literature. In addition, while the consideration of simultaneously perturbing two environmental characteristics adds flexibility to the discussion of ETC response modification, perturbation schemes and variables can be further improved upon by adding considerations of relative humidity and sea surface temperature, for example, creating multivariate explorations of ETCs in future climates. Constructing such an experiment would also allow for relationships to be quantified between input parameters and output metrics, and significant work is already underway along this line of inquiry, with a 5-parameter pilot experiment consisting of 100 runs completed.

Such multivariate experiments require the use of creative techniques to explore these large parameter spaces, in order to avoid data volume and computational issues – increasingly relevant in an era of “big data”. Similar issues have beset efforts to enhance this work by removing its dependence on convective parameterizations. Promising work is underway to replicate these experiments at a 4 km grid spacing, as results between a pilot high resolution simulation and the control 25 km simulation presented in this dissertation were nearly identical.
However, considerations of data volume (greater than 5TB of data is produced per experiment), and data analysis have yet to be resolved. In addition, precipitation analysis for these simulations will require an algorithm to partition non-convective and convective precipitation. Such an algorithm has not been developed in the ETC community (although it does exist in the tropical cyclone community), and so additional tools need to be developed. These tools, along with continually growing computational power, will help us to further unlock the sensitivity behaviors of these behemoths of the midlatitudes.
References


Kuo, H., 1949: Dynamic instability of two-dimensional nondivergent flow in a barotropic atmosphere J. Meteor., 6, 105–122,


University Corporation for Atmospheric Research MetEd COMET module, cited 2017: Mesoscale Banded Precipitation Print Version. Available online at www.meted.ucar.edu/mesoprim/bandedprecip/print.htm#3.3


