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Today, we collect a large amount of data, and the volume of the data we collect is projected to grow faster than the growth of the computational power. This rapid growth of data inevitably increases query latencies, and horizontal scaling alone is not sufficient for real-time data analytics of big data. Approximate query processing (AQP) speeds up data analytics at the cost of small quality losses in query answers. AQP produces query answers based on synopses of the original data. The sizes of the synopses are smaller than the original data; thus, AQP requires less computational efforts for producing query answers, thus can produce answers more quickly. In AQP, there is a general tradeoff between query latencies and the quality of query answers; obtaining higher-quality answers requires longer query latencies.

In this dissertation, we show we can speed up the approximate query processing without reducing the quality of the query answers by optimizing the synopses using two approaches. The two approaches we employ for optimizing the synopses are as follows:

1. **Exploiting past computations:** We exploit the answers to the past queries. This approach relies on the fact that, if two aggregation involve common or correlated values, the aggregated results must also be correlated. We formally capture this idea using a probabilistic distribution function, which is then used to refine the answers to new queries.

2. **Building task-aware synopses:** By optimizing synopses for a few common types of data analytics, we can produce higher quality answers (or more quickly for certain target quality) to those data analytics tasks. We use this approach for constructing synopses optimized for searching and visualizations.
For exploiting past computations and building task-aware synopses, our work incorporates statistical inference and optimization techniques. The contributions in this dissertation resulted in up to $20 \times$ speedups for real-world data analytics workloads.
Chapter 1

Introduction

We collect huge amount of data. In 2015, one billion Facebook users generated 31 million messages every minute. YouTube stores 300 hours of new videos every minute. Walmart collects 40 petabytes of data a day. Boeing generates one terabyte of data for every flight. The prevalence of portable 4K video recording devices, high-frequency sensors, and dash cams accelerate this trend.

Analyzing data is crucial for business; and we want to analyze them quickly, in real-time. Data-driven decision making brings 5%-6% higher productivity in 179 large publicly traded firms [34]. However, slow query responses (longer than 500 milliseconds—three seconds) in data analytics systems significantly reduce the productivity in data exploration tasks and the amount of data we explore [114,157].

The rapid growth in the volume of data makes real-time data analytics hard. An analyst might be able to reduce query latencies by a factor of 100 by horizontal scaling [159,181,182]. However, this simply means she has to spend as least 100 times as much money as before for setting up the machines; also, achieving real-time data analytics by horizontal scaling is only possible when her spending increases faster than the growth of data, which is not economic.

This phenomenon means essentially that, for providing real-time data analytics at reasonable costs, we must reduce the amount of data we process. The popular approach in the literature is answering queries using synopses, instead of the original raw data [10, 12,15,16,38,58,62,101,184]. Figure 1.1 depicts a general architecture of those systems. In most cases, the synopses are constructed offline. When a query is issued, data analytics systems answer the query only using the query synopses. Typically, the sizes of the synopses are much smaller than the original data; thus, computing the query answers using synopses is much faster.
We improve the quality of data analytics by Exploiting past computations on top of synopses Building task-aware synopses

Figure 1.1: Architecture of data analytics systems that rely on synopses for real-time data analytics (left), and our contributions in this dissertation (right). In this dissertation, we further speed up data analytics (i) by exploiting past computations on top of existing synopses, and (ii) by building task-aware synopses.

Note that the sizes of synopses have a direct impact on the quality of answers and the query latencies. That is, if the sizes of query synopses are small, we can answer queries fast; however, the quality of the answers will be low. On the other hand, if the sizes of the query synopses are large, it takes longer to answer the same queries; however, the quality of the answers will be high. This means there is an important tradeoff between the query latency and the quality of the query answers. Often, data analytics systems provide users with the options to place upper-bounds on query processing times or lower-bounds on the quality of query answers. However, the tradeoff between the query latency and the quality of the query answers remains the same.

In this dissertation, we show we can speed up the query processing without reducing the quality of the query answers. We achieve this by improving the average quality of query answers given the fixed space budget for the synopses. For improving the quality of query answers, we employ two approaches. First, we exploit the past computations. Exploiting past computations helps us avoid processing the same data repeatedly if a new query involves common (or correlated) data as the ones processed in the past. Second, we optimize synopses for specific tasks. Optimizing synopses for specific tasks help data analytics systems bring higher quality answers when they process the same amount of data.

We apply the first approach—exploiting the past computations—for faster data aggregations, and apply the second approach—task-specific synopses—for faster data min-
ing and visualizations. In section 1.1, we provide the reason why we take those two approaches for speeding up those three specific data analytics tasks. Figure 1.1 summarizes key technical insights in applying our approaches to those three data analytics tasks.

1.1 Data Analytics Tasks and Synopses Construction

In this section, we explore popular data analytics tasks and the possible approaches for building synopses.

1.1.1 Data Analytics Tasks

To understand the popular big data analytics tasks commonly used/needed in the industry, we referred to the survey conducted in 2011 [147]. The survey was based on the 325 respondents who identified themselves as academics or vendor employees. Table 1.1 summarizes the data analytics tasks used in the organizations of those respondents.

<table>
<thead>
<tr>
<th>Task</th>
<th>Subtasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>data visualization</td>
<td>• real-time visualizations</td>
</tr>
<tr>
<td></td>
<td>• visualizations of diverse types</td>
</tr>
<tr>
<td></td>
<td>• visualizations of diverse types</td>
</tr>
<tr>
<td></td>
<td>(e.g., hierarchies and neural nets)</td>
</tr>
<tr>
<td>data mining</td>
<td>• text mining</td>
</tr>
<tr>
<td></td>
<td>• predictive analytics</td>
</tr>
<tr>
<td>data transformation</td>
<td>• extracting a fact table</td>
</tr>
<tr>
<td></td>
<td>• transformation to structured data</td>
</tr>
<tr>
<td>OLAP</td>
<td>• basic aggregations</td>
</tr>
<tr>
<td></td>
<td>• statistical analysis</td>
</tr>
<tr>
<td>complex event</td>
<td>• stream data processing</td>
</tr>
<tr>
<td>processing</td>
<td></td>
</tr>
</tbody>
</table>

In this dissertation, we focus on applying our two approaches—past computation exploitation and task-aware synopses—for speeding up three fundamental subtasks. We mark those three subtasks in bold in Table 1.1.
1.1.2 Approaches to Building Synopses

We identify two orthogonal aspects in building synopses: task-sensitivity and online/offline synopses construction. The second aspect—online/offline synopses construction—captures the relative computational costs spent before queries come (offline) to the computational costs spent as processing queries (online). Using these two aspects, we categorize the two approaches we use in this dissertation. This analysis also suggests a new opportunity.

![Diagram](image)

**Figure 1.2:** Two orthogonal aspects in building synopses.

Figure 1.2 depicts the aspects of our approaches. Building task-aware synopses are optimized for target data analytics tasks while its synopses constructions are fully offline (i.e., before queries come). Exploiting past computations refine synopses online but it does not necessarily optimize the underlying synopses for target tasks. In fact, the approach of exploiting past computations should be able to combined with building task-aware synopses. Although this dissertation does not include such an approach, more advanced synopses in the future would combine both approaches so that they can refine the synopses online in a task-aware manner. We mark this new opportunity in blue in Figure 1.2.
1.2 Overview and Contributions

This dissertation is organized into two parts. In the first part, we present the methods that reduce query latencies by exploiting the past computations. In the second part, we present the methods that reduce query latencies by optimizing synopses for specific tasks. Table 1.2 summarizes the motivations behind our techniques.

Table 1.2: Dissertation Overview

<table>
<thead>
<tr>
<th>Part</th>
<th>Motivation</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploiting past computations</td>
<td><strong>Aggregation:</strong> The models we learn from the answers to the past queries can be used to avoid computing raw data for new queries.</td>
<td>3</td>
</tr>
<tr>
<td>Task-aware synopses</td>
<td><strong>Predictive analytics:</strong> kNN-aware hash functions can be more efficient for nearest-neighbor problems compared to randomly-generated hash functions.</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td><strong>Visualization:</strong> By selecting a subset of data items that are optimal for visualization purposes, we can produce higher-quality visualizations compared to random samples.</td>
<td>5</td>
</tr>
</tbody>
</table>

Note that finding $k$-most similar items is the key algorithm for $k$-nearest neighbor classifiers and collaborative filtering.

The contributions in this dissertation have also been presented at Computer Science conferences and workshops, including the 2017 ACM SIGMOD conference [139], the 42nd International Conference on Very Large Data Bases 2016 [137], and the International Conference on Data Engineering 2016 [138].

1.2.1 Exploiting Past Computations

*Fast Aggregation by Learning from Past Query Answers*

In today’s databases, previous query answers rarely benefit answering future queries. We change this paradigm in an approximate query processing (AQP) context. We make the following observation: the answer to each query reveals some degree of knowledge about the answer to another query because their answers stem from the same underlying distribution that has produced the entire dataset. Exploiting and refining this knowledge
Figure 1.3: Examples of models built after processing (a) 4 queries, and (b) 8 queries. Processed queries are represented by gray boxes. These models can be used to speed up future query processing.

should allow us to answer queries more analytically, rather than by reading enormous amounts of raw data. Also, processing more queries should continuously enhance our knowledge of the underlying distribution, and hence lead to increasingly faster response times for future queries.

In Figure 3.1, we visualize this idea using a real-world Twitter dataset. Here, our technique learns a model for the number of occurrences of certain word patterns (known as n-grams, e.g., “bought a car”) in tweets. Figure 1.3(a) shows this model (in purple) based on the answers to the first two queries asking about the number of occurrences of these patterns, each over a different time range. Since the model is probabilistic, its 95% confidence interval is also shown (the shaded area around the best current estimate). As shown in Figure 1.3(b), DBL further refines its model as more new queries are answered.

We call this novel idea—learning from past query answers—Database Learning. We exploit the principle of maximum entropy to produce answers, which are in expectation guaranteed to be more accurate than existing sample-based approximations. Empowered by this idea, we build a query engine on top of Spark SQL, called Verdict. We conduct extensive experiments on real-world query traces from a large customer of a major database vendor. Our results demonstrate that Verdict supports 73.7% of these queries, speeding them up by up to $23.0 \times$ for the same accuracy level compared to existing AQP systems.
1.2.2 Task-Aware Synopses

Fast Searching by Neighbor-Sensitive Hashing

Figure 1.4: An example that $k$NN-oriented hashing functions (on the right) can bring higher search accuracy compared to using randomly generated hash functions (on the left).

Approximate $k$NN ($k$-nearest neighbor) techniques using binary hash functions are among the most commonly used approaches for overcoming the prohibitive cost of performing exact $k$NN queries. However, the success of these techniques largely depends on their hash functions’ ability to distinguish $k$NN items; that is, the $k$NN items retrieved based on data items’ hashcodes, should include as many true $k$NN items as possible. A widely-adopted principle for this process is to ensure that similar items are assigned to the same hashcode so that the items with the hashcodes similar to a query’s hashcode are likely to be true neighbors.

In this work, we abandon this heavily-utilized principle and pursue the opposite direction for generating more effective hash functions for $k$NN tasks. That is, we aim to increase the distance between similar items in the hashcode space, instead of reducing it. We achieve this by placing more hash functions between close (neighbor) data items as depicted in Figure 1.4, which makes those neighbor items more distinguishable based on the hashcodes.

Our contribution begins by providing theoretical analysis on why this seemingly counter-intuitive approach leads to a more accurate identification of $k$NN items. Our analysis is followed by a proposal for a hashing algorithm that embeds this novel principle. Our empirical studies confirm that a hashing algorithm based on this counter-intuitive idea significantly improves the efficiency and accuracy of state-of-the-art techniques.
Interactive visualizations are crucial in ad-hoc data exploration and analysis. However, with the growing number of massive datasets, generating visualizations in interactive timescales is increasingly challenging. One approach for improving the speed of the visualization tool is via data reduction. However, common data reduction techniques, such as uniform and stratified sampling, do not exploit the fact that the sampled tuples will be transformed into a visualization for human consumption.

We depict the issues of uniform random sampling in Figure 1.5(a). The figure visualizes ten thousands data points. Since the sample is generated by sampling data points with uniform probabilities, the sample tends to include more points from denser areas. However, for the visualization purpose, because many data points overlap, they do not provide good visualization quality.

In this work, we develop a visualization-aware sampling (VAS) for high quality visualizations. The key to our sampling method’s success is in choosing a set of tuples that minimizes a visualization-inspired loss function. Our user study confirms that our proposed loss function correlates strongly with user success in using the resulting visualizations. As depicted in Figure 1.5(b), the sample by VAS brings a higher-quality visualization. Our experiments show that (i) VAS indeed improves user’s success by up to 35% in various visualization tasks, and (ii) VAS can achieve a required visualization quality up to 400× faster.
1.2.3 Summary of Results

![Bar charts showing performance improvements](image)

**Figure 1.6**: Performance improvements achieved by our proposed techniques.

In this section, we summarize the query speedup (or latency reductions) achieved by each of our techniques presented in this dissertation. More details on our empirical studies are described in the main body of this dissertation.

First, we report the speedup by Verdict, the approximate query processing system that exploits a model built on the answers to past queries for speeding on future query processing. Figure 1.6(a) compares two systems’ query latencies, where the two systems are an existing approximate query processing system and the Verdict system implemented on top of the existing approximate query processing system. When the target error bound was 4%, Verdict could return query answers $9.3 \times$ faster on average.

Second, we report the speedup by NSH, the approximate searching technique that rely on hash functions specifically generated for $k$NN tasks. Figure 1.6(b) compares the two methods’ query latencies, where the two systems are locality-sensitive hashing (a popular hashing-based $k$NN method) and our method (NSH). When the target recall 40%, NSH could finish searching $6.24 \times$ faster on average.

Third, we report the speedup by VAS, a sampling algorithm for approximate visualizations; the algorithm chooses a subset of data that maximizes the visualization quality. Figure 1.6(b) compares the two methods’ query latencies, where the two methods are uniform random sampling and VAS. For a certain target visualization quality metric, VAS could use a much smaller sample compared to uniform random sampling, which resulted in $20 \times$ speedups on average.
Chapter 2

Background

In this chapter, we briefly review modern techniques for large-scale data analytics systems. In the first section, we present several techniques developed for exact large-scale data analytics. This first section shows that those techniques are orthogonal to approximate query processing (AQP). In the second section, we introduce existing techniques for AQP. This second section also discusses several issues in those existing techniques.

2.1 Techniques for Exact Data Analytics

We present three techniques for speeding up large-scale data analytics: horizontal scaling, columnar databases, and in-memory databases. Note that these techniques are not exclusive one another. Thus, a system can employ all those three techniques. In contrast to AQP, these techniques do not involve approximations for speeding up query processing.

2.1.1 Horizontal Scaling

Apache Hadoop [2] and Apache Spark [5] aim to provide linear scalability through the “embarrassingly parallel” map-reduce operations. Conceptually, the map operations transform each item in a list to another form, and the reduce operations aggregate those transformed items. High scalability is achieved by enforcing those map and reduce operations not to share any global states; thus, there does not exist any locks that impede concurrent executions.

Recently, systems that provide convenient SQL interface have been developed on top of those highly scalable systems. The examples include Apache Hive [3], Spark SQL, and Apache Impala (incubating) [4]. AQP systems can also be implemented on top of
those horizontally scalable systems; thus, the advances in horizontally scalable systems also benefit AQP.

2.1.2 Columnar Databases
Many conventional relational database systems store data row by row. However, as interests on data analytics increase, column-oriented storage layouts appeared. Database systems with columnar layouts provide faster processing of analytic workloads by reading only necessary columns [91, 143] Also, columnar format can achieve good compression [105]. Performing data analytics operations directly on compressed data can also reduce I/O costs. AQP systems can also employ columnar format.

2.1.3 In-memory Databases
Keeping the entire data in memory brings faster accesses and real-time analytics. Many commercial database vendors introduced in-memory database processing to support large-scale applications [53, 87, 94, 133, 156, 183, 183]. In practice, however, storing the entire data in-memory can be extremely costly. Also, achieving real-time query latency requires a cluster that consists of many number of workers, which also increases the overall costs. AQP can greatly reduce the cost for in-memory databases, since the sizes of samples are much smaller than the original data; thus, they can more easily fit in memory.

2.2 Approaches for Approximate Query Processing
In this section, we review two approaches for AQP: random sampling and random projections. Random sampling reduces the number of the data items by obtaining a sample of the original data. In contrast, random projections converts the data into special representations so that data analytics systems can exploit some properties of the new representations. Both approaches lose information in the sampling or projection process; as a result, answering queries using those samples or based on new representations produce approximate answers.

2.2.1 Random Sampling
Using a sample of an original data is a popular approach for estimating the results of aggregations and for visualizing large-scale datasets. Processing the reduced amount of
data (in a sample) can bring significant speedups when the sample size is much smaller than the size of the original data.

For aggregations, the quality of approximate answers only relies on the sample size, not the ratio between the sample size and the original dataset size. This makes the sampling-based AQP much appealing since the quality of approximate answers do not increase even if the size of the original dataset increases. In other words, AQP can still produce high-quality answers (within the same time-bounds) even if the size of the original data grows.

**Uniform Random Sampling**— The most basic technique for random sampling is uniform random sampling. Suppose there exists $N$ numeric values in the original data. Uniform random sampling obtains a sample (say, $n$ values out of those $N$ values) by sampling values uniformly at random from the original dataset. The sample size $n$ is determined by the data analytics systems considering requested query latencies and error bounds.

According to the central limit theorem, a sample mean follows a normal distribution with its mean being equal to the population mean and its variance being equal to the population variance divided by the sample size $n$. Thus, as the sample size (i.e., $n$) increases, the shape of normal distribution becomes narrower being centered at the population mean. As a result, the sample mean becomes more accurate.

Based on this result of the central limit theorem, the range within which the population mean will exist with high probability can also be inferred. Many AQP systems rely on this property to estimate the population mean and its confidence intervals. The central limit theorem can also be applied for estimating other population statistics, such as the sum of the values in the original data, the fraction of the items that satisfy certain conditions, etc. Relying on those results, AQP systems can approximately answer other aggregate functions, such as sum, count, etc., based on a uniform random sample.

One issue of the uniform random sampling is that rare subpopulations are likely to be under-represented in a sample. This causes an issue when the user wants to analyze rare subpopulations.

**Stratified Sampling**— Stratified sampling divides the original data into multiple strata and performs independent uniform random sampling within each stratum. Thus, stratified sampling prevents a certain group (i.e., stratum) from being under-represented, which was an issue of the uniform random sampling. Stratified sampling is useful when the rare subpopulations the user wants to analyze coincides with one of those strata based on which the stratified sampling is performed.
Stratified sampling does not completely address the issue of uniform random sampling, since within each stratum, still uniform random sampling is performed. Therefore, the issue of uniform random sampling may still exist within each stratum.

2.2.2 Random Projections

Let each of original data items be represented by a multidimensional vector whose elements are real-values. Random projections transform those multidimensional vectors into their respective bit vectors (of a certain predetermined length). The bit vectors approximately preserve the relationships among the original data items, such as Euclidean distance or inner projects. As a result, some data analytics tasks that rely on the distances among the data items, e.g., retrieving similar items to a given query item, can be performed based on the transformed representations. Since the random projections preserve the relationship among the original data items only approximately, the data analytics tasks performed based on those transformed representations are also approximate.

Retrieving similar items to a given query item can be much faster when performed based on the transformed bit vectors. This is because those bit vectors can easily be stored in a hash table, and the items that have the similar bit vectors to the query item can be then retrieved using lookup operations in the hash table. Here, the similarity between two bit vectors is measured by counting the number of the positions that contain different bits between those two bit vectors. One can understand this process of transforming original data items into bit vectors and storing them in a hash table as the process of assigning the data items into buckets; the assignment process tends to preserve the distances among the data items.

In general, random projections may not be an optimal choice for two reasons. First, random projections do not consider density of data items. For instance, there could exist some clusters within which many data items are located. Random projections that do not consider such data distributions cannot effectively distinguish the data items that belong to the same cluster. Second, random projections do not consider target data analytics tasks. For instance, random projections can be used whether the user is interested in retrieving only a small number of similar items or the user is interested in approximately sorting all data items according to the distance from a query item. This generality brings inefficiency when the user is only interested in a small number of similar items.
Part I
Exploiting Past Computations
Chapter 3

Faster Data Aggregations by Learning from the Past

This dissertation presents two approaches—exploiting past computations and building task-aware synopses—for improving the quality of approximate query processing (AQP). In this chapter, we present a technique that exploits past computations for higher-quality AQP. This technique speeds up approximate aggregations when target error bounds are fixed.

3.1 Motivation

In today’s databases, the answer to a previous query is rarely used for speeding up new queries. Besides a few limited benefits (see Previous Approaches below), the work (both I/O and computation) performed for answering past queries is often wasted afterwards. However, in an approximate query processing context (e.g., [15, 38, 68, 71, 144, 185]), one might be able to change this paradigm and reuse much of the previous work done by the database system based on the following observation:

*The answer to each query reveals some fuzzy knowledge about the answers to other queries, even if each query accesses a different subset of tuples and columns.*

This is because the answers to different queries stem from the same (unknown) underlying distribution that has generated the entire dataset. In other words, each answer reveals a piece of information about this underlying but unknown distribution. Note that having a concise statistical model of the underlying data can have significant performance benefits. In the ideal case, if we had access to an incredibly precise model of the underlying data, we would no longer have to access the data itself. In other words,
Figure 3.1: An example of how database learning might continuously refine its model as more queries are processed: after processing (a) 2 queries, (b) 4 queries, and (c) 8 queries. We could deliver more accurate answers if we combined this model with the approximate answers produced by traditional sampling techniques.

we could answer queries more efficiently by analytically evaluating them on our concise model, which would mean reading and manipulating a few kilobytes of model parameters rather than terabytes of raw data. While we may never have a perfect model in practice, even an imperfect model can be quite useful. Instead of using the entire data (or even a large sample of it), one can use a small sample of it to quickly produce a rough
approximate answer, which can then be calibrated and combined with the model to obtain a more accurate approximate answer to the query. **The more precise our model, the less need for actual data, the smaller our sample, and consequently, the faster our response time.** In particular, if we could somehow continuously improve our model—say, by learning a bit of information from every query and its answer—we should be able to **answer new queries using increasingly smaller portions of data, i.e., become smarter and faster as we process more queries.**

We call the above goal *Database Learning* (DBL), as it is reminiscent of the inferential goal of Machine Learning (ML) whereby past observations are used to improve future predictions [35, 36, 150]. Likewise, our goal in DBL is to enable a similar principle by **learning from past observations, but in a query processing setting.** Specifically, in DBL, we plan to treat approximate answers to past queries as observations, and use them to refine our posterior knowledge of the underlying data, which in turn can be used to speed up future queries.

In Figure 3.1, we visualize this idea using a real-world Twitter dataset [17, 19]. Here, DBL learns a model for the number of occurrences of certain word patterns (known as *n-grams*, e.g., “bought a car”) in tweets. Figure 3.1(a) shows this model (in purple) based on the answers to the first two queries asking about the number of occurrences of these patterns, each over a different time range. Since the model is probabilistic, its 95% confidence interval is also shown (the shaded area around the best current estimate). As shown in Figure 3.1(b) and Figure 3.1(c), DBL further refines its model as more new queries are answered. This approach would allow a DBL-enabled query engine to provide increasingly more accurate estimates, **even for those ranges that have never been accessed by previous queries**—this is possible because DBL finds the most likely model of the entire area that fits with the past query answers. The goal of this simplified example\(^1\) is to illustrate the possibility of (i) significantly faster response times by processing smaller samples of the data for the same answer quality, or (ii) increasingly more accurate answers for the same sample size and response time.

**Challenges**—To realize DBL’s vision in practice, three key challenges must be overcome. First, there is a *query generality* challenge. DBL must be able to transform a wide class of SQL queries into appropriate mathematical representations so that they can be fed into statistical models and used for improving the accuracies of new queries. Second, there is a *data generality* challenge. To support arbitrary datasets, DBL must not make any

---

\(^1\)In general, DBL does not make any *a priori* assumptions regarding correlations (or smoothness) in the data; any correlations present in the data will be naturally revealed through analyzing the answers to past queries, in which case DBL automatically identifies and makes use of them.
assumptions about the data distribution; the only valid knowledge must come from past queries and their respective answers. Finally, there is an efficiency challenge. DBL needs to strike a balance between the computational complexity of its inference and its ability to reduce the error of query answers. In other words, DBL needs to be both effective and practical.

Our Approach—Our vision of database learning (DBL) [125] might be achieved in different ways depending on the design decisions made in terms of query generality, data generality, and efficiency. In this chapter, we present our prototype system that solves those challenges for a certain class of analytic SQL queries; we call the system Verdict.

From a high-level, Verdict addresses the three challenges—query generality, data generality, and efficiency—as follows. First, Verdict supports SQL queries by decomposing them into simpler atomic units, called snippets. The answer to a snippet is a single scalar value; thus, our belief on the answer to each snippet can be expressed as a random variable, which can then be used in our mathematical model. Second, to achieve data generality, Verdict employs a non-parametric probabilistic model, which is capable of representing arbitrary underlying distributions. This model is based on a simple intuition: when two queries share some tuples in their aggregations, their answers must be correlated. Our probabilistic model is a formal generalization of this idea using the principle of maximum entropy [162]. Third, to ensure computational efficiency, we keep our probabilistic model in an analytic form. At query time, we only require a matrix-vector multiplication; thus, the overhead is negligible.

Contributions—This chapter presents the following contributions:
1. We introduce the novel concept of database learning (DBL). By learning from past query answers, DBL allows DBMS to continuously become smarter and faster at answering new queries.
2. We provide a concrete instantiation of DBL, called Verdict. Verdict’s strategies cover 63.6% of TPC-H queries and 73.7% of a real-world query trace from a leading vendor of analytical DBMS. Formally, we also prove that Verdict’s expected errors are never larger than those of existing AQP techniques.
3. We integrate Verdict on top of Spark SQL, and conduct experiments using both benchmark and real-world query traces. Verdict delivers up to $23 \times$ speedup and 90% error reduction compared to AQP engines that do not use DBL.

The rest of this chapter is organized as follows. Section 4.2 overviews Verdict’s workflow, supported query types, and internal query representations. Sections 3.3 and 3.4 describe the internals of Verdict in detail, and section 3.7 presents Verdict’s formal guar-
3.2 Verdict Overview

In this section, we overview the system we have built based on DBL, called Verdict. Section 3.2.1 explains Verdict’s architecture and overall workflow. Section 3.2.2 presents the class of SQL queries currently supported by Verdict. Section 3.2.3 introduces Verdict’s query representation. Section 3.2.4 describes the intuition behind Verdict’s inference. Lastly, section 3.2.5 discusses the limitations of Verdict’s approach.

3.2.1 Architecture and Workflow

Verdict consists of a query synopsis, a model, and three processing modules: an inference module, a learning module, and an off-the-shelf AQP engine. Figure 3.2 depicts the connection between these components.

Figure 3.2: Workflow in Verdict. At query time, the INFERENCE module uses the Query Synopsis and the Model to improve the query answer and error computed by the underlying AQP engine (i.e., raw answer/error) before returning them to the user. Each time a query is processed, the raw answer and error are added to the Query Synopsis. The LEARNING module uses this updated Query Synopsis to refine the current Model accordingly.

Section 3.5 summarizes Verdict’s online and offline processes, and Section 3.6 discusses Verdict’s deployment scenarios. Section 5.6 reports our empirical results. Section 4.5 discusses related work, and section 5.8 concludes the chapter with future work.
We begin by defining *query snippets*, which serve as the basic units of inference in Verdict.

**Definition 1. (Query Snippet)** A query snippet is a supported SQL query whose answer is a single scalar value, where supported queries are formally defined in section 3.2.2.

Section 3.2.3 describes how a supported query (whose answer may be a set) is decomposed into possibly multiple query snippets. For simplicity, and without loss of generality, here we assume that every incoming query is a query snippet.

For the $i$-th query snippet $q_i$, the AQP engine’s answer includes a pair of an approximate answer $\tilde{\theta}_i$ and a corresponding expected error $\beta_i$. $\tilde{\theta}_i$ and $\beta_i$ are formally defined in section 3.3.1, and are produced by most AQP systems [15, 68, 134, 184, 185, 187]. Now we can formally define the first key component of our system, the *query synopsis*.

**Definition 2. (Query Synopsis)** Let $n$ be the number of query snippets processed thus far by the AQP engine. The query synopsis $Q_n$ is defined as the following set: $\{(q_i, \tilde{\theta}_i, \beta_i) \mid i = 1, \ldots, n\}$.

We call the query snippets in the query synopsis *past snippets*, and call the $(n+1)$-th query snippet the *new snippet*.

The second key component is the *model*, which represents Verdict’s statistical understanding of the underlying data. The model is trained on the query synopsis, and is updated every time a query is added to the synopsis (section 3.4).

The query-time workflow of Verdict is as follows. Given an incoming query snippet $q_{n+1}$, Verdict invokes the AQP engine to compute a raw answer $\tilde{\theta}_{n+1}$ and a raw error $\beta_{n+1}$. Then, Verdict combines this raw answer/error and the previously computed model to infer an improved answer $\hat{\theta}_{n+1}$ and an associated expected error $\hat{\beta}_{n+1}$, called *improved error*. Theorem 3.1 shows that the improved error is never larger than the raw error. After returning the improved answer and the improved error to the user, $(q_{n+1}, \hat{\theta}_{n+1}, \hat{\beta}_{n+1})$ is added to the query synopsis.
A key objective in Verdict’s design is to treat the underlying AQP engine as a black box. This allows Verdict to be used with many of the existing engines without requiring any modifications. From the user’s perspective, the benefit of using Verdict (compared to using the AQP engine alone) is the error reduction and speedup, or only the error reduction, depending on the type of AQP engine used (section 3.6).

Lastly, Verdict does not modify non-aggregate expressions or unsupported queries, i.e., it simply returns their raw answers/errors to the user. Table 3.1 summarizes the terminology defined above. In section 3.3, we will recap the mathematical notations defined above.

### 3.2.2 Supported Queries

Verdict supports aggregate queries that are flat (i.e., no derived tables or sub-queries) with the following conditions:

1. **Aggregates.** Any number of `SUM`, `COUNT`, or `AVG` aggregates can appear in the select clause. The arguments to these aggregates can also be a derived attribute.

2. **Joins.** Verdict supports foreign-key joins between a fact table\(^2\) and any number of dimension tables, exploiting the fact that this type of join does not introduce a sampling bias [11]. For simplicity, our discussion in this chapter is based on a denormalized table.

3. **Selections.** Verdict currently supports equality and inequality comparisons for categorical and numeric attributes (including the in operator). Currently, Verdict does not support disjunctions and textual filters (e.g., like ‘%Apple%’) in the where clause.

4. **Grouping.** `groupby` clauses are supported for both stored and derived attributes. The query may also include a having clause. Note that the underlying AQP engine may affect the cardinality of the result set depending on the having clause (e.g., subset/superset error). Verdict simply operates on the result set returned by the AQP engine.

**Nested Query Support**— Although Verdict does not directly support nested queries, many queries can be flattened using joins [1] or by creating intermediate views for sub-queries [65]. In fact, this is the process used by Hive for supporting the nested queries of the TPC-H benchmark [82]. We are currently working to automatically process nested queries and to expand the class of supported queries (see section 5.8).

**Unsupported Queries**— Each query, upon its arrival, is inspected by Verdict’s query type checker to determine whether it is supported, and if not, Verdict bypasses the

\(^2\)Data warehouses typically record measurements (e.g., sales) into fact tables and normalize commonly appearing attributes (e.g., seller information) into dimension tables [161].
\[
\text{select } A1, \text{ AVG}(A2), \text{ SUM}(A3) \\
\text{from } r \\
\text{where } A2 > a2 \\
\text{group by } A1;
\]

<table>
<thead>
<tr>
<th>Query</th>
<th>Snippets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>select AVG(A2)</td>
</tr>
<tr>
<td></td>
<td>from r</td>
</tr>
<tr>
<td></td>
<td>where A2 &gt; a2</td>
</tr>
<tr>
<td></td>
<td>and A1 = a11</td>
</tr>
<tr>
<td></td>
<td>select SUM(A3)</td>
</tr>
<tr>
<td></td>
<td>from r</td>
</tr>
<tr>
<td></td>
<td>where A2 &gt; a2</td>
</tr>
<tr>
<td></td>
<td>and A1 = a11</td>
</tr>
<tr>
<td></td>
<td>select AVG(A2)</td>
</tr>
<tr>
<td></td>
<td>from r</td>
</tr>
<tr>
<td></td>
<td>where A2 &gt; a2</td>
</tr>
<tr>
<td></td>
<td>and A1 = a12</td>
</tr>
<tr>
<td></td>
<td>select SUM(A3)</td>
</tr>
<tr>
<td></td>
<td>from r</td>
</tr>
<tr>
<td></td>
<td>where A2 &gt; a2</td>
</tr>
<tr>
<td></td>
<td>and A1 = a12</td>
</tr>
<tr>
<td></td>
<td>\text{AVG}(A2) \quad \text{SUM}(A3)</td>
</tr>
</tbody>
</table>

**Figure 3.3:** Example of a query’s decomposition into multiple snippets.

INFEERENCE module and simply returns the raw answer to the user. The overhead of the query type checker is negligible (section 3.11.5) compared to the runtime of the AQP engine; thus, Verdict does not incur any noticeable runtime overhead, even when a query is not supported.

Only supported queries are stored in Verdict’s query synopsis and used to improve the accuracy of answers to future supported queries. That is, the class of queries that can be improved is equivalent to the class of queries that can be used to improve other queries.

### 3.2.3 Internal Representation

**Decomposing Queries into Snippets**— As mentioned in section 3.2.1, each supported query is broken into (possibly) multiple query snippets before being added to the query synopsis. Conceptually, each snippet corresponds to a supported SQL query with a single aggregate function, with no other projected columns in its select clause, and with no groupby clause; thus, the answer to each snippet is a single scalar value. A SQL query with multiple aggregate functions (e.g., AVG(A2), SUM(A3)) or a groupby clause is converted to a set of multiple snippets for all combinations of each aggregate function and each groupby column value. As shown in the example of Figure 3.3, each groupby column value is added as an equality predicate in the where clause. The number of generated snippets can be extremely large, e.g., if a groupby clause includes a primary key. To ensure that the number of snippets added per each query is bounded, Verdict only generates snippets for \( N^{\max} \) (1,000 by default) groups in the answer set. Verdict computes improved answers only for those snippets in order to bound the computational
For each aggregate function $g$, the query synopsis retains a maximum of $C_g$ query snippets by following a least recently used snippet replacement policy (by default, $C_g = 2,000$). This improves the efficiency of the inference process, while maintaining an accurate model based on the recently processed snippet answers.

**Aggregate Computation**—Verdict uses two aggregate functions to perform its internal computations: $AVG(A_k)$ and $FREQ(*)$. As stated earlier, the attribute $A_k$ can be either a stored attribute (e.g., revenue) or a derived one (e.g., revenue * discount). At runtime, Verdict combines these two types of aggregates to compute its supported aggregate functions as follows:

- $AVG(A_k) = AVG(A_k)$
- $COUNT(*) = \text{round}(FREQ(*) \times \text{(table cardinality)})$
- $SUM(A_k) = AVG(A_k) \times COUNT(*)$

### 3.2.4 Why and When Verdict Offers Benefit

In this section, we provide the high level intuition behind Verdict’s approach to improving the quality of new snippet answers. Verdict exploits potential correlations between snippet answers to infer the answer of a new snippet. Let $S_i$ and $S_j$ be multisets of attribute values such that, when aggregated, they output exact answers to queries $q_i$ and $q_j$, respectively. Then, the answers to $q_i$ and $q_j$ are correlated, if:

1. **$S_i$ and $S_j$ include common values.** $S_i \cap S_j \neq \emptyset$ implies the existence of correlation between the two snippet answers. For instance, the average household income of the state of Texas and the average household income of the United States are correlated, since these averages include some common values when computing those averages (here, the household incomes of Texas). In the TPC-H benchmark, 12 out of the 14 supported queries share common values in their aggregations.

2. **$S_i$ and $S_j$ include correlated values.** For instance, the average prices of a stock over two consecutive days are likely to be similar even if they do not share common values. When the compared days are farther apart, the similarity in their average stock prices might be lower. Verdict captures the likelihood of such attribute value similarities using a statistical measure called *inter-tuple covariance*, which will be formally defined in section 3.4.2. In the presence of non-zero inter-tuple covariances, the answers to $q_i$ and $q_j$ could be correlated even when $S_i \cap S_j \neq \emptyset$. In practice, most real-life datasets tend

---

Dynamically adjusting the value of $N_{\text{max}}$ (e.g., based on available resources and workload characteristics) makes an interesting direction for future work.
to have non-zero inter-tuple covariances, i.e., correlated attribute values (see section 3.12 for an empirical study). Note that this case includes the first case (in which $S_i$ and $S_j$ include common values), since the common values are always correlated in themselves.

Verdict formally captures the correlations between pairs of snippets using a probabilistic distribution function. At query time, this probabilistic distribution function is used to infer the most likely answer to the new snippet given the answers to past snippets.

### 3.2.5 Limitations

Verdict’s model is the most likely explanation of the underlying distribution given the limited information stored in the query synopsis. Consequently, when a new snippet involves tuples that have never been accessed by past snippets, it is possible that Verdict’s model might incorrectly represent the underlying distribution, and return incorrect error bounds. To guard against this limitation, Verdict always validates its model-based answer against the (model-free) answer of the AQP engine. We present this model validation step in section 3.9.

Because Verdict relies on off-the-shelf AQP engines for obtaining raw answers and raw errors, it is naturally bound by the limitations of the underlying engine. For example, it is known that sample-based engines are not apt at supporting arbitrary joins or MIN/MAX aggregates. Similarly, the validity of Verdict’s error guarantees are contingent upon the validity of the AQP engine’s raw errors. Fortunately, there are also off-the-shelf diagnostic techniques to verify the validity of such errors [14].

### 3.3 Inference

In this section, we describe Verdict’s inference process for computing an improved answer (and improved error) for the new snippet. Verdict’s inference process follows the standard machine learning arguments: we can understand in part the true distribution by means of observations, then we apply our understanding to predicting the unobserved. To this end, Verdict applies well-established techniques, such as the principle of maximum entropy and kernel-based estimations, to an AQP setting.

To present our approach, we first formally state our problem in section 3.3.1. A mathematical interpretation of the problem and the overview on Verdict’s approach is described in section 3.3.2. Sections 3.3.3 and 3.3.4 present the details of the Verdict’s
Sym. Meaning
$q_i$ $i$-th (supported) query snippet
$n + 1$ index number for a new snippet
$\theta_i$ random variable representing our knowledge of the raw answer to $q_i$
$\tilde{\theta}_i$ (actual) raw answer computed by AQP engine for $q_i$
$\beta_i$ expected error associated with $\tilde{\theta}_i$
$\bar{\theta}_i$ random variable representing our knowledge of the exact answer to $q_i$
$\bar{\theta}_i$ exact answer to $q_i$
$\hat{\theta}_{n+1}$ improved answer to the new snippet
$\hat{\beta}_{n+1}$ improved error to the new snippet

Table 3.2: Mathematical Notations.

approach to solving the problem. Section 3.3.5 discusses some challenges in applying Verdict’s approach.

### 3.3.1 Problem Statement

Let $r$ be a relation drawn from some unknown underlying distribution. $r$ can be a join or Cartesian product of multiple tables. Let $r$’s attributes be $A_1, \ldots, A_m$, where $A_1, \ldots, A_l$ are the dimension attributes and $A_{l+1}, \ldots, A_m$ are the measure attributes. Dimension attributes cannot appear inside aggregate functions while measure attributes can. Dimension attributes can be numeric or categorical, but measure attributes are numeric. Measure attributes can also be derived attributes. Table 3.2 summarizes the notations we defined earlier in section 3.2.1.

Given a query snippet $q_i$ on $r$, an AQP engine returns a raw answer $\tilde{\theta}_i$ along with an associated expected error $\beta_i$. Formally, $\beta_i^2$ is the expectation of the squared deviation of $\tilde{\theta}_i$ from the (unknown) exact answer $\bar{\theta}_i$ to $q_i$.\(^4\) $\beta_i$ and $\beta_j$ are independent if $i \neq j$.

Suppose $n$ query snippets have been processed, and therefore the query synopsis $Q_n$ contains the raw answers and raw errors for the past $n$ query snippets. Without loss of generality, we assume all queries have the same aggregate function $g$ on $A_k$ (e.g., $\text{AVG}(A_k)$), where $A_k$ is one of the measure attributes. Our problem is then stated as follows: given $Q_n$ and $(\tilde{\theta}_{n+1}, \beta_{n+1})$, compute the most likely answer to $q_{n+1}$ with an associated expected error.

In our discussion, for simplicity, we assume static data, i.e., the new snippet is issued against the same data that has been used for answering past snippets in $Q_n$. However, Verdict can also be extended to situations where the relations are subject to new data.

\(^4\)Here, the expectation is made over $\tilde{\theta}_i$ since the value of $\tilde{\theta}_i$ depends on samples.
being added, i.e., each snippet is answered against a potentially different version of the dataset. The generalization of Verdict under data updates is presented in section 3.10.

3.3.2 Inference Overview

In this section, we present our random variable interpretation of query answers and a high-level overview of Verdict’s inference process.

Our approach uses (probabilistic) random variables to represent our knowledge of the query answers. The use of random variables here is a natural choice as our knowledge itself of the query answers is uncertain. Using random variables to represent degrees of belief is a standard approach in Bayesian inference. Specifically, we denote our knowledge of the raw answer and the exact answer to the i-th query snippet by random variables $\theta_i$ and $\bar{\theta}_i$, respectively. At this step, the only information available to us regarding $\theta_i$ and $\bar{\theta}_i$ is that $\theta_i$ is an instance of $\theta_i$; no other assumptions are made.

Next, we represent the relationship between the set of random variables $\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1}$ using a joint probability distribution function (pdf). Note that the first $n+1$ random variables are for the raw answers to past $n$ snippets and the new snippet, and the last random variable is for the exact answer to the new snippet. We are interested in the relationship among those random variables because our knowledge of the query answers is based on limited information: the raw answers computed by the AQP engine, whereas we aim to find the most likely value for the new snippet’s exact answer. This joint pdf represents Verdict’s prior belief over the query answers. We denote the joint pdf by $f(\theta_1 = \theta'_1, \ldots, \theta_{n+1} = \theta'_{n+1}, \bar{\theta}_{n+1} = \bar{\theta}'_{n+1})$. For brevity, we also use $f(\theta'_1, \ldots, \theta'_{n+1}, \bar{\theta}'_{n+1})$ when the meaning is clear from the context. (Recall that $\theta_i$ refers to an actual raw answer from the AQP engine, and $\bar{\theta}_{n+1}$ refers to the exact answer to the new snippet.) The joint pdf returns the probability that the random variables $\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1}$ takes a particular combination of the values, i.e., $\theta'_1, \ldots, \theta'_{n+1}, \bar{\theta}'_{n+1}$. In Section 3.3.3, we discuss how to obtain this joint pdf from some statistics available on query answers.

Then, we compute the most likely value for the new snippet’s exact answer, namely the most likely value for $\bar{\theta}_{n+1}$, by first conditionalizing the joint pdf on the actual observations (i.e., raw answers) from the AQP engine, i.e., $f(\bar{\theta}_{n+1} = \bar{\theta}'_{n+1} | \theta_1 = \theta'_1, \ldots, \theta_{n+1} = \theta'_{n+1})$. We then find the value of $\bar{\theta}'_{n+1}$ that maximizes the conditional pdf. We call this value the model-based answer and denote it by $\bar{\theta}_{n+1}$. Section 3.3.4 provides more details of this process. Finally, $\bar{\theta}_{n+1}$ and its associated expected error $\bar{\beta}_{n+1}$ are returned as Verdict’s improved answer and improved error if they pass the model validation (described in section 3.9). Otherwise, the (original) raw answer and error are taken as Verdict’s improved answer and error, respectively. In other words, if the model validation fails,
Verdict simply returns the original raw results from the AQP engine without any improvements.

### 3.3.3 Prior Belief

In this section, we describe how Verdict obtains a joint pdf $f(\theta'_1, \ldots, \theta'_{n+1}, \bar{\theta}'_{n+1})$ that represents its knowledge of the underlying distribution. The intuition behind Verdict’s inference is to make use of possible correlations between pairs of query answers. This section applies such statistical information of query answers (i.e., means, covariances, and variances) for obtaining the most likely joint pdf. Obtaining the query statistics is described in section 3.4.

To obtain the joint pdf, Verdict relies on the principle of maximum entropy (ME) [31, 162], a simple but powerful statistical tool for determining a pdf of random variables given some statistical information available. According to the ME principle, given some testable information on random variables associated with a pdf in question, the pdf that best represents the current state of our knowledge is the one that maximizes the following expression, called entropy:

$$h(f) = -\int f(\vec{\theta}) \cdot \log f(\vec{\theta}) \ d\vec{\theta}$$ (3.1)

where $\vec{\theta} = (\theta'_1, \ldots, \theta'_{n+1}, \bar{\theta}'_{n+1})$.

Note that the joint pdf maximizing the above entropy differs depending on the kinds of given testable information, i.e., query statistics in our context. For instance, the maximum entropy pdf given means of random variables is different from the maximum entropy pdf given means and (co)variances of random variables. In fact, there are two conflicting considerations when applying this principle. On one hand, the resulting pdf can be computed more efficiently if the provided statistics are simple or few, i.e., simple statistics reduce the computational complexity. On the other hand, the resulting pdf can describe the relationship among the random variables more accurately if richer statistics are provided, i.e., the richer the statistics, the more accurate our improved answers. Therefore, we need to choose an appropriate degree of statistical information to strike a balance between the computational efficiency of pdf evaluation and its accuracy in describing the relationship among query answers.

Among possible options, Verdict uses the first and the second order statistics of the random variables, i.e., mean, variances, and covariances. The use of second-order statistics enables us to capture the relationship among the answers to different query snippets, while the joint pdf that maximizes the entropy can be expressed in an analytic form. The
uses of analytic forms provides computational efficiency. Specifically, the joint pdf that maximizes the entropy while satisfying the given means, variances, and covariances is a multivariate normal with the corresponding means, variances, and covariances [162].

**Lemma 1.** Let $\vec{\theta} = (\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1})^T$ be a vector of $n+2$ random variables with mean values $\vec{\mu} = (\mu_1, \ldots, \mu_{n+1}, \bar{\mu}_{n+1})^T$ and a $(n+2) \times (n+2)$ covariance matrix $\Sigma$ specifying their variances and pairwise covariances. The joint pdf $f$ over these random variables that maximizes $h(f)$ while satisfying the provided means, variances, and covariances is the following function:

$$f(\vec{\theta}) = \frac{1}{\sqrt{(2\pi)^{n+2}|\Sigma|}} \exp \left( -\frac{1}{2} (\vec{\theta} - \vec{\mu})^T \Sigma^{-1} (\vec{\theta} - \vec{\mu}) \right), \tag{3.2}$$

and this solution is unique.

In the following section, we describe how Verdict computes the most likely answer to the new snippet using this joint pdf in Equation (3.2). We call the most likely answer a *model-based answer*. In section 3.9, this model-based answer is chosen as an improved answer if it passes a model validation. Finally, in section 3.3.5, we discuss the challenges involved in obtaining $\vec{\mu}$ and $\Sigma$, i.e., the query statistics required for deriving the joint pdf.

### 3.3.4 Model-based Answer

In the previous section, we formalized the relationship among query answers, namely $(\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1})$, using a joint pdf. In this section, we exploit this joint pdf to infer the most likely answer to the new snippet. In other words, we aim to find the most likely value for $\bar{\theta}_{n+1}$ (the random variable representing $q_{n+1}$’s exact answer), given the observed values for $\theta_1, \ldots, \theta_{n+1}$, i.e., the raw answers from the AQP engine. We call the most likely value a *model-based answer* and its associated expected error a *model-based error*. Mathematically, Verdict’s model-based answer $\bar{\theta}_{n+1}$ to $q_{n+1}$ can be expressed as:

$$\bar{\theta}_{n+1} = \operatorname{arg\,max}_{\vec{\theta}_{n+1}^\prime} f(\vec{\theta}_{n+1}^\prime \mid \theta_1 = \bar{\theta}_1, \ldots, \theta_{n+1} = \bar{\theta}_{n+1}). \tag{3.3}$$

That is, $\bar{\theta}_{n+1}$ is the value at which the conditional pdf has its maximum value. The conditional pdf, $f(\vec{\theta}_{n+1}^\prime \mid \theta_1, \ldots, \theta_{n+1})$, is obtained by conditioning the joint pdf obtained in section 3.3.3 on the observed values, i.e., raw answers to the past snippets and the new snippet.

Computing a conditional pdf may be a computationally expensive task. However, a conditional pdf of a multivariate normal distribution is analytically computable; it
is another normal distribution. Specifically, the conditional pdf in Equation (3.3) is a normal distribution with the following mean $\mu_c$ and variance $\sigma_c^2$ [32]:

$$
\mu_c = \bar{\mu}_{n+1} + k_{n+1}^T \Sigma_{n+1}^{-1}(\bar{\theta}_{n+1} - \bar{\mu}_{n+1}) 
$$

(3.4)

$$
\sigma_c^2 = \bar{\kappa}^2 - k_{n+1}^T \Sigma_{n+1}^{-1} k_{n+1} 
$$

(3.5)

where:

- $k_{n+1}$ is a column vector of length $n + 1$ whose $i$-th element is $(i, n + 2)$-th entry of $\Sigma$;
- $\Sigma_{n+1}$ is a $(n + 1) \times (n + 1)$ submatrix of $\Sigma$ consisting of $\Sigma$’s first $n + 1$ rows and columns;
- $\bar{\theta}_{n+1} = (\bar{\theta}_1, \ldots, \bar{\theta}_{n+1})^T$;
- $\bar{\mu}_{n+1} = (\mu_1, \ldots, \mu_{n+1})^T$; and
- $\bar{\kappa}^2$ is the $(n + 2, n + 2)$-th entry of $\Sigma$.

Since the mean of a normal distribution is the value at which the pdf takes a maximum value, we take $\mu_c$ as our model-based answer $\hat{\theta}_{n+1}$. Likewise, the expectation of the squared deviation of the value $\bar{\theta}_n^*$, which is distributed according to the conditional pdf in Equation (3.3), from the model-based answer $\hat{\theta}_{n+1}$ coincides with the variance $\sigma_c^2$ of the conditional pdf. Thus, we take $\sigma_c$ as our model-based error $\hat{\beta}_{n+1}$.

Computing each of Equations (3.4) and (3.5) requires $O(n^3)$ time complexity at query time. However, Verdict uses alternative forms of these equations that require only $O(n^2)$ time complexity at query time (section 3.7). As a future work, we plan to employ inferential techniques with sub-linear time complexity [102, 176] for a more sophisticated eviction policy for past queries.

Note that, since the conditional pdf is a normal distribution, the error bound at confidence $\delta$ is expressed as $\alpha_\delta \cdot \hat{\beta}_{n+1}$, where $\alpha_\delta$ is a non-negative number such that a random number drawn from a standard normal distribution would fall within $(-\alpha_\delta, \alpha_\delta)$ with probability $\delta$. We call $\alpha_\delta$ the confidence interval multiplier for probability $\delta$. That is, the exact answer $\bar{\theta}_{n+1}$ is within the range $(\bar{\theta}_{n+1} - \alpha_\delta \cdot \hat{\beta}_{n+1}, \bar{\theta}_{n+1} + \alpha_\delta \cdot \hat{\beta}_{n+1})$ with probability $\delta$, according to Verdict’s model.

### 3.3.5 Key Challenges

As mentioned in section 3.3.3, obtaining the joint pdf in Lemma 1 (which represents Verdict’s prior belief on query answers) requires the knowledge of means, variances,
and covariances of the random variables \((\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1})\). However, acquiring these statistics is a non-trivial task for two reasons. First, we have only observed one value for each of the random values \(\theta_1, \ldots, \theta_{n+1}\), namely \(\tilde{\theta}_1, \ldots, \tilde{\theta}_{n+1}\). Estimating variances and covariances of random variables from a single value is nearly impossible. Second, we do not have any observation for the last random variable \(\bar{\theta}_{n+1}\) (recall that \(\bar{\theta}_{n+1}\) represents our knowledge of the exact answer to the new snippet, i.e., \(\tilde{\theta}_{n+1}\)). In section 3.4, we present Verdict’s approach to solving these challenges.

### 3.4 Estimating Query Statistics

As described in section 3.3, Verdict expresses its prior belief on the relationship among query answers as a joint pdf over a set of random variables \((\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1})\). In this process, we need to know the means, variances, and covariances of these random variables.

Verdict uses the arithmetic mean of the past query answers for the mean of each random variable, \(\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1}\). Note that this only serves as a prior belief, and will be updated in the process of conditioning the prior belief using the observed query answers. In this section, without loss of generality, we assume the mean of the past query answers is zero.

Thus, in the rest of this section, we focus on obtaining the variances and covariances of these random variables, which are the elements of the \((n+2) \times (n+2)\) covariance matrix \(\Sigma\) in lemma 1 (thus, we can obtain the elements of the column vector \(k_{n+1}\) and the variance \(r^2\) as well). Note that, due to the independence between expected errors, we have:

\[
\begin{align*}
\text{cov}(\theta_i, \theta_j) &= \text{cov}(\tilde{\theta}_i, \tilde{\theta}_j) + \delta(i,j) \cdot \beta_i^2 \\
\text{cov}(\theta_i, \bar{\theta}_j) &= \text{cov}(\tilde{\theta}_i, \bar{\theta}_j) \tag{3.6}
\end{align*}
\]

where \(\delta(i,j)\) returns 1 if \(i = j\) and 0 otherwise. Thus, computing \(\text{cov}(\bar{\theta}_i, \bar{\theta}_j)\) is sufficient for obtaining \(\Sigma\).

Computing \(\text{cov}(\bar{\theta}_i, \bar{\theta}_j)\) relies on a straightforward observation: the covariance between two query snippet answers is computable using the covariances between the attribute values involved in computing those answers. For instance, we can easily compute the covariance between (i) the average revenue of the years 2014 and 2015 and (ii) the average revenue of the years 2015 and 2016, as long as we know the covariance between the average revenues of every pair of days in 2014–2016.
In this work, we further extend the above observation. That is, if we are able to compute the covariance between the average revenues at an infinitesimal time $t$ and another infinitesimal time $t'$, we will be able to compute the covariance between (i) the average revenue of 2014–2015 and (ii) the average revenue of 2015–2016, by integrating the covariances between the revenues at infinitesimal times over appropriate ranges. Here, the covariance between the average revenues at two infinitesimal times $t$ and $t'$ is defined in terms of the underlying data distribution that has generated the relation $r$, where the past query answers help us discover the most-likely underlying distribution. The rest of this section formalizes this idea.

In section 3.4.1, we present a decomposition of the (co)variances between pairs of query snippet answers into *inter-tuple covariance* terms. Then, in section 3.4.2, we describe how inter-tuple covariances can be estimated analytically using parameterized functions.

### 3.4.1 Covariance Decomposition

To compute the variances and covariances between query snippet answers (i.e., $\theta_1, \ldots, \theta_{n+1}, \bar{\theta}_{n+1}$), Verdict relies on our proposed *inter-tuple covariances*, which express the statistical properties of the underlying distribution. Before presenting the inter-tuple covariances, our discussion starts with the fact that the answer to a supported snippet can be mathematically represented in terms of the underlying distribution. This representation then naturally leads us to the decomposition of the covariance between query answers into smaller units, which we call inter-tuple covariances.

Let $g$ be an aggregate function on attribute $A_k$, and $t = (a_1, \ldots, a_l)$ be a vector of length $l$ comprised of the values for $r$’s dimension attributes $A_1, \ldots, A_l$. To help simplify the mathematical descriptions in this section, we assume that all dimension attributes are numeric (not categorical), and the selection predicates in queries may contain range constraints on some of those dimension attributes. Handling categorical attributes is a straightforward extension of this process (see section 3.13.2).

We define a continuous function $v_g(t)$ for every aggregate function $g$ (e.g., $\text{AVG}(A_k)$, $\text{FREQ}(\ast)$) such that, when integrated, it produces answers to query snippets. That is (omitting possible normalization and weight terms for simplicity):

$$\bar{\theta}_i = \int_{t \in F_i} v_g(t) \ dt \quad (3.7)$$

Formally, $F_i$ is a subset of the Cartesian product of the domains of the dimension attributes, $A_1, \ldots, A_l$, such that $t \in F_i$ satisfies the selection predicates of $q_i$. Let $(s_{i,k}, e_{i,k})$ be the range constraint for $A_k$ specified in $q_i$. We set the range to $(\min(A_k), \max(A_k))$.
if no constraint is specified for $A_k$. Verdict simply represents $F_i$ as the product of those $l$ per-attribute ranges. Thus, the above Equation (3.7) can be expanded as:

$$
\hat{\theta}_i = \int_{s_{i,1}}^{e_{i,1}} \cdots \int_{s_{i,l}}^{e_{i,l}} \nu_g(t) \, da_1 \cdots da_l
$$

For brevity, we use the single integral representation using $F_i$ unless the explicit expression is needed.

Using Equation (3.7) and the linearity of covariance, we can decompose $\text{cov}(\hat{\theta}_i, \hat{\theta}_j)$ into:

$$
\text{cov}(\hat{\theta}_i, \hat{\theta}_j) = \text{cov} \left( \int_{t \in F_i} \nu_g(t) \, dt, \int_{t' \in F_j} \nu_g(t') \, dt' \right)
= \int_{t \in F_i} \int_{t' \in F_j} \text{cov}(\nu_g(t), \nu_g(t')) \, dt \, dt'
$$

(3.8)

As a result, the covariance between query answers can be broken into an integration of the covariances between tuple-level function values, which we call *inter-tuple covariances*.

To use Equation (3.8), we must be able to compute the inter-tuple covariance terms. However, computing these inter-tuple covariances is challenging, as we only have a single observation for each $\nu_g(t)$. Moreover, even if we had a way to compute the inter-tuple covariance for arbitrary $t$ and $t'$, the exact computation of Equation (3.8) would still require an infinite number of inter-tuple covariance computations, which would be infeasible. In the next section, we present an efficient alternative for estimating these inter-tuple covariances.

### 3.4.2 Analytic Inter-tuple Covariances

To efficiently estimate the inter-tuple covariances, and thereby compute Equation (3.8), we propose using *analytical covariance functions*, a well-known technique in statistical literature for approximating covariances [32]. In particular, Verdict uses squared exponential covariance functions, which is capable of approximating any continuous target function arbitrarily closely as the number of observations (here, query answers) increases [122].

Although the underlying distribution may not be a continuous function, it is sufficient for us to obtain $\nu_g(t)$ such that, when integrated (as in Equation (3.7)), produces

---

5This property of the universal kernels is asymptotic (i.e., as the number of observations goes to infinity).
the same values as the integrations of the underlying distribution. In our setting, the squared exponential covariance function \[ \rho_g(t, t') \] is defined as:

\[
\text{cov}(\nu_g(t), \nu_g(t')) \approx \rho_g(t, t') = \sigma_g^2 \prod_{k=1}^{l} \exp \left( -\frac{(a_k - a'_k)^2}{l_g^2} \right) \tag{3.9}
\]

Here, \( l_g, k \) for \( k=1 \ldots l \) and \( \sigma_g^2 \) are tunable correlation parameters to be learned from past queries and their answers (section 3.8).

Intuitively, when \( t \) and \( t' \) are similar, i.e., \((a_k - a'_k)^2 \) is small for most \( A_k \), then \( \rho_g(t, t') \) returns a larger value (closer to \( \sigma_g^2 \)), indicating that the expected values of \( g \) for \( t \) and \( t' \) are highly correlated.

With the analytic covariance function above, the \( \text{cov}(\bar{\theta}_i, \bar{\theta}_j) \) terms involving inter-tuple covariances can in turn be computed analytically. Note that Equation (3.9) involves the multiplication of \( l \) terms, each of which containing variables related to a single attribute. As a result, plugging Equation (3.9) into Equation (3.8) yields:

\[
\text{cov}(\bar{\theta}_i, \bar{\theta}_j) = \sigma_g^2 \prod_{k=1}^{l} \int_{s_{i,k}}^{e_{i,k}} \int_{s_{j,k}}^{e_{j,k}} \exp \left( -\frac{(a_k - a'_k)^2}{l_g^2} \right) \, da'_k \, da_k \tag{3.10}
\]

The order of integrals are interchangeable, since the terms including no integration variables can be regarded as constants (and thus can be factored out of the integrals). Note that the double-integral of an exponential function can also be computed analytically (see section 3.13.1); thus, Verdict can efficiently compute \( \text{cov}(\bar{\theta}_i, \bar{\theta}_j) \) in \( O(l) \) times by directly computing the integrals of inter-tuple covariances, without explicitly computing individual inter-tuple covariances. Finally, we can compose the \((n + 2) \times (n + 2)\) matrix \( \Sigma \) in Lemma 1 using Equation (3.6).

### 3.5 Verdict Process Summary

In this section, we summarize Verdict’s offline and online processes. Suppose the query synopsis \( Q_n \) contains a total of \( n \) query snippets from past query processing, and a new query is decomposed into \( b \) query snippets; we denote the new query snippets in the new query by \( q_{n+1}, \ldots, q_{n+b} \).

---

6The existence of such a continuous function is implied by the kernel density estimation technique [172].
Algorithm 1: Verdict offline process

Input: $Q_n$ including $(q_i, \theta_i, \beta_i)$ for $i = 1, \ldots, n$
Output: $Q_n$ with new model parameters and precomputed matrices

1. foreach aggregate function $g$ in $Q_n$ do
   2. $(l_{g,1}, \ldots, l_{g,l}, \sigma_{g}^2) \leftarrow \text{learn}(Q_n)$  // section 3.8
   3. for $(i, j) \leftarrow (1, \ldots, n) \times (1, \ldots, n)$ do
       4. $\Sigma(i,j) \leftarrow \text{covariance}(q_i, q_j; l_{g,1}, \ldots, l_{g,l}, \sigma_{g}^2)$  // Equation (3.6)
   5. end
   6. Insert $\Sigma$ and $\Sigma^{-1}$ into $Q_n$ for $g$
7. end
8. return $Q_n$

Offline processing— Algorithm 1 summarizes Verdict’s offline process. It consists of learning correlation parameters and computing covariances between all pairs of past query snippets.

Online processing— Algorithm 2 summarizes Verdict’s runtime process. Here, we assume the new query is a supported query; otherwise, Verdict simply forwards the AQP engine’s query answer to the user.

3.6 Deployment Scenarios

Verdict is designed to support a large class of AQP engines. However, depending on the type of AQP engine used, Verdict may provide both speedup and error reduction, or only error reduction.

1. AQP engines that support online aggregation [68,134,184,185]: Online aggregation continuously refines its approximate answer as new tuples are processed, until users are satisfied with the current accuracy or when the entire dataset is processed. In these types of engines, every time the online aggregation provides an updated answer (and error estimate), Verdict generates an improved answer with a higher accuracy (by paying small runtime overhead). As soon as this accuracy meets the user requirement, the online aggregation can be stopped. With Verdict, the online aggregation’s continuous processing will stop earlier than it would without Verdict. This is because Verdict reaches a target error bound much earlier by combining its model with the raw answer of the AQP engine.
Algorithm 2: Verdict runtime process

**Input:** New query snippets \( q_{n+1}, \ldots, q_{n+b} \)
Query synopsis \( Q_n \)

**Output:** \( b \) number of improved answers and improved errors
\[ \{ (\hat{\theta}_{n+1}, \hat{\beta}_{n+1}), \ldots, (\hat{\theta}_{n+b}, \hat{\beta}_{n+b}) \}, \]
Updated query synopsis \( Q_{n+b} \)

1. \( fc \leftarrow \) number of distinct aggregate functions in new queries

   /* The new query (without decomposition) is sent to the AQP engine in practice. */

2. \( \{(\theta_{n+1}, \beta_{n+1}), \ldots, (\theta_{n+b}, \beta_{n+b})\} \leftarrow \text{AQP}(q_{n+1}, \ldots, q_{n+b}) \)

   // improve up to \( N_{\text{max}} \) rows

3. \( \text{for } i \leftarrow 1, \ldots, (fc \cdot N_{\text{max}}) \text{ do} \)

   4. // model-based answer/error

      // (Equations (3.4) and (3.5))

      \( (\hat{\theta}_{n+i}, \hat{\beta}_{n+i}) \leftarrow \text{inference}(\theta_{n+i}, \beta_{n+i}, Q_n) \)

   5. // model validation (section 3.9)

   6. \( (\hat{\theta}_{n+i}, \hat{\beta}_{n+i}) \leftarrow \text{if valid}(\hat{\theta}_{n+i}, \hat{\beta}_{n+i}) \text{ then } (\hat{\theta}_{n+i}, \hat{\beta}_{n+i}) \text{ else } (\theta_{n+i}, \beta_{n+i}) \)

   7. \( \text{Insert } (q_{n+i}, \theta_{n+i}, \beta_{n+i}) \text{ into } Q_n \)

8. \( \text{end} \)

9. \( \text{for } i \leftarrow (fc \cdot N_{\text{max}} + 1), \ldots, b \text{ do} \)

10. \( (\hat{\theta}_{n+i}, \hat{\beta}_{n+i}) \leftarrow (\theta_{n+i}, \beta_{n+i}) \)

11. \( \text{end} \)

   // Verdict overhead ends

12. \( \text{return } \{ (\hat{\theta}_{n+1}, \hat{\beta}_{n+1}), \ldots, (\hat{\theta}_{n+b}, \hat{\beta}_{n+b}) \}, Q_n \)

---

2. **AQP engines that support time-bounds** [15,38,47,71,86,144,187]: Instead of continuously refining approximate answers and reporting them to the user, these engines simply take a time-bound from the user, and then they predict the largest sample size that they can process within the requested time-bound; thus, they minimize error bounds within the allotted time. For these engines, Verdict simply replaces the user’s original time bound \( t_1 \) with a slightly smaller value \( t_1 - \epsilon \) before passing it down to the AQP engine, where \( \epsilon \) is the time needed by Verdict for inferring the improved answer and improved error. Thanks to the efficiency of Verdict’s inference, \( \epsilon \) is typically a small value, e.g., a few milliseconds (see section 3.11.5). Since Verdict’s inference brings larger accuracy improvements on average compared to the benefit of processing more tuples within the \( \epsilon \) time, Verdict achieves significant error reductions over traditional AQP engines.
In this chapter, we use an online aggregation engine to demonstrate Verdict’s both speedup and error reduction capabilities (section 5.6). However, for interested readers, we also provide evaluations on a time-bound engine section 3.11.11.

Some AQP engines also support error-bound queries but do not offer an online aggregation interface [16, 128, 146]. For these engine, Verdict currently only benefits their time-bound queries, leaving their answer to error-bound queries unchanged. Supporting the latter would require either adding an online aggregation interface to the AQP engine, or a tighter integration of Verdict and the AQP engine itself. Such modifications are beyond the scope of this chapter, as one of our design goals is to treat the underlying AQP engine as a black box (Figure 3.2), so that Verdict can be used alongside a larger number of existing engines.

Note that Verdict’s inference mechanism is not affected by the specific AQP engine used underneath, as long as the conditions in section 3.3 hold, namely the error estimate \( \beta^2 \) is the expectation of the squared deviation of the approximate answer from the exact answer. However, the AQP engine’s runtime overhead (e.g., query parsing and planning) may affect Verdict’s overall benefit in relative terms. For example, if the query parsing amount to 90% of the overall query processing time, even if Verdict completely eliminates the need for processing any data, the relative speedup will only be \( 1.0/0.9 = 1.11 \times \). However, Verdict is designed for data-intensive scenarios where disk or network I/O is a sizable portion of the overall query processing time.

### 3.7 Formal Guarantees

Next, we formally show that the error bounds of Verdict’s improved answers are never larger than the error bounds of the AQP engine’s raw answers.

**Theorem 3.1.** Let Verdict’s improved answer and improved error to the new snippet be \((\hat{\theta}_{n+1}, \hat{\beta}_{n+1})\) and the AQP engine’s raw answer and raw error to the new snippet be \((\theta_{n+1}, \beta_{n+1})\). Then,

\[
\hat{\beta}_{n+1} \leq \beta_{n+1}
\]

and the equality occurs when the raw error is zero, or when Verdict’s query synopsis is empty, or when Verdict’s model-based answer is rejected by the model validation step.

**Proof.** Recall that \((\hat{\theta}_{n+1}, \hat{\beta}_{n+1})\) is set either to Verdict’s model-based answer/error, i.e., \((\hat{\theta}_{n+1}, \hat{\beta}_{n+1})\), or to the AQP system’s raw answer/error, i.e., \((\theta_{n+1}, \beta_{n+1})\), depending on the result of the model validation. In the latter case, it is trivial that \(\hat{\beta}_{n+1} \leq \beta_{n+1}\), and hence it is enough to show that \(\hat{\beta}_{n+1} \leq \beta_{n+1}\).
Computing \( \beta_{n+1} \) involves an inversion of the covariance matrix \( \Sigma_{n+1} \), where \( \Sigma_{n+1} \) includes the \( \beta_{n+1} \) term on one of its diagonal entries. We show \( \beta_{n+1} \leq \beta_{n+1} \) by directly simplifying \( \beta_{n+1} \) into the form that involves \( \beta_{n+1} \) and other terms.

We first define notations. Let \( \Sigma \) be the covariance matrix of the vector of random variables \( (\theta_1, \ldots, \theta_{n+1}, \tilde{\theta}_{n+1}) \); \( k_n \) be a column vector of length \( n \) whose \( i \)-th element is the \( (i, n+1) \)-th entry of \( \Sigma \); \( \Sigma_n \) be an \( n \times n \) submatrix of \( \Sigma \) that consists of \( \Sigma \)'s first \( n \) rows/columns; \( \kappa^2 \) be a scalar value at the \( (n+2, n+2) \)-th entry of \( \Sigma \); and \( \tilde{\theta}_n \) be a column vector \( (\theta_1, \ldots, \tilde{\theta}_n)^\top \).

Then, we can express \( k_{n+1} \) and \( \Sigma_{n+1} \) in Equations (3.4) and (3.5) in block forms as follows:

\[
\begin{align*}
 k_{n+1} &= \begin{pmatrix} k_n \\ \kappa^2 \end{pmatrix}, \quad \Sigma_{n+1} = \begin{pmatrix} \Sigma_n & k_n \\ k_n^\top \kappa^2 + \beta_{n+1}^2 \end{pmatrix}, \quad \tilde{\theta}_{n+1} = \begin{pmatrix} \tilde{\theta}_n \\ \tilde{\theta}_{n+1} \end{pmatrix}
\end{align*}
\]

Here, it is important to note that \( k_{n+1} \) can be expressed in terms of \( k_n \) and \( \kappa^2 \) because \( (i, n+1) \)-th element of \( \Sigma \) and \( (i, n+2) \)-th element of \( \Sigma \) have the same values for \( i = 1, \ldots, n \). They have the same values because the covariance between \( \theta_i \) and \( \theta_{n+1} \) and the covariance between \( \theta_i \) and \( \tilde{\theta}_{n+1} \) are same for \( i = 1, \ldots, n \) due to Equation (3.6).

Using the formula of block matrix inversion [78], we can obtain the following alternative forms of Equations (3.4) and (3.5) (here, we assume zero means to simplify the expressions):

\[
\begin{align*}
\gamma^2 &= \kappa^2 - k_n^\top \Sigma_n^{-1} k_n, \quad \theta = k_n^\top \Sigma_n^{-1} \tilde{\theta}_n \quad \tag{3.11}
\end{align*}
\]

\[
\begin{align*}
\tilde{\theta}_{n+1} &= \frac{\beta_{n+1}^2 \cdot \theta + \gamma^2 \cdot \theta_{n+1}}{\beta_{n+1}^2 + \gamma^2}, \quad \bar{\beta}_{n+1} = \frac{\beta_{n+1}^2 \cdot \gamma^2}{\beta_{n+1}^2 + \gamma^2} \quad \tag{3.12}
\end{align*}
\]

Note that \( \bar{\beta}_{n+1}^2 < \beta_{n+1} \) for \( \beta_{n+1} > 0 \) and \( \gamma^2 < \infty \), and \( \bar{\beta}_{n+1}^2 = \beta_{n+1} \) if \( \beta_{n+1} = 0 \) or \( \gamma^2 \to \infty \). \( \square \)

**Lemma 2.** The time complexity of Verdict’s inference is \( O(N_{max} \cdot l \cdot n^2) \) The space complexity of Verdict is \( O(n \cdot N_{max} + n^2) \), where \( n \cdot N_{max} \) is the size of the query snippets and \( n^2 \) is the size of the precomputed covariance matrix.

*Proof.* It is enough to prove that the computations of a model-based answer and a model-based error can be performed in \( O(n^2) \) time, where \( n \) is the number of past query snippets. Note that this is clear from Equations (3.11) and (3.12), because the computation of \( \Sigma_n^{-1} \) involves only the past query snippets. For computing \( \gamma^2 \), multiplying \( k_n \), a precomputed \( \Sigma_n^{-1} \), and \( k_n \) takes \( O(n^2) \) time. Similarly for \( \theta \) in Equation (3.11) \( \square \)
These results imply that the domain sizes of dimension attributes do not affect Verdict’s computational overhead. This is because Verdict analytically computes the covariances between pairs of query answers without individually computing inter-tuple covariances (section 3.4.2).

3.8 Parameter Learning

In this section, we describe how to find the most likely values of the correlation parameters defined in section 3.4.2. In this process, we exploit the joint pdf defined in Equation (3.2), as it allows us to compute the likelihood of a certain combination of query answers given relevant statistics. Let $\vec{\theta}_{\text{past}}$ denote a vector of raw answers to past snippets. Then, by Bayes’ theorem:

$$\Pr(\Sigma_n \mid \vec{\theta}_{\text{past}}) \propto \Pr(\Sigma_n) \cdot \Pr(\vec{\theta}_{\text{past}} \mid \Sigma_n)$$

where $\Sigma_n$ is an $n \times n$ submatrix of $\Sigma$ consisting of $\Sigma$’s first $n$ rows and columns, i.e., (co)variances between pairs of past query answers, and $\propto$ indicates that the two values are proportional. Therefore, without any preference over parameter values, determining the most likely correlation parameters (which determine $\Sigma_n$) given past queries amounts to finding the values for $l_{g,1}, \ldots, l_{g,l}, \sigma^2_g$ that maximize the below log-likelihood function:

$$\log \Pr(\vec{\theta}_{\text{past}} \mid \Sigma_n) = \log f(\vec{\theta}_{\text{past}})$$

$$= -\frac{1}{2} \vec{\theta}_{\text{past}}^\top \Sigma^{-1}_{n} \vec{\theta}_{\text{past}} - \frac{1}{2} \log |\Sigma_n| - \frac{n}{2} \log 2\pi$$

(3.13)

where $f(\vec{\theta}_{\text{past}})$ is the joint pdf from Equation (3.2).

Verdict finds the optimal values for $l_{g,1}, \ldots, l_{g,l}$ by solving the above optimization problem with a numerical solver, while it estimates the value for $\sigma^2_g$ analytically from past query answers (see section 3.13.3). Concretely, the current implementation of Verdict uses the gradient-descent-based (quasi-newton) nonlinear programming solver provided by Matlab’s $\text{fminuncon()}$ function, without providing explicit gradients. Although our current approach is typically slower than using closed-form solutions or than using the solver with an explicit gradient (and a Hessian), they do not pose a challenge in Verdict’s setting, since all these parameters are computed offline, i.e., prior to the arrival of new queries. We plan to improve the efficiency of this offline training by using explicit gradient expressions.
Since Equation (3.13) is not a convex function, the solver of our choice only returns a locally optimal point. A conventional strategy to handle this issue is to obtain multiple locally optimal points by solving the same problem with multiple random starting points, and to take the one with the highest log-likelihood value as a final answer. Still, this approach does not guarantee the correctness of the model. In contrast, Verdict’s strategy is to find a locally-optimal point that can capture potentially large inter-tuple covariances, and to validate the correctness of the resulting model against a model-free answer (section 3.9). We demonstrate empirically in the following section that this strategy is effective for finding parameter values that are close to true values. Verdict’s model validation process in section 3.9 provides robustness against the models that may differ from the true distribution. Verdict uses \( l_{g,k} = (\max(A_k) - \min(A_k)) \) for the starting point of the optimization problem.

Lastly, our use of approximate answers as the constraints for the ME principle is properly accounted for by including additive error terms in their (co)variances (Equation (3.6)).

### 3.9 Model Validation

Verdict’s model validation rejects its model—the most likely explanation of the underlying distribution given the answers to past snippets—if there is evidence that its model-based error is likely to be incorrect. Verdict’s model validation process addresses two situations: (i) negative estimates for \( \text{FREQ}(\ast) \), and (ii) an unlikely large discrepancy between a model-based answer and a raw answer.

**Negative estimates for \( \text{FREQ}(\ast) \)—** To obtain the prior distribution of the random variables, Verdict uses the most-likely distribution (based on the maximum entropy principle (lemma 1)), given the means, variances, and covariances of query answers. Although this makes the inference analytically computable, the lack of explicit non-negative constraints on the query answers may produce negative estimates on \( \text{FREQ}(\ast) \). Verdict handles this situation with a simple check; that is, Verdict rejects its model-based answer if \( \bar{\theta}_{n+1} < 0 \) for \( \text{FREQ}(\ast) \), and uses the raw answer instead. Even if \( \bar{\theta}_{n+1} \geq 0 \), the lower bound of the confidence interval is set to zero if the value is less than zero.

**Unlikely model-based answer—** Verdict’s model learned from empirical observations may be different from the true distribution. Figure 3.4(a) illustrates such an example. Here, after the first three queries, the model is consistent with past query answers (shown as gray boxes); however, it incorrectly estimates the distribution of the unob-
served data, leading to overly optimistic confidence intervals. Figure 3.4(b) shows that the model becomes more consistent with the data as more queries are processed.

Verdict rejects (and does not use) its own model in situations such as Figure 3.4(a) by validating its model-based answers against the *model-free* answers obtained from the AQP engine. Specifically, we define a *likely region* as the range in which the AQP engine’s answer would fall with high probability (99% by default) if Verdict’s model were to be correct. If the AQP’s raw answer $\theta_{n+1}$ falls outside this likely region, Verdict considers its model unlikely to be correct. In such cases, Verdict drops its model-based answer/error, and simply returns the raw answer to the user unchanged. This process is akin to hypothesis testing in statistics literatures [54].

Although no improvements are made in such cases, we take this conservative approach to ensure the correctness of our error guarantees. (See sections 3.7 and 3.11.8 for formal guarantees and empirical results, respectively).

Formally, let $t \geq 0$ be the value for which the AQP engine’s answer would fall within $(\bar{\theta}_{n+1} - t, \bar{\theta}_{n+1} + t)$ with probability $\delta_v$ (0.99 by default) if $\bar{\theta}_{n+1}$ were the exact answer. We call the $(\bar{\theta}_{n+1} - t, \bar{\theta}_{n+1} + t)$ range the likely region. To compute $t$, we must find the value closest to $\bar{\theta}_{n+1}$ that satisfies the following expression:

$$\Pr(|X - \bar{\theta}_{n+1}| < t) \geq \delta_v$$  \hspace{1cm} (3.14)$$

where $X$ is a random variable representing the AQP engine’s possible answer to the new snippet if the exact answer to the new snippet was $\bar{\theta}_{n+1}$. The AQP engine’s answer can be treated as a random variable since it may differ depending on the random samples used. The probability in Equation (3.14) can be easily computed using either the central
limit theorem or the Chebyshev’s inequality [116]. Once the value of \( t \) is computed, Verdict rejects its model if \( \hat{\theta}_{n+1} \) falls outside the likely region \( (\hat{\theta}_{n+1} - t, \hat{\theta}_{n+1} + t) \).

In summary, the pair of Verdict’s improved answer and improved error, \((\hat{\theta}_{n+1}, \hat{\beta}_{n+1})\), is set to \((\hat{\theta}_{n+1}, \hat{\beta}_{n+1})\) if \( \hat{\theta}_{n+1} \) is within the range \( (\hat{\theta}_{n+1} - t, \hat{\theta}_{n+1} + t) \), and is set to \((\theta_{n+1}, \beta_{n+1})\) otherwise. In either case, the error bound at confidence \( \delta \) remains the same as \( \alpha_{\delta} \cdot \hat{\beta}_{n+1} \), where \( \alpha_{\delta} \) is the confidence interval multiplier for probability \( \delta \).

### 3.10 Generalization of Verdict under Data Additions

Thus far, we have discussed our approach based on the assumption that the database is static, i.e., no tuples are deleted, added, or updated. In this section, we suggest the possibility of using Verdict even for the database that allows an important kind of data update: data append.

A naïve strategy to supporting tuples insertions would be to re-execute all past queries every time new tuples are added to the database to obtain their updated answers. This solution is obviously impractical.

Instead, Verdict still makes use of answers to past queries even when new tuples have been added since computing their answers. The basic idea is to simply lower our confidence in the raw answers of those past queries.

Assume that \( q_i \) (whose aggregate function is on \( A_k \)) is computed on an old relation \( r \), and a set of new tuples \( r^a \) has since been added to \( r \) to form an updated relation \( r^u \). Let \( \bar{\theta}_i^a \) be a random variable representing our knowledge of \( q_i \)’s true answer on \( r^a \), and \( \bar{\theta}_i^u \) be \( q_i \)’s true answer on \( r^u \).

We represent the possible difference between \( A_k \)'s values in \( r \) and those in \( r^a \) by a random variable \( s_k \) with mean \( \mu_k \) and variance \( \eta_k^2 \). Thus:

\[
\bar{\theta}_i^a = \bar{\theta}_i + s_k
\]

The values of \( \mu_k \) and \( \eta_k^2 \) can be estimated using small samples of \( r \) and \( r^a \). Verdict uses the following lemma to update the raw answer and raw error for \( q_i \):

**Lemma 3.**

\[
E[\bar{\theta}_i^u - \theta_i] = \mu_k \cdot \frac{|r^a|}{|r| + |r^a|}
\]

\[
E[(\bar{\theta}_i^u - \theta_i - \frac{|r^a| \mu_k}{|r| + |r^a|})^2] = \beta_i^2 + \left( \frac{|r^a| \eta_k}{|r| + |r^a|} \right)^2
\]
where \(|r|\) and \(|r^a|\) are the number of tuples in \(r\) and \(r^a\), respectively.

**Proof.** Since we represented a snippet answer on the appended relation using a random variable \(\bar{\theta}_i\), we can also represent a snippet answer on the updated relation \(r^u\) using a random variable. Let the snippet answer on \(r^u\) be \(\bar{\theta}_i^u\). Then,

\[
E[\bar{\theta}_i^u - \theta_i] = E\left[\frac{|r|}{|r| + |r^a|} \bar{\theta}_i + \frac{|r^a|}{|r| + |r^a|} s_k \right] - \bar{\theta}_i = \frac{|r^a|}{|r| + |r^a|} \mu_k
\]

Also,

\[
E\left[(\bar{\theta}_i^u - \theta_i - \frac{|r^a|}{|r| + |r^a|} \mu_k)^2\right] = E\left[(\bar{\theta}_i + \frac{|r^a|}{|r| + |r^a|} s_k - \bar{\theta}_i) - \frac{|r^a|}{|r| + |r^a|} \mu_k\right]^2 = E\left[(\bar{\theta}_i - \theta_i)^2 + \left(\frac{|r^a|}{|r| + |r^a|}\right)^2 (s_k - \mu_k)^2\right] + 2\left(\frac{|r^a|}{|r| + |r^a|}\right) (\bar{\theta}_i - \theta_i) (s_k - \mu_k) = \beta_i^2 + \left(\frac{|r^a|}{|r| + |r^a|}\right)^2
\]

where we used to independence between \((\bar{\theta}_i - \theta_i)\) and \((s_k - \mu_k)\).

Once the raw answers and the raw errors of past query snippets are updated using this lemma, the remaining inference process remains the same.

### 3.11 Experiments

We conducted experiments to (1) quantify the percentage of real-world queries that benefit from Verdict (section 3.11.2), (2) study Verdict’s average speedup and error reductions over an AQP engine (section 3.11.3), (3) test the reliability of Verdict’s error bounds (section 3.11.4), (4) measure Verdict’s computational overhead and memory footprint (section 3.11.5), and (5) study the impact of different workloads and data distributions on Verdict’s effectiveness (section 3.11.6). In summary, our results indicated the following:

- Verdict supported a large fraction (73.7%) of aggregate queries in a real-world workload, and produced significant speedups (up to 23.0\(\times\)) compared to a sample-based AQP solution.
- Given the same processing time, Verdict reduces the baseline’s approximation error on average by 75.8%–90.2%.
- Verdict’s runtime overhead was <10 milliseconds on average (0.02%–0.48% of total time) and its memory footprint was negligible.
- Verdict’s approach was robust against various workloads and data distributions.
  Moreover, section 3.11.10 shows the benefits of model-based inference in comparison to a strawman approach, which simply caches all past query answers. section 3.11.11 demonstrates Verdict’s benefit for time-bound AQP engines.

### 3.11.1 Experimental Setup

**Datasets and Query Workloads**— For our experiments, we used the three datasets described below:

1. **Customer1**: This is a anonymized real-world query trace from one of the largest customers of a leading vendor of analytic DBMS. This dataset contains 310 tables and 15.5K timestamped queries issued between March 2011 and April 2012, 3.3K of which are analytical queries supported by Spark SQL. We did not have the customer’s original dataset but had access to their data distribution, which we used to generate a 536 GB dataset.

2. **TPC-H**: This is a well-known analytical benchmark with 22 query types, 21 of which contain at least one aggregate function (including 2 queries with \( \min \) or \( \max \)). We used a scale factor of 100, i.e., the total data size was 100 GB. We generated a total of 500 queries using TPC-H’s workload generator with its default settings. The queries in this dataset include joins of up to 6 tables.

3. **Synthetic**: For more controlled experiments, we also generated large-scale synthetic datasets with different distributions (see section 3.11.6 for details).

**Implementation**— For comparative analysis, we implemented two systems on top of Spark SQL [21] (version 1.5.1):

1. **NoLEARN**: This system is an online aggregation engine that creates random samples of the original tables offline and splits them into multiple batches of tuples. To compute increasingly accurate answers to a new query, NoLEARN first computes an approximate answer and its associated error bound on the first batch of tuples, and then continues to refine its answer and error bound as it processes additional batches. NoLEARN estimates its errors and computes confidence intervals using closed-forms (based on the central limit theorem). Error estimation based on the central limit
Figure 3.5: The relationship (i) between runtime and error bounds (top row), and (ii) between runtime and actual errors (bottom row), for both systems: NoLEARN and Verdict.
Table 3.3: Generality of Verdict. Verdict supports a large fraction of real-world and benchmark queries.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total # of Queries with Aggregates</th>
<th># of Supported Queries</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer1</td>
<td>3,342</td>
<td>2,463</td>
<td>73.7%</td>
</tr>
<tr>
<td>TPC-H</td>
<td>21</td>
<td>14</td>
<td>63.6%</td>
</tr>
</tbody>
</table>

2. Verdict: This system is an implementation of our proposed approach, which uses NoLearn as its AQP engine. In other words, each time NoLearn yields a raw answer and error, Verdict computes an improved answer and error using our proposed approach. Naturally, Verdict incurs a (negligible) runtime overhead, due to supported query check, query decomposition, and computation of improved answers; however, Verdict yields answers that are much more accurate in general.

Experimental Environment—We used a Spark cluster (for both NoLearn and Verdict) using 5 Amazon EC2 m4.2xlarge instances, each with 2.4 GHz Intel Xeon E5 processors (8 cores) and 32GB of memory. Our cluster also included SSD-backed HDFS [159] for Spark’s data loading. For experiments with cached datasets, we distributed Spark’s RDDs evenly across the nodes using Spark SQL DataFrame repartition function.

3.11.2 Generality of Verdict

To quantify the generality of our approach, we measured the coverage of our supported queries in practice. We analyzed the real-world SQL queries in Customer1. Among the original 15.5K queries, we used 3.3K queries that (1) were on large tables and (2) included Spark SQL-supported aggregate functions. Among those 3.3K queries, Verdict could support 2.4K queries; that is, 73.7% of the Spark SQL-supported queries could benefit from Verdict. Also, we analyzed the 21 TPC-H queries (that include aggregations) and found 14 queries supported by Verdict. Most of the queries that could not be support by Verdict (for both Customer1 and TPC-H) were due to the min/max functions in the select clause, or the textual filters and disjunctions in the where clause. These statistics are summarized in Table 3.3. This analysis proves that Verdict can support a large class of analytical queries in practice. Next, we quantified the extent to which these supported queries benefitted from Verdict.
3.11.3 Speedup and Error Reduction

In this section, we first study the relationship between the processing time and the size of error bounds for both systems, i.e., NoLEARN and Verdict. Based on this study, we then analyze Verdict’s speedup and error reductions over NoLEARN.

In this experiment, we used each of Customer1 and TPC-H datasets in two different settings. In one setting, all samples were cached in the memories of the cluster, while in the second, the data had to be read from SSD-backed HDFS.

We allowed both systems to process half of the queries (since Customer1 queries were timestamped, we used the first half). While processing those queries, NoLEARN simply returned the query answers, but Verdict also kept the queries and their answers in its query synopsis. After processing those queries, Verdict (i) precomputed the matrix inversions and (ii) learned the correlation parameters. The matrix inversions took 1.6 seconds in total; the correlation parameter learning took 23.7 seconds for TPC-H and 8.04 seconds for Customer1. The learning process was relatively faster for Customer1 since most of the queries included \texttt{COUNT(*)} for which each attribute did not require a separate learning. This offline training time for both workloads was comparable to the time needed for running only a single approximate query (Table 3.4).

For the second half of the queries, we recorded both systems’ query processing times (i.e., runtime), approximate query answers, and error bounds. Since both NoLEARN and Verdict are online aggregation systems, and Verdict produces improved answers for every answer returned from NoLEARN, both systems naturally produced more accurate answers (i.e., answers with smaller error bounds) as query processing continued. Approximate query engines, including both NoLEARN and Verdict, are only capable of producing expected errors in terms of error bounds. However, for analysis, we also computed the actual errors by comparing those approximate answers against the exact answers. In the following, we report their relative errors.

Figure 3.5 shows the relationship between runtime and average error bound (top row) and the relationship between runtime and average actual error (bottom row). Here, we also considered two cases: when the entire data is cached in memory and when it resides on SSD. In all experiments, the runtime-error graphs exhibited a consistent pattern: (i) Verdict produced smaller errors even when runtime was very large, and (ii) Verdict showed faster runtime for the same target errors. Due to the asymptotic nature of errors, achieving extremely accurate answers (e.g., less than 0.5%) required relatively long processing time even for Verdict.
<table>
<thead>
<tr>
<th>Cached?</th>
<th>Error Bound</th>
<th>Time Taken</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NoLEARN</td>
<td>Verdict</td>
</tr>
<tr>
<td>Yes</td>
<td>2.5%</td>
<td>4.34 sec</td>
<td>0.57 sec</td>
</tr>
<tr>
<td></td>
<td>1.0%</td>
<td>6.02 sec</td>
<td>2.45 sec</td>
</tr>
<tr>
<td>No</td>
<td>2.5%</td>
<td>140 sec</td>
<td>6.1 sec</td>
</tr>
<tr>
<td></td>
<td>1.0%</td>
<td>211 sec</td>
<td>37 sec</td>
</tr>
<tr>
<td>Yes</td>
<td>4.0%</td>
<td>26.7 sec</td>
<td>2.9 sec</td>
</tr>
<tr>
<td></td>
<td>2.0%</td>
<td>34.2 sec</td>
<td>12.9 sec</td>
</tr>
<tr>
<td>No</td>
<td>4.0%</td>
<td>456 sec</td>
<td>72 sec</td>
</tr>
<tr>
<td></td>
<td>2.0%</td>
<td>524 sec</td>
<td>265 sec</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cached?</th>
<th>Runtime</th>
<th>Achieved Error Bound</th>
<th>Error Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NoLEARN</td>
<td>Verdict</td>
</tr>
<tr>
<td>Yes</td>
<td>1.0 sec</td>
<td>21.0%</td>
<td>2.06%</td>
</tr>
<tr>
<td></td>
<td>5.0 sec</td>
<td>1.98%</td>
<td>0.48%</td>
</tr>
<tr>
<td>No</td>
<td>10 sec</td>
<td>21.0%</td>
<td>2.06%</td>
</tr>
<tr>
<td></td>
<td>60 sec</td>
<td>6.55%</td>
<td>0.87%</td>
</tr>
<tr>
<td>Yes</td>
<td>5.0 sec</td>
<td>13.5%</td>
<td>2.13%</td>
</tr>
<tr>
<td></td>
<td>30 sec</td>
<td>4.87%</td>
<td>1.04%</td>
</tr>
<tr>
<td>No</td>
<td>3.0 min</td>
<td>11.8%</td>
<td>1.74%</td>
</tr>
<tr>
<td></td>
<td>10 min</td>
<td>4.49%</td>
<td>0.92%</td>
</tr>
</tbody>
</table>

**Table 3.4:** Speedup and error reductions by Verdict compared to NoLEARN.

Using these results, we also analyzed Verdict’s speedups and error reduction over NoLEARN. For speedup, we compared how long each system took until it reached a target error bound. For error reduction, we compared the lowest error bounds that each system produced within a fixed allotted time. Table 3.4 reports the results for each combination of dataset and location (in memory or on SSD).

For the Customer1 dataset, Verdict achieved a larger speedup when the data was stored on SSD (up to 23.0×) compared to when it was fully cached in memory (7.7×). The reason was that, for cached data, the I/O time was no longer the dominant factor and Spark SQL’s default overhead (e.g., parsing the query and reading the catalog) accounted for a considerable portion of the total data processing time. For TPC-H, on the contrary, the speedups were smaller when the data was stored on SSD. This difference stems from the different query forms between Customer1 and TPC-H. The TPC-H dataset includes queries that join several tables, some of which are large tables that were not sampled by NoLEARN. (Similar to most sample-based AQP engines, NoLEARN only samples fact
tables, not dimension tables.) Consequently, those large tables had to be read each time NoLEARN processed such a query. When the data resided on SSD, loading those tables became a major bottleneck that could not be reduced by Verdict (since they were not sampled). However, on average, Verdict still achieved an impressive $6.3 \times$ speedup over NoLEARN. In general, Verdict’s speedups over NoLEARN reduced as the target error bounds became smaller; however, even for 1% target error bounds, Verdict achieved an average of up to $5.7 \times$ speedup over NoLEARN.

Table 3.4 also reports Verdict’s error reductions over NoLEARN. For all target runtime budgets we examined, Verdict achieved massive error reductions compared to NoLEARN.

The performance benefits of Verdict depends on several important factors, such as the accuracy of past query answers and workload characteristics. These factors are further studied in sections 3.11.6 and 3.11.10.

### 3.11.4 Confidence Interval Guarantees

To confirm the validity of Verdict’s error bounds, we configured Verdict to produce error bounds at 95% confidence and compared them to the actual errors. We ran Verdict for an amount of time long enough to sufficiently collect error bounds of various sizes.

By definition, the error bounds at 95% confidence are probabilistically correct if the actual errors are smaller than the error bounds in at least 95% of the cases. Figure 3.6 shows the 5th percentile, median, and 95th percentile of the actual errors for different sizes of error bounds (from 1% to 32%). In all cases, the 95th percentile of the actual errors were lower than the error bounds produced by Verdict, which confirms the probabilistic correctness of Verdict’s error bound guarantees.

![Figure 3.6: The comparison between Verdict’s error bound at 95% confidence and the actual error distribution (5th, 50th, and 95th percentiles are reported for actual error distributions).](image)
### Table 3.5: The runtime overhead of Verdict.

<table>
<thead>
<tr>
<th>Latency</th>
<th>Cached</th>
<th>Not Cached</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NoLearn</strong></td>
<td>2.083 sec</td>
<td>52.50 sec</td>
</tr>
<tr>
<td><strong>Verdict</strong></td>
<td>2.093 sec</td>
<td>52.51 sec</td>
</tr>
<tr>
<td><strong>Overhead</strong></td>
<td>0.010 sec (0.48%)</td>
<td>0.010 sec (0.02%)</td>
</tr>
</tbody>
</table>

#### 3.11.5 Memory and Computational Overhead

In this section, we study Verdict’s additional memory footprint (due to query synopsis) and its runtime overhead (due to inference). The total memory footprint of the query synopsis was 5.79MB for TPC-H and 18.5MB for Customer1 workload (23.2KB per-query for TPC-H and 15.8KB per-query for Customer1). This included past queries in parsed forms, model parameters, covariance matrices, and the inverses of those covariance matrices. The size of query synopsis was small because Verdict does not retain any of the input tuples.

To measure Verdict’s runtime overhead, we recorded the time spent for its regular query processing (i.e., NoLearn) and the additional time spent for the inference and updating the final answer. As summarized in Table 3.5, the runtime overhead of Verdict was negligible compared to the overall query processing time. This is because multiplying a vector by a $C_g \times C_g$ matrix does not take much time compared to regular query planning, processing, and network commutations among the distributed nodes. (Note that $C_g=2,000$ by default; see section 3.2.3.)

#### 3.11.6 Impact of Data Distributions and Workload Characteristics

In this section, we generated various synthetic datasets and queries to fully understand how Verdict’s effectiveness changes for different data distributions, query patterns, and number of past queries.

First, we studied the impact of having queries with a more diverse set of columns in their selection predicates. We produced a table of 50 columns and 5M rows, where 10% of the columns were categorical. The domains of the numeric columns were the real values between 0 and 10, and the domains of the categorical columns were the integers between 0 and 100.

Also, we generated four different query workloads with varying proportions of frequently accessed columns. The columns used for the selection predicates were chosen according to a power-law distribution. Specifically, a fixed number of columns (called frequently accessed columns) had the same probability of being accessed, but the access
Figure 3.7: The effectiveness of Verdict in reducing NoLEARN’s error for different (a) levels of diversity in the queried columns, (b) data distributions, and (c) number of past queries observed. Figure (d) shows Verdict’s overhead for different number of past queries.
probability of the remaining columns decayed according to the power-law distribution. For instance, if the proportion of frequently accessed columns was 20%, the first 20% of the columns (i.e., 10 columns) appeared with equal probability in each query, but the probability of appearance reduced by half for every remaining column. Figure 3.7(a) shows that as the proportion of frequently accessed columns increased, Verdict’s relative error reduction over NoLEARN gradually decreased (the number of past queries were fixed to 100). This is expected as Verdict constructs its model based on the columns appearing in the past. In other words, to cope with the increased diversity, more past queries are needed to understand the complex underlying distribution that generated the data. Note that, according to the analytic queries in the Customer1 dataset, most of the queries included less than 5 distinct selection predicates. However, by processing more queries, Verdict continued to learn more about the underlying distribution, and produced larger error reductions even when the workload was extremely diverse (Figure 3.7(c)).

Second, to study Verdict’s potential sensitivity, we generated three tables using three different probability distributions: uniform, Gaussian, and a log-normal (skewed) distribution. Figure 3.7(b) shows Verdict’s error reductions when queries were run against each table. Because of the power and generality of the maximum entropy principle taken by Verdict, it delivered a consistent performance irrespective of the underlying distribution.

Third, we varied the number of past queries observed by Verdict before running our test queries. For this study, we used a highly diverse query set (its proportion of frequently accessed columns was 20%). Figure 3.7(c) demonstrates that the error reduction continued increasing as more queries were processed, but its increment slowed down. This is because, after observing enough information, Verdict already had a good knowledge of the underlying distribution, and processing more queries barely improved its knowledge. This result indicates that Verdict is able to deliver reasonable performance without having to observe too many queries.

This is because, after observing enough information, Verdict already has a good knowledge of the underlying distribution, and processing more queries barely improves its knowledge. This result indicates that Verdict is able to deliver reasonable performance without having to observe too many queries.

Lastly, we studied the negative impact of increasing the number of past queries on Verdict’s overhead. Since Verdict’s inference consists of a small matrix multiplication, we did not observe a noticeable increase in its runtime overhead even when the number of queries in the query synopsis increased (Figure 3.7(d)).
Recall that the domain size of the attributes does not affect Verdict’s computational cost since only the lower and upper bounds of range constraints are needed for covariance computations (section 3.4.2).

### 3.11.7 Accuracy of Parameter Learning

In this section, we demonstrate our empirical study on the effectiveness of Verdict’s correlation parameter estimation process. For this, we used the synthetic datasets generated from pre-determined correlation parameters to see how close Verdict could estimate the values of those correlation parameters. We let Verdict estimate the correlation parameter values using three different numbers of past snippets (20, 50, and 100) for various datasets with different correlation parameter values.

Figure 3.8 shows the results. In general, the correlation parameter values discovered by Verdict’s estimation process were consistent with the true correlation parameter values. Also, the estimated values tended to be closer to the true values when a larger number of past snippets were used for the estimation process. This result indicates that Verdict can effectively learn statistical characteristics of the underlying distribution just based on the answers to the past queries.

### 3.11.8 Model Validation

This section studies the effect of Verdict’s model validation described in section 3.9. For this study, we first generated synthetic datasets with several predetermined correlation parameters values. Note that one can generate such synthetic datasets by first determin-
Figure 3.9: Effect of model validation. For Verdict’s error bounds to be correct, the 95th percentile should be below 1.0. One can find that, with Verdict’s model validation, the improved answers and the improved errors were probabilistically correct even when largely incorrect correlation parameters were used.

In the figure, one can observe that, Verdict, used without the model validation, produced incorrect error bounds when the correlation parameters used for the model deviated from those set in the model. For instance, if a true correlation parameter was 5.0, and the “artificial correlation parameter scale” was 0.2, Verdict’s model was set to 1.0 for the correlation parameter. Thus, the values of the correlation parameters in Verdict’s model were set to the true correlation parameters, when the “artificial correlation parameter scale” was 1.0. Since the Y-axis reports the ratio of the actual error to Verdict’s error bound, Verdict’s error bound was correct when the value on the Y-axis was below 1.0.

In the figure, one can observe that, Verdict, used without the model validation, produced incorrect error bounds when the correlation parameters used for the model deviated from those set in the model.
Figure 3.10: Data append technique (section 3.10) is highly effective in delivering correct error estimates in face of new data.

ated largely from the true correlation parameter values. However, Verdict’s model validation could successfully identify incorrect model-based answers and provide correct error bounds by replacing those incorrect model-based answers with the raw answers computed by the AQP system.

### 3.11.9 Data Append

In this section, we empirically study the impact of new data (i.e., tuple insertions) on Verdict’s effectiveness. We generated an initial synthetic table with 5 million tuples and appended additional tuples to generate different versions of the table. The newly inserted tuples were generated such that their attribute values gradually diverged from the attribute values of the original table. We distinguish between these different versions by the ratio of their newly inserted tuples, e.g., a 5% appended table means that 250K (5% of 5 million) tuples were added. We then ran the queries and recorded the error bounds of VerdictAdjust and VerdictNoAdjust (our approach with and without the technique introduced in section 3.10). We also measured the error bounds of NoLEARN and the actual error.

As shown in Figure 3.10(a), VerdictNoAdjust produced overly-optimistic error bounds (i.e., lower than the actual error) for 15% and 20% appends, whereas VerdictAdjust produced valid error bounds in all cases. Since this figure shows the average error bounds across all queries, we also computed the fraction of the individual queries for which each method’s error bounds were violated. In Figure 3.10(b), the Y-axis indicates those cases
where the actual error was larger than the system-produced error bounds. This figure shows more error violations for VERDICTNOADJUST, which increased with the number of new tuples. In contrast, VERDICTADJUST produced valid error bounds in most cases, while delivering substantial error reductions compared to NOLEARN.

### 3.11.10 Verdict vs. Simple Answer Caching

To study the benefits of Verdict’s model-based inference, we consider another system BASELINE2, and make comparisons between Verdict and BASELINE2, using the TPC-H dataset. BASELINE2 is similar to NOLEARN but returns a cached answer if the new query is identical to one of the past ones. When there are multiple instances of the same query, BASELINE2 caches the one with the lowest expected error.

Figure 3.11(a) reports the average actual error reductions of Verdict and BASELINE2 (over NOLEARN), when different sample sizes were used for past queries. Here, the same samples were used for new queries. The result shows that both systems’ error reductions were large when large sample sizes were used for the past queries. However, Verdict consistently achieved higher error reductions compared to BASELINE2, due to its ability to benefit novel queries as well as repeated queries (i.e., the queries that have appeared in the past).

Figure 3.11(b) compares Verdict and BASELINE2 by changing the ratio of novel queries in the workload. Understandably, both Verdict and BASELINE2 were more effective for workloads with fewer novel queries (i.e., more repeated queries); however, Verdict was also effective for workloads with many novel queries.
3.11.11 Error Reductions for Time-Bound AQP Engines

In this section, we show Verdict’s error reductions over a time-bound AQP system. First, we describe our experiment setting. Next, we present our experiment results.

Setup—Here, we describe two systems, NoLEARNTime and Verdict, which we compare in this section:

1. NoLEARNTime: This system runs queries on samples of the original tables to obtain fast but approximate query answers and their associated estimated errors. This is the same approach taken by existing AQP engines, such as [10, 15, 38, 144, 148, 186]. Specifically, NoLEARNTime maintains uniform random samples created offline (10% of the original tables), and it uses the largest samples that are small enough to satisfy the requested time bounds.

2. Verdict: This system invokes NoLEARNTime to obtain raw answers/errors but modifies them to produce improved answers/errors using our proposed inference process. Verdict translates the user’s requested time bound into an appropriate time bound for NoLEARNTime.

Experiment Results—This section presents the error reduction by Verdict compared to NoLEARNTime. For experiments, we ran the same set of queries as in section 5.6 with both Verdict and NoLEARNTime described above. For comparison, we used the identical time-bounds for both Verdict and NoLEARNTime. Specifically, we set the time-bounds as 2 seconds and 0.5 seconds for the Customer1 and TPC-H datasets cached in memory, respectively; and we set the time-bounds as 5.0 seconds for both Customer1 and TPC-H datasets loaded from SSD. Figure 3.12 reports Verdict’s error reductions over NoLEARNTime for each of four different combinations of a dataset and cache setting.

In Figure 3.12, one can observe that Verdict achieved large error reductions (63%–86%) over NoLEARNTime. These results indicate that the users of Verdict can obtain
much more precise answers compared to the users of NoLEARNTime within the same time-bounds.

### 3.12 Prevalence of Inter-tuple Covariances in Real-World

In this section, we demonstrate the existence of the inter-tuple covariances in many real-world datasets by analyzing well-known datasets from the UCI repository [107]. We analyzed the following well-known 16 datasets: cancer, glass, haberman, ionosphere, iris, mammographic-masses, optdigits, parkinsons, pima-indians-diabetes, segmentation, spambase, steel-plates-faults, transfusion, vehicle, vertebral-column, and yeast.

We extracted numeric attributes (or equivalently, columns) from those datasets and composed each of the datasets into a relational table. Suppose a dataset has $m$ attributes. Then, we computed the correlation between adjacent attribute values in the $i$-th column when the column is sorted in order of another $j$-th column—$i$ and $j$ are the values ( inclusively) between 1 and $m$, and $i \neq j$. Note that there are $m(m-1)/2$ number of pairs of attributes for a dataset with $m$ attributes. We analyzed all of those pairs for each of 16 datasets listed above.

Figure 3.13 shows the results of our analysis. The figure reports the percentage of different levels of correlations (or equivalently, normalized inter-tuple covariances) between adjacent attributes. One can observe that there existed strong correlations in the datasets we analyzed. Remember that the users of Verdict do not need to provide any information regarding the inter-tuple covariances; Verdict automatically detects them as described in section 3.8, relying on the past snippet answers stored in the query synopsis.
3.13 Technical Details

In this section, we present the mathematical details we have omitted in the main body of this chapter. First, we describe the analytics expression for the double-integrals in Equation (3.10). Second, we extend the result of section 3.4 to categorical attributes. Third, we provide details on some correlation parameter computations.

3.13.1 Double-integration of Exp Function

For the analytic computation of Equation (3.10), we must be able to analytically express the result of the following double integral:

\[ f(x, y) = \int_a^b \int_c^d \exp \left( -\frac{(x - y)^2}{z^2} \right) \, dx \, dy \]  \hspace{1cm} (3.15)

To obtain its indefinite integral, we used the Symbolic Math Toolbox in Matlab, which yielded:

\[ f(x, y) = -\frac{1}{2} \left( z^2 \exp \left( -\frac{(x - y)^2}{z^2} \right) \right) - \frac{\sqrt{\pi}}{2} z(x - y) \text{erf} \left( \frac{x - y}{z} \right) \]

where \( \text{erf}(\cdot) \) is the error function, available from most mathematics libraries. Then, the definite integral in Equation (3.15) is obtained by \( f(b, d) - f(b, c) - f(a, d) + f(a, c) \).

3.13.2 Handling Categorical Attributes

Thus far, we have assumed that all dimension attributes are numeric. This section describes how to handle dimension attributes that contain both numeric and categorical attributes. Let a tuple \( t = (a_1, \ldots, a_c, a_{c+1}, \ldots, a_l) \), where \( c \) is the number of categorical attributes; the number of numeric attributes is \( l - c \). Also \( t_c = (a_1, \ldots, a_c) \) and \( t_l = (a_{c+1}, \ldots, a_l) \). The covariance between two query snippet answers in Equation (3.8) is extended as:

\[ \sum_{t_c \in F_c^i} \sum_{t_l' \in F_l^i} \int_{t_l \in F_l^i} \int_{t_l' \in F_l^i} \text{cov}(v_g(t), v_g(t')) \, dt \, dt' \]

where \( F_c^i \) is the set of \( t_c \) that satisfies \( q_i \)'s selection predicates on categorical attributes, and \( F_l^i \) is the set of \( t_l \) that satisfies \( q_i \)'s selection predicates on numeric attributes. The first question, then, is how to define the inter-tuple covariance, i.e., \( \text{cov}(v_g(t), v_g(t')) \), when two arbitrary tuples \( t \) and \( t' \) follow the schema with both categorical and numeric
attributes. For this, Verdict extends the previous inter-tuple covariance in Equation (3.9), which was defined only for numeric attributes, as follows:

\[
\text{cov}(v_g(t), v_g(t')) \approx \sigma^2_g \cdot \prod_{k=1}^{c} \delta(a_k, a'_k) \prod_{k=c+1}^{l} \exp \left( - \frac{(a_k - a'_k)^2}{l^2_{g,k}} \right)
\]

where \(\delta(a, a')\) returns 1 if \(a = a'\) and 0 otherwise. The inter-tuple covariance between two tuples become zero if they include different categorical attribute values. Note that this is a natural choice, since the covariance between the two random variables, independently and identically drawn from the same distribution, is zero. With the above definition of the inter-tuple covariance, \(\text{cov}(\bar{\theta}_i, \bar{\theta}_j)\) is expressed as:

\[
\sigma^2_g \cdot \prod_{k=1}^{c} |F_{i,k} \cap F_{j,k}| \prod_{k=c+1}^{l} \int_{s_{i,k}}^{e_{i,k}} \int_{s_{j,k}}^{e_{j,k}} \exp \left( - \frac{(a_k - a'_k)^2}{l^2_{g,k}} \right) da' a_k
\]

where \(F_{i,k}\) and \(F_{j,k}\) are the set of the \(A_k\)'s categorical attribute values used for the \(\text{in}\) operator in \(i\)-th and \(j\)-th query snippet, respectively. If \(q_i\) includes a single equality constraint for a categorical attribute \(A_k\), e.g., \(A_k = 1\), the equality constraint is conceptually treated as the \(\text{in}\) operator with the list including only that particular attribute value. If no constraints are specified in \(q_i\) for a categorical attribute \(A_k\), \(F_{i,k}\) is conceptually treated as a universal set including all attribute values in \(A_k\). The above expression can be computed efficiently, since counting the number of common elements between two sets can be performed in a linear time using a hash set, and the double integral of an exponential function can be computed analytically (section 3.13.1).

### 3.13.3 Analytically Computed Parameter Values

While Verdict learns correlation parameters, i.e., \(l_{g,1}, \ldots, l_{g,l}\), by solving an optimization problem, the two other parameters, i.e., the expected values of query answers (namely \(\bar{\mu}\)) and the multiplier for \(\rho_g(t, t')\) (namely \(\sigma_g\)), are analytically computed as follows. Recall that \(\bar{\mu}\) is used for computing model-based answers and errors (Equation (3.12)), and \(\sigma_g\) is used for computing the covariances between pairs of query answers (Equation (3.16)).

First, we use a single scalar value \(\mu\) for the expected values of the prior distribution; that is, every element of \(\bar{\mu}\) is set to \(\mu\) once we obtain the value. Note that it only serves as the means in the prior distribution. We take different approaches for \(\text{AVG}(A_k)\) and
FREQ(*) as follows. For AVG(*), we simply set \( \mu = \frac{\sum_{i=1}^{n} \theta_i}{n} \); whereas, for FREQ(*), we set \( \mu = \frac{\sum_{i=1}^{n} \theta_i}{|F_i|} \) where \( |F_i| \) is the area of the hyper-rectangle \( \prod_{k=c+1}^{l} (s_{ik}, e_{ik}) \) specified as \( q_i \)'s selection predicates on numeric attributes.

Second, observe that \( \sigma^2_g \) is equivalent to the variance of \( \nu_g(t) \). For AVG\( (A_k) \), we use the variance of \( \theta_1, \ldots, \theta_n \); for FREQ(*), we use the variance of \( \theta_1/|F_i|, \ldots, \theta_n/|F_i| \). We attempted to learn the optimal value for \( \sigma^2_g \) in the course of solving the optimization problem (Equation (3.13)); however, the local optimum did not produce a model close to the true distribution.

3.14 Related Work

Approximate Query Processing— There has been substantial work on sampling-based approximate query processing [11,12,15,26,38,41,49,56,70,89,121,131,145,160,171]. Some of these systems differ in their sample generation strategies. Some of these systems differ in their sample generation strategies (see [127] and the references within). For instance, STRAT [38] and AQUA [12] create a single stratified sample, while BlinkDB creates samples based on column sets. Online Aggregation (OLA) [40, 68, 134, 177] continuously refines its answers during query execution. Others have focused on obtaining faster or more reliable error estimates [14, 178]. These are orthogonal to our work, as reliable error estimates from an underlying AQP engine will also benefit DBL. There is also AQP techniques developed for specific domain, e.g., sequential data [20, 140], probabilistic data [59, 132], and RDF data [72, 164], and searching in high-dimensional space [137]. However, our focus in this chapter is on general (SQL-based) AQP engines.

Adaptive Indexing, View Selection— Adaptive Indexing and database cracking [73,74, 141] has been proposed for a column-store database as a means of incrementally updating indices as part of query processing; then, it can speed up future queries that access previously indexed ranges. While the adaptive indexing is an effective mechanism for exact analytic query processing in column-store databases, answering queries that require accessing multiple columns (e.g., selection predicates on multiple columns) is still a challenging task: column-store databases have to join relevant columns to reconstruct tuples. Although Idreos et al. [74] pre-join some subsets of columns, the number of column combinations still grows exponentially as the total number of columns in a table increases. Verdict can easily handle queries with multiple columns due to its analytic inference. Materialized views are another means of speeding up future aggregate
queries [48, 65, 85, 126]. Verdict also speed up aggregate queries, but Verdict does not require strict query containments as in materialized views.

**Pre-computation**—COSMOS [177] stores the results of past queries as multi-dimensional cubes, which are then reused if they are contained in the new query’s input range, while boundary tuples are read from the database. This approach is not probabilistic and is limited to low-dimensional data due to the exponential explosion in the number of possible cubes. Also, similar to view selection, COSMOS relies on strict query containment.

**Model-based and Statistical Databases**—Statistical approaches have been used in databases for various goals. MauveDB [46] constructs views that express a statistical model, hiding the possible irregularities of the underlying data. MauveDB’s goal is to support statistical modeling, such as regression or interpolation, rather than speeding up future query processing. BayesDB [119] provides a SQL-like language that enables non-statisticians to declaratively use various statistical models. Bayesian networks have been used for succinctly capturing correlations among attributes [60]. Exploiting these correlations can be an interesting future direction for DBL.

**Maximum Entropy Principle**—In the database community, the principle of maximum entropy (ME) has been previously used for determining the most surprising piece of information in a data exploration context [152], and for constructing histograms based on cardinality assertions [92]. Verdict uses ME differently than these previous approaches; they assign a unique variable to each non-overlapping area to represent the number of tuples belonging to that area. This approach poses two challenges when applied to an AQP context. First, it requires a slow iterative numeric solver for its inference. Thus, using this approach for DBL may eliminate any potential speedup. Second, introducing a unique variable for every non-overlapping area can be impractical as it requires $O(2^n)$ variables for $n$ past queries. Finally, the previous approach cannot express inter-tuple covariances in the underlying data. In contrast, Verdict’s approach handles arbitrarily overlapping ranges in multidimensional space with $O(n)$ variables (and $O(n^2)$ space), and its inference can be performed analytically.

### 3.15 Summary

In this chapter, we presented database learning (DBL), a novel approach to exploit past queries’ (approximate) answers for speeding up new queries using a principled statistical methodology. We presented a prototype system of this vision, called Verdict, implemented on top of Spark SQL. Through extensive experiments on real-world and
benchmark query logs, we demonstrated that Verdict supported 73.7% of real-world analytical queries, speeding them up by up to $23\times$ compared to an online aggregation AQP engine.

Here, we finish the first part of this dissertation. Although our contribution in this part is limited to showing that exploiting past computations can speed up the analytic SQL queries, our future work aims to exploit past computations for speeding up general SQL query processing. Chapter 6 describes more details on this future work.
Part II
Building Task-aware Synopses
Chapter 4

Accurate Approximate Searching by Learning from Data

Recall that this dissertation presents two approaches—exploiting past computations and building task-aware synopses—for improving approximate query processing (AQP). In this chapter, we present one of the techniques that speeds up AQP by building task-aware synopses. This technique speeds up an essential task for many data mining algorithms: similarity search.

4.1 Motivation

Finding the $k$ most similar data items to a user’s query item (known as $k$-nearest neighbors or $k$NN) is a common building block of many important applications. In machine learning, fast $k$NN techniques boost the classification speed of non-parametric classifiers [33, 95, 155, 188]. $k$NN is also a crucial step in collaborative filtering, a widely used algorithm in online advertisement and movie/music recommendation systems [97, 154]. Moreover, in databases and data mining, finding the $k$-most similar items to users’ queries is the crux of image and text searching [106, 163, 167].

Unfortunately, despite thirty years of research in this area [23, 44, 64, 76, 90, 108, 180], exact $k$NN queries are still prohibitively expensive, especially over high-dimensional objects, such as images, audio, videos, documents or massive scientific arrays [173]. For example, one of the most recent approaches for exact $k$NN that exploits sophisticated pruning is only $9 \times$ faster than a baseline table scan [90]. This prohibitive cost has given rise to approximate $k$NN.

One of the most common approaches to finding approximate $k$NN is using a set of binary hash functions that map each data item into a binary vector, called a hashcode. The
database then finds the $k$NN items using the Hamming distance\(^1\) among these (binary) hashcodes. Due to special properties of these binary vectors [130], searching for $k$NN in the hash space (a.k.a. Hamming space) can be performed much more efficiently than the original high-dimensional space. These approaches are approximate because a query item’s $k$NN in the Hamming space may be different than its $k$NN in the original space. Thus, the accuracy of hashing-based approximations is judged by their effectiveness in preserving the $k$NN relationships (among the original items) in the Hamming space. In other words, given a query item $q$ and its $k$NN set $\{v_1, \cdots, v_k\}$, a hash function $h$ should be chosen such that most of the hashcodes in $\{h(v_1), \cdots, h(v_k)\}$ fall in the $k$NN set of $h(q)$ in the Hamming space.

**Existing Approaches**— Starting with the pioneering work of Gionis, Indyk, and Motwani on *locality sensitive hashing* (LSH) over 15 years ago [61], numerous techniques have been proposed to improve the accuracy of the hashing-based $k$NN procedures [18, 37, 45, 63, 66, 69, 83, 84, 99, 100, 109, 113, 149, 174, 179]. Implicitly or explicitly, almost all hashing algorithms pursue the following goal: to preserve the relative distance of the original items in the Hamming space. That is, if we denote the distance between items $v_1$ and $v_2$ by $\|v_1 - v_2\|$ and the Hamming distance between their respective hashcodes by $\|h(v_1) - h(v_2)\|_H$, the hash function $h$ is chosen such that the value of $\|h(v_1) - h(v_2)\|_H$ is (ideally) a linear function of $\|v_1 - v_2\|$, as shown in Figure 5.1(c). Thus, while previous techniques use different ideas, they tend to minimize the Hamming distance of nearby items while maximizing it for far apart items.

Figure 5.1(a) uses a toy example with nine data items (including a query item $q$) to illustrate how existing methods choose their hashcodes. In this example, four hyperplanes $h_1$, $h_2$, $h_3$, and $h_4$ are used to generate 4-bit hashcodes. Here, each hyperplane $h_i$ acts as a binary separator to determine the $i$-th leftmost bit of the output hashcode; the $i$’th bit of $h(x)$ is 0 if the item $x$ falls on the left side of $h_i$ and this bit is 1 otherwise. For instance, the hashcode for $v_3$ is 1000 because $v_3$ falls in the region to the right of $h_1$ and to the left of $h_2$, $h_3$ and $h_4$ hyperplanes.

To preserve the original distances, existing hashing techniques tend to place fewer (more) separators between nearby (far apart) items to ensure that their hashcodes differ in fewer (more) positions and have a smaller (larger) Hamming distance. In other words, the expected number of separators between a pair of items tends to be roughly proportional to their relative distance in the original space.\(^2\) In this example, $v_5$’s distance

---

1. Hamming distance between two binary vectors of equal length is the number of positions at which the corresponding bits are different.
2. We provide a more precise dichotomy of previous work in Section 4.5.
from $q$ is twice $v_4$’s distance from $q$. This ratio remains roughly the same after hashing: 

$$\| \mathbf{h}(v_5) - \mathbf{h}(q) \|_H = \| 1100 - 0000 \|_H = 2$$

while 

$$\| \mathbf{h}(v_4) - \mathbf{h}(q) \|_H = \| 1000 - 0000 \|_H = 1.$$ 

Likewise, since $v_5$ is the farthest item from $q$, four separators are placed between them, causing their hashcodes to differ in four positions (0000 versus 1111) and thus yielding a greater Hamming distance, namely

$$\| \mathbf{h}(v_8) - \mathbf{h}(q) \|_H = 4.$$ 

This goal is intuitive and can capture the intra-item similarities well. However, this approach requires a large number of hash bits (i.e., separators) to accurately capture all pair-wise similarities. Since using longer hashcodes increases the response time of search operations, we need a better strategy than simply increasing the number of separators. In this chapter, we make the following observation. Since the ultimate goal of the hashing phase is to simply find the $k$NN items, preserving all pair-wise similarities is unnecessary and wasteful. Rather, we propose to spend our hash bits on directly maximizing the accuracy of the $k$NN task itself, as described next.

**Our Approach**— In this work, we pursue the opposite goal of previous approaches. Instead of preserving the proximity of similar items in the Hamming space, we maximize their Hamming distance. In other words, instead of placing fewer separators between nearby items and more between far apart items, we do the opposite (compare Figures 5.1(a) and (b)).

We argue that this seemingly counter-intuitive idea is far more effective at solving the $k$NN problem, which is the ultimate goal of hashing. The key intuition is that we should not use our limited hash bits on capturing the distances among far apart items. Instead, we use our hash bits to better distinguish nearby items, which are likely to be in each other’s $k$NN sets. Given a fixed number of hash bits (i.e., separators), we can achieve this distinguishing power by placing more separators among similar items. In the previous example, to find the 3-NN (i.e., $k = 3$) items for item $q$, we must be able to accurately compare $v_3$ and $v_4$’s distances to $q$ using their respective hashcodes. In other words, we need to have 

$$\| \mathbf{h}(v_3) - \mathbf{h}(q) \|_H < \| \mathbf{h}(v_4) - \mathbf{h}(q) \|_H$$

in order to infer that 

$$\| v_3 - q \| < \| v_4 - q \|.$$ 

However, due to the proximity of $v_3$ and $v_4$, existing methods are likely to assign them the same hashcode, as shown in Figure 5.1(a). In contrast, our strategy has a higher chance of correctly differentiating $v_3$ and $v_4$, due to its higher number of separators among nearby items. This is shown in Figure 5.1(b), $v_3$ and $v_4$’s hashcodes differ by one bit. Obviously, our idea comes at the cost of confusing far apart items. As shown in Figure 5.1(b), we will not be able to differentiate $q$’s distance to any of $v_5$, $v_6$, $v_7$, or $v_8$. However, this is acceptable if the user is interested in $k \leq 4$. 
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This intuition can be applied to more general cases, where the query item \( q \) or the value of \( k \) may not be necessarily known in advance. If we choose a neighborhood size just large enough to include most of the \( k \)NN items that typical users are interested in, e.g., for \( k = 1 \) to 1000, we expect an increased accuracy in correctly ordering such items, and hence returning the correct \( k \)NN items to the user. Since the value of \( k \) is typically much smaller than the total number of the items in a database, we expect significant gains over existing techniques that seek to preserve all pair-wise distances using a fixed number of hash bits.

The stark difference between our strategy and previous techniques is summarized in Figure 5.1(c). The goal of existing methods is to assign hashcodes such that the Hamming distance between each pair of items is as close to a linear function of their original distance as possible. Our method changes the shape of this function, shown as a solid line; we impose a larger slope when the original distance between a pair of items is small, and allow the curve to level off beyond a certain point. This translates to a higher probability of separating the \( k \)NN items from others in our technique (we formally prove this in Section 4.3.1).

The main challenge then is how to devise a hashing mechanism that can achieve this goal. We solve this problem by proposing a special transformation that stretches out the distance between similar items (compared to distant items). Our method, called...
Neighbor-Sensitive Hashing (NSH), uses these transformed representations of items to achieve the goal described above.

**Contributions**— In this chapter, we make several contributions.

1. We formally prove that increasing the distance between similar items in the Hamming space increases the probability of successful identification of $k$NN items (Section 4.3.1).
2. We introduce Neighbor-Sensitive Hashing (NSH), a new hashing algorithm motivated by our seemingly counter-intuitive idea (Sections 4.3.2, 4.3.3, and 4.3.4).
3. We confirm our formal results through extensive experiments, showing the superiority of Neighbor-Sensitive Hashing over Locality-Sensitive Hashing [18] and other state-of-the-art hashing algorithms for approximate $k$NN [57, 69, 83, 109, 113, 174]. (Section 5.6).

In summary, our algorithm for NSH achieves $250\times$ speedup over the baseline, obtaining an average recall of 57.5% for 10-NN retrieval tasks. Compared to the state-of-the-art hashing algorithms, our algorithm reduces the search time by up to 34% for a fixed recall (29% on average), and improves the recall by up to 31% for a fixed time budget.\(^3\)

We overview the end-to-end workflow of hashing-based techniques in Section 4.2. We present our NSH strategy in Section 4.3. Section 5.6 reports our empirical analysis and comparisons against existing hashing algorithms. Section 4.5 overviews the related work, and Section 4.6 concludes our chapter with future work.

### 4.2 Hashing-based kNN Search

In this section, we provide the necessary background on hashing-based approximate $k$NN. Section 4.2.1 explains a typical workflow in hashing-based approximate $k$NN. Section 4.2.2 reviews a well-known principle in designing hash functions to compare with ours.

#### 4.2.1 Workflow

Figure 4.2 summarizes the prototypical workflow of a hashing-based $k$NN system. Among the three components, Hash Function and Hamming Search are more important. Hash Function is the component that converts the data items residing in the database at index time into binary vectors, known as hashcodes. The same function is used to also convert

\(^3\)In approximate $k$NN, a simple post ranking step is used to mitigate the impact of low precision while preserving the recall [79,80]. See Section 4.4.1.
Any of the following methods can be plugged into Hash Function.

Figure 4.2: The workflow in hashing-based search consists of two main components: Hash Function and Hamming Search. Re-rank is an extra step to boost the search accuracy. This chapter improves the most critical component of this workflow, i.e., Hash Function.

the query item provided at run time into a hashcode. The choice of Hash Function is critical for the accuracy of the $k$NN task. Ideally, the hashcodes should be generated such that the $k$NN set retrieved based on these hashcodes is always identical to the $k$NN set based on the original distances. However, no tractable method is known for achieving this goal; even a simpler problem is proven to be NP-hard [174]. As a result, hashing-based techniques are only approximate; they aim to return as many true $k$NN items as possible. In this chapter, we focus on improving the accuracy of this component (or its efficiency, given a required level of accuracy).

The length of the hashcodes ($b$) is an important design parameter that must be determined at index time. In general, there is a trade-off between the hashcode length and the search speed. The longer hashcodes tend to capture the original distances more accurately, while they slow down the other runtime component, namely the Hamming Search.

Once the hashcodes that capture the original distance information (to some extent) are generated, Hamming Search is responsible for time-efficient retrieval of the $k$NN items in the Hamming space. The simplest approach would be a linear scan during which the distance between the query’s hashcode and the hashcode of every item in the database is computed. Although this simple approach improves over a linear scan over
the original data vectors, there have been more efficient algorithms, such as Multi-Index Hashing (MIH), developed for exact Hamming Search [130] in sub-linear time complexity. Note that this search speedup is only possible because the hashcodes are (small) binary vectors; the data structure cannot be used to speed up the search for general multi-dimensional data representations.

The last component of the system, Re-rank, is a post-lookup re-ranking step designed for mitigating the negative effects of the hashing step on accuracy. Instead of requesting exactly \( k \) data items to Hamming Search, we can request \( r (\geq k) \) data items. Next, we recompute the similarity of each retrieved item to the query item (in their original representations), then sort and choose the top-\( k \) among these \( r \) items. Naturally, the larger the value of \( r \) is, the more accurate the final \( k \)NN items are. However, using a larger \( r \) has two drawbacks. First, it needs more time to obtain answers from Hamming Search. Second, the re-ranking process takes more time.

4.2.2 Hash Function Design

Since the Hash Function choice in Figure 4.2 is independent of the Hamming Search component, the primary objective in designing a good hash function has been finding a hash function that produces high average recalls for a given hashcode length. The Hash Function component is in fact composed of \( b \) bit functions, each responsible for generating an individual bit of the overall hashcode. Next, we define the role of these bit functions more formally.

**Definition 3.** (Bit Function) A function \( h \) that takes a data item \( v \) and produces \( h(v) \in \{-1, 1\} \) is called a bit function. Here, \( v \) can be a novel query item or any of the existing items in the database. The value of the bit function, \( h(v) \), is called a hash bit.

Note that in reality binary bits are stored in their \( \{0, 1\} \) representations. However, using signed bits \( \{-1, 1\} \) greatly simplifies our mathematical expressions. Thus, we will use signed binary bits throughout the chapter.

**Definition 4.** (Hash Function) A hash function \( h \) is a series of \( b \) bit functions \( (h_1, \ldots, h_b) \). The hash bits produced by \( h_1 \) through \( h_b \) are concatenated together to form a hashcode of length \( b \).

We consider a hashcode of \( v \) as a \( b \)-dimensional vector whose elements are either of \( \{-1, 1\} \). A natural distance measure between two hashcodes is to count the number of positions that have different hash bits, known as the Hamming distance. As mentioned
in Section 5.1, we denote the Hamming distance between data items \(v_i\) and \(v_j\) by \(\| h(v_i) - h(v_j) \|_H \).

Finally, we formally state the locality-sensitive property [37, 45], which is a widely accepted principle for designing hash functions. Let \(q\) be a query, and \(v_i, v_j\) be two arbitrary data items. We say that a bit function \(h\) satisfies the locality-sensitive property, if

\[
\|q - v_i\| < \|q - v_j\| \Rightarrow \Pr(h(q) \neq h(v_i)) < \Pr(h(q) \neq h(v_j)).
\]  

where \(\Pr(\cdot)\) denotes the probability.

Datar et al. [45] showed that assigning hash bits based on their relative locations with respect to a set of randomly-drawn hyperplanes satisfies the locality-sensitive property. That is, for a \(b\)-bit hashcode, \(b\) independent hyperplanes are drawn from a normal distribution to compose a hash function. Using an unlimited number of hash bits using this approach could perfectly capture the original distances. However, many recent algorithms have shown that this simple approach does not achieve high \(k\)NN accuracy when the hashcodes need to be short [69, 83, 84, 109, 174].

### 4.3 Neighbor-Sensitive Hashing

This section describes our main contribution, Neighbor-Sensitive Hashing (NSH). First, Section 4.3.1 formally verifies our intuition introduced in Section 5.1: using more separators for nearby data items allows for more accurate distinction of \(k\)NN items. As
depicted in Figure 4.3, NSH is the combination of a hashing algorithm and our proposed Neighbor-Sensitive Transformation (NST). Section 4.3.2 lays out a set of abstract mathematical properties for NST, and Section 4.3.3 presents a concrete example of NST that satisfies those properties. Lastly, Section 4.3.4 describes our final algorithm (NSH) that uses the proposed NST as a critical component.

4.3.1 Formal Verification of Our Claim

In this section, we formally verify our original claim: using more separators between data items leads to a more successful ordering of data items based on their hashcodes. First, let us formalize the intuitive notions of “having more separators” and “correct ordering based on hashcodes”:

- Let \( q \) be a query point, \( v_1, v_2 \) be two data items where \( \|q - v_1\| < \|q - v_2\| \), and \( h \) be a hash function that assigns hashcodes to these items. Then, having more separators between \( v_1 \) and \( v_2 \) means a larger gap in terms of their Hamming distance, namely \( \|h(q) - h(v_2)\|_H - \|h(q) - h(v_1)\|_H \) will be larger.

- For \( v_1 \) and \( v_2 \) to be correctly ordered in terms of their distance to \( q \), \( v_1 \)’s hashcode must be closer to \( q \)’s hashcode compared to \( v_2 \)’s hashcode. In other words, \( \|h(q) - h(v_2)\|_H - \|h(q) - h(v_1)\|_H \) must be a positive value.

In the rest of this chapter, without loss of generality, we assume that the coordinates of all data items are normalized appropriately, so that the largest distance between pairs of items is one. Next, we define the class of hash functions we will use.

**Definition 5.** (LSH-like Hashing) We call a bit function \( h \) LSH-like, if the probability of two items \( v_i \) and \( v_j \) being assigned to different hash bits is linearly proportional to their distance, namely \( \Pr(h(v_i) \neq h(v_j)) = c \cdot \|v_i - v_j\| \) for some constant \( c \). We call a hash function \( h \) LSH-like if all its bit functions are LSH-like.

Note that not all existing hashing functions are LSH-like. However, there are several popular hashing algorithms that belong to this class, such as LSH for Euclidean distance [45]. With these notions, we can now formally state our claim.

**Theorem 4.1.** Let \( q \) be a query, and \( v_1 \) and \( v_2 \) two data items. Also, let \( h \) be an LSH-like hash function consisting of \( b \) independent bit functions \( h_1, \ldots, h_b \). Then, the following relationship holds for all \( v_1 \) and \( v_2 \) satisfying \( 0.146 < \|q - v_1\| < \|q - v_2\| \): A larger value of \( E\|h(q) - h(v_2)\|_H - E\|h(q) - h(v_1)\|_H \) implies a larger value of \( \Pr(\|h(q) - h(v_1)\|_H < \|h(q) - h(v_2)\|_H) \), i.e., the probability of successful ordering of \( v_1 \) and \( v_2 \) based on their hashcodes.
Proof. Let us denote the probability that an individual bit function \( h \) assigns \( q \) and \( v_1 \) into different hash bits is \( p_1 \), and the probability that assigns \( q \) and \( v_2 \) into different hash bits is \( p_2 \). A reasonable bit function satisfies \( p_1 < p_2 \leq 0.5 \). Note that \( E\|h(q) - h(v_2)\|_H - E\|h(q) - h(v_1)\|_H = b \cdot (p_2 - p_1) \). There are two cases in which the above expression increases: first, \( p_1 \) becomes smaller, and second, \( p_2 \) becomes larger. Let us start with the first case.

To compute the probability distribution of the difference of hamming distances, \( p(\|h(q) - h(v_2)\|_H - \|h(q) - h(v_1)\|_H) \), we take a look at the distribution of \( \|h(q) - h(v_1)\|_H \). Since \( b \) number of bit functions that compose \( h \) are independent of one another, \( \|h(q) - h(v_1)\|_H \) follows the binomial distribution with mean \( bp_1 \) and variance \( bp_1(1 - p_1) \). Similarly, \( \|h(q) - h(v_2)\|_H \) follows the binomial distribution with mean \( bp_2 \) and variance \( bp_2(1 - p_2) \). Exploiting the fact that binomial distributions can be closely approximated by the normal distributions with the same mean and the variance, and that the difference between two normal distributions follows another normal distribution, we can state the following:

\[
p(\|h(q) - h(v_1)\|_H < \|h(q) - h(v_2)\|_H) \approx \int_0^\infty N(bp_2 - bp_1, bp_2(1 - p_2) + bp_1(1 - p_1)) \, dx
\]

where \( N \) denotes the probability distribution function of a normal distribution. Note that the above quantity is a function of two values: mean and standard deviation. Due to the shape of a normal distribution, higher mean and smaller standard deviation results in a higher chance of successful ordering of \( v_2 \) and \( v_1 \) based on their hashcodes. If \( p_1 \) decreases, the mean of the above normal distribution increases, and the standard deviation of the distribution decreases. Therefore, the quantity of our interest increases. (End of the first case)

Next, let us discuss the case where \( p_2 \) increases. This case asks for more careful analysis because the standard deviation of the normal distribution increases. Recall that the area computed by the integration is a function of the mean and the standard deviation of the normal distribution; thus, if the mean increases faster than the standard deviation, the quantity of our interest still increases. Let us compute the condition that the mean increases faster. Since we are dealing with the case in which \( p_2 \) increases,

\[
\frac{\partial(bp_2 - bp_1)}{\partial p_2} = b \tag{4.2}
\]
must be larger than
\[
\frac{\partial \sqrt{bp_2(1 - p_2) + bp_1(1 - p_1)}}{\partial p_2} = b \cdot \frac{1 - 2p_2}{2\sqrt{p_2 - p_2^2}} \tag{4.3}
\]

The condition for this is \(p_2 > 0.146\). Then, what is the fraction of the data items that do not satisfy this condition? For this, a pair of data items should be assigned to the different hash bits with the probability less than 0.146. For a single dimensional case, the fraction of such area is 0.146/0.5. For a 10-dimensional case, the fraction of such area is \((0.146/0.5)^{10} = 4.5 \cdot 10^{-6}\). Because the dimensions of the data items we are interested in are usually over 100, the fraction of the data items that do not satisfy this condition is very small. (End of the second case)

This theorem implies that having more separators between two data items helps with their successful ordering using their hashcodes. Since the total number of separators is a fixed budget \(b\), we need to borrow some of the separators that would otherwise be used for distinguishing distant (or non-\(k\)NN) items. The following sections describe how this theorem can be used for designing such a hash function.

### 4.3.2 Neighbor-Sensitive Transformation

As shown in Figure 4.3, the main idea of our approach is that combining our Neighbor-Sensitive Transformation (NST) with an LSH-like hash function produces a new hash function that is highly effective in distinguishing nearby items. In this section, we first define NST, and then formally state our claim as a theorem.

**Definition 6.** (Neighbor-Sensitive Transformation (NST)) Let \(q\) be a query. A coordinate-transforming function \(f\) is a \(q\)-neighbor-sensitive transformation for a given distance range \(\eta_{\text{min}}, \eta_{\text{max}}\), or simply a \(q\)-(\(\eta_{\text{min}}, \eta_{\text{max}}\))-sensitive transformation, if it satisfies the following three properties:

1. **Continuity:** \(f\) must be continuous.\(^4\)

2. **Monotonicity:** For all constants \(t_i\) and \(t_j\) where \(t_i \leq t_j\), \(f\) must satisfy \(E(\|f(q) - f(v_i)\|) < E(\|f(q) - f(v_j)\|)\), where the expectations are computed over data items \(v_i\) and \(v_j\) chosen uniformly at random among items whose distances to \(q\) are \(t_i\) and \(t_j\), respectively.

\(^4\)This condition is to prevent a pair of similar items in the original space from being mapped to radically different points in the transformed space.
3. Larger Gap: For all constants $t_i$ and $t_j$ where $\eta_{min} \leq t_i \leq t_j \leq \eta_{max}$, $f$ must satisfy
\[
E(\|f(q) - f(v_j)\| - \|f(q) - f(v_i)\|) > t_j - t_i,
\]
where the expectation is computed over data items $v_i$ and $v_j$ chosen uniformly at random among items whose distances to $q$ are $t_i$ and $t_j$, respectively.

The coordinates are re-normalized after the transformation, so that the maximum distance between data items is 1.

To visually explain the properties described above, three example functions are provided in Figure 4.4. Among these three functions, Figure 4.4(c) is the only function that satisfies all three properties — the function in Figure 4.4(a) is neither continuous nor satisfies the Larger Gap property, and the function in Figure 4.4(b) is continuous and monotonic but does not satisfy the Larger Gap property.

The third property of NST (Larger Gap) plays a crucial role in our hashing algorithm. Recall that our approach involves an LSH-like hashing whereby two data items are distinguished in the Hamming space with a probability proportional to their distance. This implies that if we alter the data items to stretch out their pairwise distances, their pairwise Hamming distances are also likely to increase. Thus, such data items become more distinguishable in Hamming space after the transformation.

Thus far, we have defined NST using its three abstract properties. Before presenting a concrete example of a NST, we need to formally state our claim.

**Theorem 4.2.** Let $h$ be an LSH-like hash function and $f$ be a $q_{(\eta_{min}, \eta_{max})}$-sensitive transformation. Then, for all constants $t_i$ and $t_j$, where $\eta_{min} \leq t_i \leq t_j \leq \eta_{max}$, we have the following:
\[
E(\|h(f(q)) - h(f(v_j))\|_H - \|h(f(q)) - h(f(v_i))\|_H) > E(\|h(q) - h(v_j)\|_H - \|h(q) - h(v_i)\|_H)
\] (4.4)
where the expectations are computed over data items $v_i$ and $v_j$ chosen uniformly at random among data items whose distances to $q$ are $t_i$ and $t_j$, respectively.

Proof. Since $h$ is LSH-like,

\[
E(\|h(f(q)) - h(f(v_j))\|_H) = E_v(E_h(\|h(f(q)) - h(f(v_j))\|_H)) \\
= E_v(c \cdot b \cdot \|f(q) - f(v_j)\|) \\
= c \cdot b \cdot E_v(\|f(q) - f(v_j)\|)
\]

where $E_h$ is an expectation over $h$ and $E_v$ is an expectation over $v_j$. Similarly,

\[
E(\|h(f(q)) - h(f(v_i))\|_H) = c \cdot b \cdot E_v\|f(q) - f(v_i)\| \\
E(\|h(q) - h(v_j)\|_H) = c \cdot b \cdot E_v\|q - v_j\| \\
E(\|h(q) - h(v_i)\|_H) = c \cdot b \cdot E_v\|q - v_i\|
\]

where $E_v$ is either an expectation over $v_i$ or an expectation over $v_j$ depending on the random variable involved. Due to the third property of NST,

\[
E_v\|f(q) - f(v_j)\| - E_v\|f(q) - f(v_i)\| > \|q - v_j\| - \|q - v_i\|
\]

Therefore, the relationship we want to show also holds. □

Now that we have established that NST can help with constructing more effective hashcodes, our next task is to find a concrete transformation function that satisfies NST’s three properties.

### 4.3.3 Our Proposed NST

In this section, we first propose a coordinate transformation function for a known query $q$, and describe its connection to NST (Definition 6). Then, we extend our transformation to handle unknown queries as well. The proposed NST is also a crucial component of our hashing algorithm, which will be presented in the following section.

**Definition 7.** (Pivoted Transformation) Given a data item $p$, a pivoted transformation $f_p$ transforms an arbitrary data item $v$ as follows:

\[
f_p(v) = \exp\left(-\frac{\|p - v\|^2}{\eta^2}\right)
\]

(4.5)

where $\eta$ is a positive constant. We call $p$ the pivot.
For a pivoted transformation $f_p(v)$ to be a $q$-neighbor-sensitive transformation, we need the distance between $p$ and $q$ to be small enough. The proximity of $p$ and $q$ is determined by the ratio of their distance to the value of $\eta$. For example, our lemma below shows that $\|p - q\| < \eta/2$ is a reasonable choice.

To gain a better understanding of the connection between a pivoted transformation and NST, suppose that the pivot $p$ is at the same point as the query $q$, and that $v_1$ and $v_2$ are two data items satisfying $\|q - v_2\| \geq \|q - v_1\|$. We consider two cases: the first is that $v_1$ and $v_2$ are close to $q$ so that their distances are less than $\eta$, and the second case is that $v_1$ and $v_2$ are distant from $q$ so that their distances are much larger than $\eta$. In the first case, the distance between $v_1$ and $v_2$ after the transformation is $\exp(-\|q - v_1\|^2/\eta^2) - \exp(-\|q - v_2\|^2/\eta^2)$, which tends to be relatively large because the exponential function $\exp(-x^2)$ decrease fast around 1. In the second case, when the data items are far from the query, the value of the exponential function becomes almost zeros, and so does the distance between those data items after the transformation. In other words, the transformation has an effect of stretching out the space near the query while shrinking the space distant from the query.

Next, we establish a connection between a pivoted transformation and NST. First, it is straightforward that a pivoted transformation satisfies continuity, since it only uses continuous functions. The second property of NST, monotonicity, is shown by the following lemma.

**Lemma 4.** A pivoted transformation $f_p$ satisfies the second property of NST, i.e., monotonicity.

**Proof.** Let $q$ be a query, $p$ be a pivot, and $t$ be an arbitrary positive constant. Also, $v$ is a data item chosen uniformly at random among items whose distance to $q$ is $t$. In addition, let $\alpha$ denote an angle between $\vec{qv}$ and $\vec{qp}$. Since $v$ is chosen uniformly at random, $\alpha$ is a random variable whose probability distribution function is a uniform between 0 and $2\pi$.

To show the monotonicity, it is enough to show the following:

$$E(\|f(q) - f(v)\|) \geq 0 \implies E \left( \frac{\partial |f(q) - f(v)|}{\partial t} \right) \geq 0$$

The interchange of $E$ and the partial derivative is valid since the random variable inside the expectation ($v$) only depends on $\alpha$.

To simplify the notations, let $t_q = \|p - q\|$ and $t_v = \|p - v\|$. Then, $t_v^2 = t^2 + t_q^2 - 2t_q t \cos \alpha$ from the law of cosines. Note that $t_q$ is constant while $t_v$ varies depending on
\[ t \) and \( \alpha \). Therefore,
\[
2t_v \frac{\partial t_v}{\partial t} = 2t - 2t_q \cos \alpha, \quad \frac{\partial t_v}{\partial t} = \frac{t - t_q \cos \alpha}{t_v}
\]

We divide this proof into two cases: (1) \( t \geq 2t_q \) and (2) \( t < 2t_q \). For the first case when \( t \geq t_q \), we get \( t_v \geq t_q \) using the triangular inequality. As a result, \( |f(q) - f(v)| = \exp(-t_q^2/\eta^2) - \exp(-t_v^2/\eta^2) \). Therefore,
\[
\frac{\partial |f(q) - f(v)|}{\partial t} = \frac{2t_v}{t_v} - \frac{t_q \cos \alpha}{t_v} \exp\left(-\frac{t_v^2}{\eta^2}\right)
\]

From \( t_v \geq t_q \), we know \( 2t - 2t_q \cos \alpha \geq t \geq 0 \), so
\[
E\left(\frac{\partial |f(q) - f(v)|}{\partial t}\right) \geq 0
\]

For the second case, when \( t < 2t_q \), the sign of \( f(q) - f(v) \) depends on the sign of \( t_q - t_v \). In other words,
\[
\frac{\partial |f(q) - f(v)|}{\partial t} = \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2t_v}{\eta^2} t - \frac{t_q \cos \alpha}{t_v} \exp\left(-\frac{t_v^2}{\eta^2}\right)
\]
\[
= \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2(t - t_q \cos \alpha)}{\eta^2} \exp\left(-\frac{l^2 + l_q^2 - 2t_q t \cos \alpha}{\eta^2}\right)
\]

We further simplify the above expression by substituting \( l_1 \eta \) and \( l_2 \eta \) for \( t \) and \( t_q \), respectively, and we treat the expression as a function of \( l_1 \) and \( l_2 \). Then, we obtain
\[
g(l_1, l_2) = \frac{1}{2\pi} \int_0^{2\pi} \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2(l_1 - l_2 \cos \alpha)}{\eta} \exp\left(-l_1^2 + l_2^2 - 2l_1l_2 \cos \alpha\right) d\alpha
\]

Unfortunately, showing that \( g(l_1, l_2) > 0 \) for all \( l_1 \) and \( l_2 \) such that \( 0 < l_2 < 0.5 \) and \( 0 < l_1 << 1 \) analytically is difficult because a closed-form solution of the above integration does not exist. However, we can obtain high confidence from numerical analysis due to the following reasons:

1. \( g(l_1, l_2) \) is a continuous function of \( l_1 \) and \( l_2 \).

2. The function of the form \( x \exp(x) \) does not fluctuate fast and is can be approximated well by piece-wise linear functions.
Therefore, if we pick four closely located points in the space of \( l_1 \) and \( l_2 \) and the values of \( g(l_1, l_2) \) at all those four points are positive, we obtain high confidence that the function values of the area enclosed by those four points will be positive as well.

For this, we generated 1,000,000 pairs of \((l_1, l_2)\) where \( l_1 \) and \( l_2 \) are evenly spaced between 0 and 1 and between 0 and 0.5, respectively. Next, we computed the value of the function \( g(l_1, l_2) \) for all 1,000,000 pairs. In the end, we confirmed that every pair we generated are positive. This result implies that \( g(l_1, l_2) > 0 \) for all \( l_1 \) and \( l_2 \) such that \( 0 < l_2 < 0.5 \) and \( 0 < l_1 < 2l_2 < 1 \).

The next lemma is regarding the third property of NST, namely a Larger Gap.

**Lemma 5.** A pivoted transformation \( f_p \) with \( \|p - q\| < \eta/2 \) and \( \eta < 0.2 \) satisfies the third property of NST, i.e., Larger Gap, for \((\eta_{\min}, \eta_{\max}) = (0.13\eta, 1.6\eta)\). That is, \( f_p \) is a \( q-(0.13\eta, 1.6\eta) \)-sensitive transformation.\(^5\)

**Proof.** Let \( q \) be a query, \( p \) be a pivot, and \( t \) be an arbitrary positive constant. Also, \( v \) is a data item chosen uniformly at random among items whose distance to \( q \) is \( t \). In addition, let \( \alpha \) denote an angle between \( \overrightarrow{qv} \) and \( \overrightarrow{qp} \). Since \( v \) is chosen uniformly at random, \( \alpha \) is a random variable whose probability distribution function is a uniform between 0 and \( 2\pi \).

To show the monotonicity, it is enough to show the following:

\[
E\left(\frac{|f(q) - f(v)|}{\partial t}\right) \geq 1 \implies E\left(\frac{\partial|f(q) - f(v)|}{\partial t}\right) \geq 1
\]

for \( t \in (0.13\eta, 1.6\eta) \). The interchange of \( E \) and the partial derivative is valid since the random variable inside the expectation \((v)\) only depends on \( \alpha \).

To simplify the notations, let \( t_q = \|p - q\| \) and \( t_v = \|p - v\| \). Then, \( t_v^2 = t^2 + t_q^2 - 2t_qt \cos \alpha \) from the law of cosines. Note that \( t_q \) is constant while \( t_v \) varies depending on \( t \) and \( \alpha \). Therefore,

\[
2t_v \frac{\partial t_v}{\partial t} = 2t - 2t_q \cos \alpha, \quad \frac{\partial t_v}{\partial t} = \frac{t - t_q \cos \alpha}{t_v}
\]

and

\[
\frac{\partial|f(q) - f(v)|}{\partial t} = \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2t_v t - t_q \cos \alpha}{t_v} \exp\left(-\frac{t_v^2}{\eta^2}\right)
\]

\[
= \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2(t - t_q \cos \alpha)}{\eta^2} \exp\left(-\frac{t^2 + t_q^2 - 2t_qt \cos \alpha}{\eta^2}\right)
\]

\(^5\)When working with non-normalized distances, \( \eta \) should be smaller than \( 0.2 \cdot t_{\text{max}} \), where \( t_{\text{max}} \) is the maximum distance between data items.
We substitute \( l_1 \eta \) and \( l_2 \eta \) for \( t \) and \( t_q \), respectively, and consider the above expression as a function of \( l_1 \) and \( l_2 \). Then, we should show that

\[
g(l_1, l_2) = \frac{1}{2\pi} \int_0^{2\pi} \frac{f(q) - f(v)}{|f(q) - f(v)|} \frac{2(l_1 - l_2 \cos \alpha)}{\eta} \exp(-l_1^2 + l_2^2 - 2l_1l_2 \cos \alpha) d\alpha \geq 1
\]

Since \( \eta < 0.2 \), it is enough to show that

\[
g'(l_1, l_2) = \frac{1}{2\pi} \int_0^{2\pi} \frac{f(q) - f(v)}{|f(q) - f(v)|} 2(l_1 - l_2 \cos \alpha) \exp(-l_1^2 + l_2^2 - 2l_1l_2 \cos \alpha) d\alpha \geq 0.2
\]

for all \( l_1 \) and \( l_2 \) such that \( 0 < l_2 < 0.5 \) and \( 0.13 < l_1 < 1.6 \). Similar to Lemma 4, analytically computing the above integration is not easy because a closed-form solution of the above integration does not exist. Thus, to numerically verify this lemma, we generated 1,000,000 pairs of \((l_1, l_2)\) where \( l_1 \) and \( l_2 \) are evenly spaced between 0.13 and 1.6 and between 0 and 0.5, respectively. Next, we computed the value of \( g'(l_1, l_2) \) for all pairs. In the end, we confirmed that every pair we generated is not smaller than 0.204.

A \( q-\eta \) sensitive transformation implies that our intended effect may not be achieved for those data items whose distances to \( q \) are smaller than \( 0.13 \eta \). Fortunately, a simple case study shows that the number of such data items is negligibly small: consider 100 million data points that are uniformly distributed in a 10-dimensional space; then, the number of data items that fall within the distance \( 0.13 \eta \) (or 0.026) from \( q \) will be \( 100 \cdot 10^6 \cdot 0.026^{10} = 1.4 \times 10^{-8} \). Considering that users are typically interested in a relatively small number of results from their search engines, say the top 1–1000 items, we see that this condition can cover most of the practical cases.

Handing Novel Queries—Thus far, we have described our NST for a known query \( q \). However, we also need to handle queries that are not known \textit{a priori}. Note that, from Lemma 5, we know that NST properties hold for all queries that are within a \( \eta/2 \) distance from a pivot. Handling queries that are extremely far apart from \textit{all} data items in the database will therefore be difficult. However, assuming that novel queries will be relatively close to at least one of the data items, we can handle such queries by selecting multiple pivots that can collectively cover the existing data items. Based on this observation, we propose the following transformation to handle novel queries.

\textbf{Definition 8.} (Multi-Pivoted Transformation) Let \( f_p \) be a pivoted coordinate transformation in Definition 7 using a pivot \( p \). Our extended version to handle novel queries is as follows. Choose \( m \) pivots \( \{p_1, \ldots, p_m\} \), and compute the below to obtain a multi-
dimensional representation of a data item $v$:

$$f(v) = (f_{p_1}(v), \ldots, f_{p_m}(v))$$

(4.6)

To understand how a multi-pivoted transformation works for novel queries, assume for the moment that there is at least one pivot $p_i$ that is close enough to a novel query $q$. Then, this pivot works in the same way as in a single pivoted transformation: it stretches out the distances between this novel query and other data items around it. As a result, when combined with an LSH-like hash function, more separators are used to distinguish $q$ and its nearby items. On the other hand, from the perspective of other (far-apart) pivots, the distances between the $q$ and its nearby items tend to be very small after the transformation, due to the exponential function used in the pivoted transformation. Consequently, those far-apart pivots are effectively ignored by a multi-pivoted transformation when computing the distance of $q$ and its neighbors. This effect of the multi-pivoted transformation is examined empirically in Section 4.4.2. However, one question remains: how can we ensure that there will be at least one nearby pivot for every novel query?

**Parameter $\eta$**— To ensure that there is at least one pivot close enough to each novel query, we use the assumption that each novel query is close to at least one data item in the database. Then, it will suffice to select pivots in such a way that every data item in the database is close to at least one pivot. Specifically, assume that $m$ pivots are chosen by one of the algorithms presented in the next section (Section 4.3.4), and let $\gamma$ denote the average distance between a pivot and its closest neighbor pivot. Then, to ensure that any data item is within a $\eta/2$ distance from its closest pivot, we should set $\eta$ to a value larger than $\gamma$. This is because the maximum distance between data items and their respective closest pivots will be larger than $\gamma/2$. Our numerical study in Section 4.4.2 shows that, with our choice of $\eta = 1.9\gamma$, most of the novel queries fall within a $\eta/2$ distance from their closest pivot. We also show, in Section 4.4.6, that the search accuracy does not change much when $\eta$ is larger than $\gamma$.

For a multi-pivoted transformation, we also need to determine (1) the number of pivots ($m$) and (2) a strategy for selecting $m$ pivots. We discuss these two issues in Section 4.3.4 after presenting the technical details of our algorithm.
4.3.4 Our NSH Algorithm

This section describes our algorithm, Neighbor-Sensitive Hashing (NSH). Besides NST, another ingredient for our hashing algorithm is enforcing the even distribution of data items in Hamming space, which is a widely-adopted heuristic. Let \( h_i^* \) represent a column vector \((h_i(v_1), \ldots, h_i(v_N))^T\) where \( v_1, \ldots, v_N \) are the data items in a database. In other words, \( h_i^* \) is a column vector of length \( N \) that consists of all \( i \)-th bits collected from the generated hashcodes. Then, the technical description of the even distribution of the data points in the Hamming space is as follows:

\[
(h_i^*)^T \mathbb{1} = 0 \quad \forall i = 1, \ldots, b \tag{4.7}
\]

\[
(h_i^*)^T h_j^* = 0 \quad \forall i, j = 1, \ldots, b \text{ and } i \neq j \tag{4.8}
\]

The first expression induces that the hash bits are turned on with 50% chance. The second expression induces that two hash bits in different positions are uncorrelated so that they have different hash bits in different positions. The second condition also means that the conditional probability that a data item receives 1 for \( i \)-th hash bit is independent of the probability that the data item receives 1 for \( j \)-th hash bit if \( i \neq j \).

The primary objective NSH is to generate a hash function using NST, while best ensuring the above requirement for the data items that reside in the database. First, if we consider a data item \( v \) as a \( d \)-dimensional column vector, the hash bits are determined by NSH in the following way: \( h_i = \text{sign}(w_i^T f(v) + c_i) \), where \( f \) is a multi-pivoted transformation with \( m \) pivots, \( w_i \) is a \( m \)-dimensional vector, and \( c_i \) is a scalar value. Our main goal in this section is to find the appropriate values for \( w_i \) and \( c_i \) that can satisfy Equations 4.7 and 4.8. To find these values, NSH performs the following procedure:

1. Choose \( m \) pivots.
2. Convert all data items using a multi-pivoted transformation in Definition 8, and obtain \( N \) number of \( m \)-dimensional transformed items.
3. Generate a vector \( w_1 \) and a bias term \( c_1 \) using an \((m + 1)\)-dimensional Gaussian distribution.
4. Adjust the vector \( w_1 \) and the bias term \( c_1 \) so that the resulting hash bits satisfy Equation 4.7.
5. For each \( i = 2 \) to \( b \) (hashcode length),
   (a) Generate a vector \( w_i \) and a bias term \( c_i \) from an \((m + 1)\)-dimensional Gaussian distribution.
(b) Adjust \(w_i\) and the bias term \(c_i\) so that the resulting hash bits \(h_i^*\) satisfy Equations 4.7 and 4.8 with respect to the already generated hash bits \(h_j^*\) for \(j = 1, \ldots, i - 1\).

6. Collect \(w_i\) and \(c_i\) for \(i = 1, \ldots, b\), which compose our hash function of length \(b\).

A natural question is how to adjust the random vectors \(w_i\) and compute the bias terms so that the hash bits follow Equations 4.7 and 4.8. For this purpose, we maintain another series of \((m + 1)\)-dimensional vectors \(z_j\) where \(j = 1, \ldots, b\). When we generate \(w_i\), the set of vectors \(z_j\) for \(j = 1, \ldots, i\) work as a basis to which \(w_i\) must be orthogonal.\(^6\) From now on, we think \(w_i\) for \(i = 1, \ldots, b\) is \((m + 1)\)-dimensional vectors including the bias term in its last element. Let \(F\) denote a \(N\)-by-\((m + 1)\) design matrix, for which the rows are the transformed data items \((f(v_1), \ldots, f(v_N))\) and the number of the columns is the number of the pivots plus one (the last column is one-padded to be multiplied with the bias component of \(w_i\)). Then the collection of \(i\)-th hash bits can be expressed compactly as follows: \(h_i^* = \text{sign}(Fw_i)\).

When we compute the coefficient \(w_1\) for the first bit function, \(h_1^*\) must be orthogonal to \(\mathbb{1}\) according to Equation 4.7. As a result, when generating \(w_1\) for the first hash bits, we aim to satisfy the following expression: \(\text{sign}(Fw_1)^T\mathbb{1} = 0\). We relax this expression for efficient computation as follows: \(w_1^TF^T\mathbb{1} = 0\). From this expression, we can easily see that \(z_1\) can be set to \(F^T\mathbb{1}/\|F^T\mathbb{1}\|\), then \(w_1\) is obtained by first generating a random vector \(l\) and subtracting the inner product of \(l\) and \(z_1\) from \(l\).

When we compute the coefficient vector \(w_2\) for the second bit function, it should satisfy the following two conditions according to Equations 4.7 and 4.8:

\[
\text{sign}(Fw_2)^T\mathbb{1} = 0, \quad \text{sign}(Fw_2)^Th_1^* = 0.
\]

For computational efficiency, these conditions are relaxed as:

\[
w_2^TF^T\mathbb{1} = 0, \quad w_2^TF^Th_1^* = 0.
\]

We can simply ignore the first requirement among the two because \(z_1\) already holds the necessary information. For the second requirement, we set \(z_2\) to \(F^T h_1^* - (F^T h_1^*)^T z_1\) and normalize it, which is the component of \(F^T h_1^*\) that is orthogonal to \(z_1\). With those two vectors of \(z_1\) and \(z_2\), the process of finding \(w_2\) is as straightforward as before: generate a random vector, project the vector onto the subspace spanned by \(z_1\) and \(z_2\), and subtract the projected component from the random vector. Computing other coefficients \(w_i\) for

\(^6\)More concretely, \(w_1\) must be orthogonal to \(z_1\), and \(w_2\) must be orthogonal both to \(z_1\) and \(z_2\), and so on.
i = 3, . . . , b can be performed in the same way. Our algorithm is presented in more detail in Algorithm 3.

The resulting time complexity of the process is $O(Nmd + b(mb + Nm))$, which is linear with respect to the database size. We have empirical runtime analysis in Section 4.4.5.

**Number of Pivots ($m$) and Pivot Selection Strategy**— Using a large number of pivots helps keep the ratio of $\eta$ to the maximum distance small, which is one of the conditions for Lemma 5. However, in practice, we observed that increasing the number of pivots beyond $b$ (where $b$ is the length of hashcodes) only marginally improved the search accuracy. This is shown in Figure 4.9(b). On the other hand, the technical conditions in Equations 4.7 and 4.8 and the time complexity analysis above imply important criteria for determining the number of pivots ($m$):

1. $m$ must be equal to or larger than the hashcode length ($b$).
2. The smaller the $m$, the faster the hashing computation.

For these reasons, we recommend $m = c \cdot b$, where $c$ is a small positive integer, e.g., 1, . . . , 10. To obtain a value of $m$ that is well tailored to a given dataset, one can additionally employ a standard cross validation procedure that is widely used in machine learning literature. For this, we should first partition our original dataset into two, which are called training set and holdout set, respectively. Next, we generate a $b$-bit hash function with $m$ pivots based on the training set, and test the performance of the generated
hash function by using the holdout set as our queries. This procedure is repeated with
different values of $m$, and the value yielding the highest search accuracy on the holdout
set is chosen for the actual hashcode generation process.

Once the number of pivots is determined, we need to generate these pivots. We
consider three different strategies for this:

1. Uniform strategy: Given the min and max coordinate of existing data items along
each dimension, determine the respective coordinates of the pivots by picking $m$
values from that interval uniformly at random.
2. Random strategy: Pick $m$ data items from the database at random, and use them
as pivots.
3. $k$-means strategy: Run the $k$-means++ algorithm on the existing items, and use the
resulting centroids as pivots.

In Section 4.4.6, we study how these pivot selection strategies produce different search
accuracies for different query workloads.

**Impact of the Data Distribution**— Unlike traditional hashing algorithms such as LSH [18,
37, 45, 61], different data distributions lead to different hash functions in our approach.
This effect is due to the pivot selection process; once the $m$ pivots are chosen, the re-
main ing steps of our algorithm are agnostic to the data distribution.

The random and $k$-means strategies tend to choose more pivots in the dense areas.
Thus, the locations of the selected pivots are balanced for a balanced dataset, and are
skewed for a skewed dataset. In contrast, the uniform strategy is not affected by the
skewness of the data distribution, Rather, it is only affected by the range of the data
items (i.e., the boundary items).

Our search results are more accurate when there are data items around queries. This
is because our algorithm is more effective when there is a pivot close to each query, and
we select pivots from areas where data items exist. Thus, when the random or $k$-means
strategy is used, our algorithm is more effective when queries are mostly from the dense
areas. When the uniform strategy is used, our algorithm is effective when queries are
generated uniformly at random within the data items’ boundary.

On the other hand, since our algorithm is based on a $q$-$(\eta_{\text{min}},\eta_{\text{max}})$-sensitive trans-
formation, we may not be successful at retrieving all $k$ items when there are fewer than
$k$ items within a $\eta_{\text{max}}$ distance of the query. We empirically study this observation in
Section 4.4.6.

Finally, note that even for uniformly distributed items, our proposed approach out-
performs traditional counterparts for $k$NN tasks. This is because the core benefit of our
approach lies in its greater distinguishability for nearby data items, which is still valid for
<table>
<thead>
<tr>
<th>Dataset</th>
<th># Items</th>
<th>Dim</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST [169]</td>
<td>69,000</td>
<td>784</td>
<td>Bitmap datasets</td>
</tr>
<tr>
<td>80M Tiny [169]</td>
<td>79,301,017</td>
<td>384</td>
<td>GIST image descriptors</td>
</tr>
<tr>
<td>SIFT [80]</td>
<td>50,000,000</td>
<td>128</td>
<td>SIFT image descriptors</td>
</tr>
<tr>
<td>LargeUniform</td>
<td>1,000,000</td>
<td>10</td>
<td>Standard uniform dist.</td>
</tr>
<tr>
<td>SmallUniform</td>
<td>10,000</td>
<td>10</td>
<td>Standard uniform dist.</td>
</tr>
<tr>
<td>Gaussian</td>
<td>10,000</td>
<td>10</td>
<td>Standard normal dist.</td>
</tr>
<tr>
<td>LogNormal</td>
<td>10,000</td>
<td>10</td>
<td>A log-normal dist.</td>
</tr>
<tr>
<td>Island</td>
<td>10,000</td>
<td>10</td>
<td>SmallUniform + two clusters. See Section 4.4.6.</td>
</tr>
</tbody>
</table>

Table 4.1: Dataset Summary. Three real and five synthetic datasets in order. For each dataset, 1,000 data items were held out as queries.

uniform distributions. Our empirical studies in Section 4.4.3 confirm that our technique outperforms not only LSH but also other state-of-the-art learning-based approaches even for uniform datasets.

### 4.4 Experiments

The empirical studies in this section have two following goals: first, we aim to verify our claim (more hash bits for neighbor items) with numerical analysis, and second, we aim to show the superiority of our algorithm compared to various existing techniques. The results of this section include the following:

1. **Neighbor-Sensitive Transformation** enlarges the distances between close by data items, and the same goal is achieved for the hashcodes generated by **Neighbor-Sensitive Hashing** in terms of their Hamming distance.

2. Our hashing algorithm was robust for all settings we tested and showed superior performance in $k$NN tasks. Specifically, our method achieved the following improvements:
   (a) Up to 15.6% recall improvement\(^7\) for the same hashcode length,
   (b) Up to 22.5% time reduction for the same target recall.

We start to describe our experimental results after stating our evaluation settings.
4.4.1 Setup

Datasets and Existing Methods— For numerical studies and comparative evaluations, we use three real image datasets and five synthetic datasets. A database means a collection of data items from which the $k$ most similar items must be identified, and a query set means a set of query items we use to test the search performance. As in the general search setting, the query set does not belong to the database and is not known in advance; thus, offline computation of $k$NN is impossible. Table 4.1 summarizes our datasets.

For a comprehensive evaluation, we compared against three well-known approaches and five recent proposals: Locality Sensitive Hashing (LSH) [45], Spectral Hashing (SH) [174], Anchor Graph Hashing (AGH) [113], Spherical Hashing (SpH) [69], Compressed Hashing (CH) [109], Complementary Projection Hashing (CPH) [83], Data Sensitive Hashing (DSH) [57], and Kernelized Supervised Hashing (KSH) [112]. Section 4.5 describes the motivation behind each approach. Except for CH and LSH, we used the source code provided by the authors. We did our best to follow the parameter settings described in their work. We exclude a few other works that assume different settings for $k$NN item definitions [75].

For our algorithm, we set the number of pivots ($m$) to 4 and used $k$-means++ [22] to generate the pivots unless otherwise mentioned. The value of $\eta$ was set to 1.9 times of the average distance from a pivot to its closest pivot. (Section 4.4.6 provides an empirical analysis of different pivot selection strategies and different values of $m$ and $\eta$ parameters.) All our time measurements were performed on a machine with AMD Opteron processor (2.8GHz) and 512GB of memory. All hashing algorithms used 10 processors in parallel.

Quality Metric— Recall that Hamming Search is the component responsible for searching in the Hamming space. Once the Hamming Search component returns $r$ candidate items, finding the $k$ most similar items to a query is a straightforward process. Note that if there exists a data item that belongs to the true $k$NN among those $r$ items returned, the data item is always included in the answer set returned by Re-rank. Therefore, a natural way to evaluate the quality of the entire system is to measure the fraction of the data items that belong to the true $k$NN among the $r$ data items returned by Hamming Search.

---

7 Recall improvement is computed as (NSH’s recall - competing method’s recall).
8 For each dimension, the standard uniform distribution draws a value between 0 and 1, uniformly at random.
9 For each dimension, a value is drawn from a Gaussian distribution with a mean value of 0 and a standard deviation of 1.
10 Log-normal is a popular heavy-tailed distribution. In our experiments, we used $(\mu, \sigma) = (1, 0)$.
In other words, we compute the following quantity:

\[
\text{recall}(k)@r = \frac{(\# \text{ of true } k\text{NN in the retrieved})}{k} \times 100. \quad (4.9)
\]

This is one of the most common metrics for evaluating approximate \(k\)NN systems [79, 80, 151]. When choosing the \(r\) data items with the smallest Hamming distance from a query, it is possible for multiple items to have the same distance at the decision boundary. In such case, a subset of them are chosen randomly. This implies that the recall score of a trivial approach i.e., mapping all the data items to the same hashcodes, cannot be high. Typically, \(r\) is chosen as \(r = 10k\) or \(r = 100k\) to keep the Re-rank speed fast.\(^{11}\)

**Evaluation Methodology**— Note that the choice of the Hash Function is independent of the Hamming Search component, and using a different algorithm for Hamming Search can only affect the runtime. Thus, we consider two evaluation settings in this chapter.

1. **Hashcode Length and Recall**: This setting is to purely evaluate the quality of hashing algorithms without any effects from other components. This evaluation setting is to answer the following question: “what is the best hashing algorithm if the search speed is identical given the same hashcode size?” This evaluation is repeated for different choices of hashcode sizes, because the accuracy of different hashing algorithms can differ greatly based on their hashcode size. For example, it is not uncommon if some methods become less effective as the hashcode size increases.

2. **Search Speed and Recall**: Another evaluation methodology is to study the trade-off between search speed and resulting search accuracy. The search time consists of the time required to convert a query into a hashcode and the time to find the \(r\)NN data items in the Hamming space. Usually, the time required for hashcode generation is marginal compared to the Hamming Search process.

Another important criteria is the memory requirement for the generated hashcodes. This quantity can be easily inferred from the hashcode size because the size of the bit vectors in memory is identical regardless of the hashing algorithm used. When there are \(N\) data items in a database and we generate hashcodes of length \(b\), the amount of memory required to store all hashcodes is \(Nb/8\) bytes (since hashcodes are stored as bit vectors). Usually, this quantity is several orders of magnitude smaller than the size of the original database (e.g., 128-dimensional floating point type vectors will take \(128 \cdot 4 \cdot N\) bytes), making it possible to keep all the hashcodes in memory.

\(^{11}\)Larger values of \(r\) (e.g., close to the total number of items in the database) will improve recall; however, this will also make the search process as slow as the exact \(k\)NN.
4.4.2 Validating Our Main Claims

In this section, we numerically verify two important claims we have made: (i) the distance between novel queries and their closest pivot is small, and (ii) NST and NSH achieve their intended goal of placing more separators between closeby items.

First, to study how data items are mapped to pivots, we used Gaussian and LogNormal as representatives of balanced and skewed datasets, respectively. For each dataset, we considered three different cases: (1) when queries are chosen from the dense area of the dataset, (2) when they are drawn from the sparse area (i.e., outlier items), and (3) when queries come from the same distribution as the original dataset. In each case, we selected 128 pivots using the $k$-means strategy and measured the distances between queries and their respective closest pivot. Figure 4.5 shows the histogram of these distances. The results show that, for queries from the dense area and from the same distribution as the datasets, the measured distances mostly belong to the range with which NSH can work effectively, i.e., smaller than $\eta/2$. For queries from the sparse area, there were some cases where the measured distances were outside the desired range. This is

![Figure 4.5: The histogram of distances between queries $q$ and their respective closest pivots $p$ divided by $\eta$ (the parameter from Definition 7).](image-url)
Figure 4.6: The effects of NST and NSH. Figure (a) shows that NST enlarges the distances among nearby data items. Figure (b) shows that NSH makes nearby data items have larger Hamming distances compared to LSH. Figure (c) shows that there are more separators (hence, a larger Hamming distance gap) between pairs of data items when they are close to queries. Figure (d) shows using a real dataset (MNIST) that NSH produces larger Hamming distances between nearby data items compared to SH (a learning-based algorithm) and LSH.

expected since our pivot selection strategy assumes that queries are from an area where existing data items reside. Interestingly, as shown in Section 4.4.6, our final hashing algorithm still provides reasonable performance even for those queries that are drawn from sparse areas.

We also studied whether our proposed mechanisms (NST and NSH) achieve their intended properties, namely increasing the distance gap exclusively for close-by items. Here, we first transformed the data items of the SmallUniform dataset using 128 pivots to see how our multi-pivoted transformation (from Definition 8) alters the distances between items. Figure 4.6(a) shows the result. When the original distances between two
Figure 4.7: Hashcode length and recall improvements. The recall improvement is computed as (NSH’s recall - competing method’s recall).

items were smaller than the average distance between a query and its $k$-th closest item (e.g., 0.53 for 10-NN, 0.71 for 100-NN, and 0.97 for 1000-NN), their distances were amplified by NST in the transformed space. When we generated 32-bit hashcodes using NSH and LSH, NSH also produced larger Hamming distances (compared to its traditional counterpart, LSH), as reported in Figure 4.6(b). Figure 4.6(c) depicts the same effect by NSH, but using a histogram of the number of separators between the 50th and 101st closest data items to queries. Figure 4.6(d) shows NSH’s effectiveness using a real dataset (MNIST). Here, NSH again achieved larger Hamming distance gaps than both SH (a learning-based hashing algorithm) and LSH. Note that while the difference between NSH and SH may seem small, it translates to a significant difference in search performance (see Sections 4.4.3 and 4.4.4).

### 4.4.3 Hashcode Length and Search Accuracy

Recall that the hashcode length ($b$) is an important design parameter that determines the accuracy of approximate $k$NN and runtime of Hamming Search. In general, those two
factors (search accuracy and runtime) are in a trade-off relationship, i.e., larger hashcodes result in a more accurate but also slower search, and vice versa.

This subsection compares the search accuracies of various hashing algorithms with fixed hashcode lengths. For this experiment, we used the four datasets (MNIST, LargeUniform, 80M Tiny, and SIFT) and generated different lengths of hashcodes ranging from 16 to 256. Next, we examined how accurately different algorithms capture 10-NN data items for novel queries. For this, we report recall(10)@100 for the two relatively small datasets (MNIST and LargeUniform) and recall(10)@1000 for the other two large datasets. We present the experimental results for different choices of $k$ in Section 4.4.7.

Figure 4.7 shows the results. we report the recall improvements over other competing hashing algorithms. In most cases, the second best methods were SpH and KSH. However, the other recently developed algorithms (such as SH and CPH) worked relatively well too. AGH and CH showed surprisingly bad performance. In all cases, our proposed algorithm showed significant search accuracy gains, showing up to 15.6% improvement of recall over SpH and up to 39.1% over LSH.

### 4.4.4 Search Time and Search Accuracy

The second setting for performance evaluation is seeing the recall scores by different hashing algorithms when the search time is bounded. For the Hamming Search module, we used Multi-Index Hashing (MIH) [130], a recently developed data structure for exact $k$NN search in Hamming space. MIH has a parameter that determines the number of internal tables, and the search speed varies depending on the parameter setting. We followed a few different options based on the suggestions by its author, and reported the best results for each hashing algorithm.\(^\text{12}\)

There are two ways we can improve the search accuracy at the cost of search speed. The first is to increase the hashcode length, and the second is to increase the number of data items returned by Hamming Search ($r$) and let Re-rank find the $k$ most similar answers. When we tested the first approach, however, we observed that MIH’s performance degrades rapidly whenever the hashcode length is over 128, and MIH did not show considerable speed boost compared to a linear scan over hashcodes. For this reason, we used the second approach — increasing the value of $r$ — to adjust the search accuracy and search speed. Then, we collected all 64-bit hashcodes generated by different hashing algorithms, configured MIH to return different number ($r$) of data items as answers, and measured the recall scores of those answers as well as the time MIH took.

---

\(^{12}\)We set the number of tables to either 2 or 3.
Figure 4.8: Search time and recall improvements. The recall improvement is computed as \((\text{NSH's recall} - \text{competing method's recall})\). Time reduction is \((\text{competing method's search time} - \text{NSH's search time}) / \text{competing method's search time} \times 100\).

to return them. Note that even if we use the same data structure (MIH) for Hamming Search, systems with different hashing algorithms produce very different results since the hashing mechanism is key in producing high search accuracies.

Figure 4.8 reports recall improvements for a target time bound using two large datasets of 80M Tiny and SIFT. In most cases, NSH showed significant improvements over existing methods. Also, it is impressive that the system with our algorithm achieved as high as 50% average recall for 80M Tiny within only 49 ms search time requirement. Note that a simple linear scan over the original data items took more than 17 seconds.

### 4.4.5 Indexing Speed

As we generate hashcodes of different lengths in the above experiments, we also measured the times they took to generate hash functions and to convert the whole database (80M Tiny) to hashcodes. The result is summarized in Table 4.2. CPH uses expensive statistical optimization to generate hash functions, so it took a much longer time than other methods. All other methods, including NSH, reported reasonable indexing time.
### Table 4.2: Time requirement for hash function generation and database compression, i.e., converting 79 million data items in a database to hashcodes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Has Gen (sec)</th>
<th>Compression (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32bit</td>
<td>64bit</td>
</tr>
<tr>
<td>LSH</td>
<td>0.38</td>
<td>0.29</td>
</tr>
<tr>
<td>SH</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>AGH</td>
<td>786</td>
<td>873</td>
</tr>
<tr>
<td>SpH</td>
<td>397</td>
<td>875</td>
</tr>
<tr>
<td>CH</td>
<td>483</td>
<td>599</td>
</tr>
<tr>
<td>CPH</td>
<td>34,371</td>
<td>63,398</td>
</tr>
<tr>
<td>DSH</td>
<td>3.14</td>
<td>1.48</td>
</tr>
<tr>
<td>KSH</td>
<td>2,028</td>
<td>3,502</td>
</tr>
<tr>
<td>NSH (Ours)</td>
<td>231</td>
<td>284</td>
</tr>
</tbody>
</table>

#### 4.4.6 The Effect of Parameters on NSH

This section studies the effect of various parameters on the search accuracy of NSH. The parameters we consider are pivoting (the number of pivots and the selection strategy), the neighborhood parameter ($\eta$), the type of query workloads, and the data distribution.

**Pivot Selection**— As discussed after presenting Definition 8, the goal of choosing pivots is to ensure that the average distance of every data item in the database to its closest pivot is minimized. We studied the three different strategies described in Section 4.3.4: uniform strategy, random strategy, and $k$-means. For each strategy, we generated 32-bit hashcodes and used the Gaussian dataset with two different sets of queries: one set from the dense area (center of the normal distribution) and the other from the sparse area (tail of the distribution). Figure 4.9(a) shows the results. Both uniform and $k$-means strategies produced almost the same search accuracy, regardless of the query workload. However, the random strategy failed for queries from the spare area. This is because most of the randomly-chosen pivots are naturally from dense areas; thus, the pivots cannot cover the queries from sparse areas. Also, in our experiments, $k$-means strategy exhibited slightly better performance than the uniform one.

The number of pivots ($m$) is also important. To empirically study the effect of $m$ on search accuracy, we generated 32-bit hashcodes for three datasets (Gaussian, SmallUniform, and LogNormal) and varied $m$ between 3 and 512. Figure 4.9(b) shows the results. The results suggest that our algorithm is not very sensitive to the value of $m$, as long as $m \geq b$.

**Neighborhood Parameter ($\eta$)**— The value of $\eta$ is closely related to the size of the neighborhood for which we want to amplify the Hamming gap. To see $\eta$’s effect on our
algorithm’s performance, we generated 32-bit hashcodes for the MNIST dataset and measured the recall while varying $\eta$ between 0 and $5\gamma$, where $\gamma$ was the average distance between pairs of closest pivots. The results, plotted in Figure 4.9(c), indicate that our algorithm yields high accuracy when $\eta > \gamma$, and its accuracy curve improves unto $\eta \approx 2\gamma$. Note that this empirical result is consistent with our discussion in Section 4.3.3.

Data Distribution—To study the effect of data distribution, we generated two datasets from standard distributions: Gaussian and LogNormal. Note that LogNormal has a skewed distribution with a heavy tail. In addition, to see how our $k$NN search accuracy is affected when there are fewer than $k$ data items around a query, we created another dataset, called Island. In Island, we added two small clusters to the SmallUniform dataset, where each clusters consisted of 3 data items, and they were placed far away (a distance of 1 and 5, respectively) from other data items.
For each dataset, we generated three different queries. For the Gaussian dataset, the first query was from its mode. The second and the third queries were twice and three times the standard deviation away from the mode, respectively. The three queries were similarly generated for LogNormal. For Island, the first query was from the area where the SmallUniform dataset resides, and the second and the third queries were from the two small clusters we added. Due to the placements of the two clusters, the third query was much far away from the other data items compared to the second query. For every dataset, we refer to these three queries as ‘Q from Dense’, ‘Q from Sparse’, and ‘Q from Very Sparse’, respectively.

We repeated each experiment 30 times, each time with a different random seed, and reported the average recall scores in Figure 4.9(d). In general, the performance drops were more significant for queries drawn from ‘Very Sparse’ areas. One reason is the lack of nearby pivots around such queries. The second reason (especially for the Island dataset) is that the distance to $k$NN items were outside the neighborhood size for which NSH can work effectively.

### 4.4.7 Neighbor Sensitivity

Since our motivation was moving separators (or equivalently, bit functions) to have higher power in distinguishing neighbor items, it is likely that our algorithm loses its power to capture the similarities to the distant items. This potential concern leads to a natural question: up to what value of $k$ does our algorithm have advantage over other algorithms?

---

13A mode is the point at which a probability distribution function takes its maximum.
To answer this question, we varied the value of $k$ while fixing $r = 10 \cdot k$ (Recall $r$ is the number of the items returned by Hamming Search, and Re-rank module returns final $k$ answers) and observed how the search accuracy changed. More concretely, we generated 128-bit and 64-bit hashcodes respectively for MNIST and 80M Tiny, and varied $k$ from 1 to 1,000. See Figure 4.10 for the results.

Interestingly, for MNIST, we observed that our algorithm outperformed other methods only up to until $k = 100$ (0.14% of the database). The reason that our method showed superior performance only up to $k = 100$ was that due to the small size of the dataset (only 69K items in the database). When we ran the same experiment with a big dataset (80M Tiny), we did not observe the performance decrease until $k = 1000$, and our algorithm consistently outperformed other methods regardless of the choice of $k$. Considering that the dataset sizes in the real-world are large — the reason of approximate $k$NN— our algorithm can achieve superior performance in most practical cases.

### 4.5 Related Work

The growing market for ‘Big Data’ and interactive response times has created substantial interest in Approximate Query Processing both from academia [14, 47, 134, 187] as well as the commercial world [6, 7, 15]. While these techniques focus on general aggregate queries, this work focuses on approximating $k$NN queries as an important sub-class of them (see [127] and the references within).

Gionis et al. [61] were the first to apply Locality Sensitive Hashing to approximate search problems. In their work, unary representation of integers were used as hash functions to generate binary hash codes. Later, Charikar [37] proposed to use random hyperplanes as hash functions. These random hyperplanes were drawn from multi-dimensional Gaussian distributions, and generated hashcodes that could retain the locality sensitive property for cosine similarity. Datar et al. [45] proposed a variant of random hyperplane method for the Euclidean distance. Athitsos et al. [24] employed L1-embedding for a similar purpose. Distance-based Hashing [25] generalizes this technique to non-Euclidean distances.

Recent work in this area, however, has started to exploit statistical optimization techniques to learn more intelligent hash functions. These techniques, known as learning-based or data-dependent hashing, take the distribution of data into account in order to obtain more effective hash functions. A notable approach in this category is Spectral Hashing [174], which motivated others including Binary Reconstructive Embedding [99], Anchor Graph Hashing [113], Random Maximum Margin Hashing [84], Spherical Hash-
<table>
<thead>
<tr>
<th>Method</th>
<th>Year</th>
<th>Motivation / Intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSH [45]</td>
<td>2004</td>
<td>Random hyperplanes tend to preserve locality</td>
</tr>
<tr>
<td>SH [174]</td>
<td>2009</td>
<td>Minimize Hamming distance in proportion to similarities</td>
</tr>
<tr>
<td>AGH [113]</td>
<td>2011</td>
<td>Speed up SH by approximation</td>
</tr>
<tr>
<td>SpH [69]</td>
<td>2012</td>
<td>Spheres for capturing similarities</td>
</tr>
<tr>
<td>CH [109]</td>
<td>2013</td>
<td>Adopt sparse coding theory</td>
</tr>
<tr>
<td>CPH [83]</td>
<td>2013</td>
<td>Hash functions should go through sparse areas</td>
</tr>
<tr>
<td>DSH [57]</td>
<td>2014</td>
<td>Keep kNN items together using Adaptive Boosting</td>
</tr>
</tbody>
</table>

Table 4.3: Several Notable Hashing Algorithms.

There are several techniques developed for efficient indexing and querying of the hashcodes generated by LSH [55, 117, 153, 166, 168, 180]. As explained in Section 4.2.1 these methods belong to the Hamming Search stage; thus, they are orthogonal to our contribution. In our implementation, we employed Multi-Index Hashing (MIH) [130], as the state-of-the-art in this area.

Finally, it is important to note that using alternative representations of the original data points for hashing is not a new topic. Different approaches have used different representations to achieve their own motivations. For instance, AGH [113] used one to speed-up SH [174], and CH [109] used one to obtain sparse representations. When we used their representations in place of ours, the resulting algorithm produced a much worse performance. Finally, in machine learning, non-linear transformations have also been used for learning distance metrics for kNN classifiers [93, 124].

### 4.6 Summary

In this chapter, we have presented Neighbor-Sensitive Hashing, a algorithm that improves approximate kNN search based on an unconventional observation that magnifying the Hamming distances among neighbors helps in their accurate retrieval. We have formally proven the effectiveness of this novel strategy. We have also shown empirically that NSH yields better recall than its state-of-the-art counterparts given the same number of hash bits. NSH is a “drop-in replacement” for existing hashing methods. As a result, any application that chooses NSH can either enjoy an improved search quality, or trade NSH’s recall advantage for a significant speed-up (i.e., reduced time and memory footprint by using shorter hashcodes).
This chapter demonstrated the possibility of speeding up AQP by building task-aware synopses. The $k$NN algorithm, which this chapter has focused on, is an essential building block for many data mining algorithms, such as $k$-nearest neighbor classifiers and collaborative filtering. We believe our contribution can improve the performance of many advanced data analytics tasks that rely on retrieving similar items. In the following chapter, we present another technique that speeds up AQP by building task-aware synopses.
Chapter 5

High-quality Approximate Visualizations by Learning from Data

In this chapter, we present our second technique that speeds up AQP by building task-ware synopses. This technique speeds up approximate visualizations by choosing a subset of data items wisely. Similar to the previous techniques we have presented in this dissertation, the technique in this section also produces higher-quality results (here, visualizations) given fixed time-bounds, or requires shorter query processing time for meeting certain target quality.

5.1 Motivation

Data scientists frequently rely on visualizations for analyzing data and gleaning insight. For productive data exploration, analysts should be able to produce *ad hoc* visualizations in interactive time (a well-established goal in the visualization and human-computer interaction (HCI) community [28, 42, 43, 51, 52, 67, 110, 115, 142, 175]). However, with the rise of big data and the growing number of databases with millions or even billions of records, generating even simple visualizations can take a considerable amount of time. For example, as reported in Figure 5.2, we found that the industry standard Tableau visualization system takes over 4 minutes on a high-end server to generate a scatterplot for a 50M-tuple dataset that is already resident in memory. (see Section 5.6.1 for experimental details.) On the other hand, HCI researchers have found that visualizations must be generated in 500ms to 2 seconds in order for users to stay engaged and view the system as interactive [114,123,157]. Unfortunately, dataset sizes are already growing faster than Moore’s Law [165] (the rate at which our hardware is speculated to improve), so technology trends will likely exacerbate rather than alleviate the problem.
Figure 5.1: Samples generated by fined-grained stratified sampling and our approach respectively. When the entire range is visualized, both methods seem to offer the visualization of the same quality. However, when zoomed-in views were requested, only our approach retained important structures of the database.

This chapter addresses the problem of interactive visualization in the case of scatterplots and map plots. Scatterplots are a well-known visualization technique that represent database records using dots in a 2D coordinate system. For example, an engineer may investigate the relationship between time-of-day and server-latency by processing a database of Web server logs, setting time-of-day as the scatterplot’s X-axis and the server-latency as its Y-axis. Map plots display geographically-tied values on a 2D plane. Figure 5.1(a) is an example of a map plot, visualizing a GPS dataset from OpenStreetMap project with 2B data points, each consisting of a latitude, longitude, and altitude triplet (altitude encoded with color).

One approach for reducing the time involved in visualization production is via data reduction [29]. Reducing the dataset reduces the amount of work for the visualization system (by reducing the CPU, I/O, and rendering times) but at a potential cost to the quality of output visualization. Effective data reduction will shrink the dataset as much as possible while still producing an output that preserves all important information of the original dataset. Sampling is a popular database method for reducing the amount of data to be processed, often in the context of approximate query processing [13,15,27,38,
Figure 5.2: The latency for generating scatter plot visualizations using Tableau and MathGL (a library for scientific graphics).

While uniform (random) sampling and stratified sampling are two of the most common and effective approaches in approximate query processing [127], they are not well-suited for generating scatter and map plots: they can both fail to capture important features of the data if they are sparsely represented [115].

Figure 5.1 depicts an example using the Geolife dataset [189]. This dataset contains GPS-recorded locations visited by the people living in and around Beijing. In this example, we visualized 100K datapoints using both stratified sampling and our approach. For stratified sampling, we created a 316-by-316 grid and set the strata sizes (the number of datapoints in each cell) as balanced as possible across the cells created by the grid. In the zoomed-out overview plots, the visualization quality of the two competing methods seem nearly identical; however, when a zoomed-in plot is generated, one can observe that our proposed method delivers significantly richer information.

Previous Approaches—Architecturally, our system is similar to ScalaR [29], which interposes a data reduction layer between the visualization tool and a database backend; however, that project uses simple uniform random sampling. Researchers have attempted a number of approaches for improving visualization time, including binned aggregation [110, 115, 175], parallel rendering [42, 142], and incremental visualization [51, 52]. These methods are orthogonal to the one we propose here.

Our Goals—This chapter tackles the technical challenge of creating a sampling strategy that will yield useful and high-quality scatter and map plots at arbitrary zooming resolutions with as few sampled tuples as possible. Figure 5.1(d) shows the plot generated by our proposed method, which we call Visualization-Aware Sampling (VAS). Using the same number of tuples as random and stratified sampling, VAS yields a much higher-fidelity result. The use of VAS can be specified as part of the queries submitted by visualization tools to the database. Using VAS, the database returns an approximate query answer within a specified time bound using one of multiple pre-generated samples. VAS chooses
an appropriate sample size by converting the specified time bound into the number of
tuples that can likely be processed within that time bound. VAS is successful because
it samples data points according to a visualization-oriented metric that correlates well
with user success across a range of scatter and map plot tasks.

Contributions—We make the following contributions:

• We define the notion of VAS as an optimization problem (Section 5.3).
• We prove that the VAS problem is NP-hard and an offer efficient approximation
algorithm. We establish a worst-case guarantee for our approximate solution (Sec-
section 5.4).
• In a user study, we show that our VAS is highly correlated with the user’s success
rate in various visualization tasks. We also evaluate the efficiency and effectiveness
of our approximation algorithm over several datasets. We show that VAS can de-
deliver a visualization that has equal quality with competing approaches, but using
up to $400 \times$ fewer data points. Alternatively, if VAS can process an equal number of
data points as competing methods, it can deliver a visualization with a significantly
higher quality (Section 5.6).

Finally, we cover related work in Section 5.7 and conclude with a discussion of future
work in Section 5.8.

5.2 System Overview

5.2.1 Software Architecture Model

Figure 5.3 shows the software architecture model that we focus on in this chapter. This
is a standard architecture supported by the popular Tableau system [8]. It is also similar
to ScalaR’s “dynamic reduction” software architecture [29]. The user interacts with a
visualization tool to describe a desired visualization — say, a scatterplot of Web server time vs latency. This tool has been configured to access a dedicated RDBMS, and the schema information from the RDBMS is visible in the user’s interaction with the tool. For example, in Tableau, a user can partially specify a desired scatterplot by indicating a column name (say, server latency) from a list of options populated from the RDBMS metadata. The user must not only choose just which fields and ranges from the database are rendered, but also choose image-specific parameters such as visualization type, axis labels, color codings, and so on.

Once the user has fully specified a visualization, the tool requests the necessary data by generating the appropriate SQL query and submitting it to the remote RDBMS. The RDBMS then returns the (relational) query results back to the visualization tool. Finally, the tool uses the fetched records to render the final visualization bitmap, which is displayed to the user. During these last three steps, the user waits idly for the visualization tool and the RDBMS.

When large datasets are being visualized, extremely long waits can negatively affect the analyst’s level of engagement and ability to interactively produce successive visualizations [28, 67, 114, 123, 157]. As reported in Figure 5.2, our own experiments show that the industry-standard Tableau tool can take more than four minutes to produce a scatterplot on just 50M tuples fetched from an in-memory database.

Note that our sampling approach is not limited to the software architecture in Figure 5.3, as reducing the number of visualized records almost always brings performance benefits. Thus, even if engineers decide to combine the visualization and data management layers in the future, sampling-based methods will still be useful.

### 5.2.2 Data Sampling

Approximate query processing via sampling is a popular technique [12, 16, 27, 38, 68, 81, 125, 131] for reducing the number of returned records, and random sampling or stratified sampling are two well-known methods for this. When using these methods, the visualization tool’s query is run over a sampled table(s) (or simply, a sample) that is smaller than, and derived from, the original table(s). The sample(s) can be maintained by the same RDBMS. Since sampling approaches incur an additional overhead to produce the sample(s), these are typically performed in an offline manner [15, 38]: Once the sample is created and stored in the database, they can be interactively queried and visualized many times. (A sample can also be periodically updated when new data arrives [16].)
There is, of course, a tradeoff between output result quality and the size of the sample\(^1\) (and thus, runtime). In the limit, a random sample of 100% of the original database will produce results with perfect fidelity, but will also not yield any reduction in runtime. Conversely, a sample of 0% of the database will yield a result with no fidelity, albeit very quickly. The exact size of the sample budget will be determined by deployment-specific details: the nature of the application, the patience of the user base, the amount of hardware resources available, and so on. As a result, the usefulness of a sampling method must be evaluated over a range of sample budgets, with a realistic measure of final output quality. Choosing a correct sampling budget is a known issue in the approximate query processing literature \([15]\). Of course, in any specific real-world deployment, we expect that the application will have a fixed maximum runtime or the size of a sample that the system must observe.

5.2.3 Visualization Quality

In this work, we focus on the production of scatterplots (including map plots, such as Figure 5.1) as one of the most popular visualization techniques. We leave other visualization types (such as bar charts, line charts, chloropleths, and so on) to future work.

Since the final value of a visualization is how much it helps the user, evaluating any sampling method means examining how users actually employ the visualizations they produce. Schneiderman, et al. proposed a taxonomy for information visualization types \([158]\) and compiled some of common visualization-driven goals/tasks. Their list of goals included (i) regression, (ii) density estimation, and (iii) clustering. Our system aims to yield visualizations that help with each of these popular goals. We make no claim about other user goals and tasks for visualization, such as pattern finding and outlier detection, which we reserve for future work (although we have anecdotal evidence to suggest our system can address some of these tasks, too).

In this context, regression is the task of (visually) estimating the value of dependent variables given the value of independent variables. For example, if we want to know the temperature of the location specified by a pair of latitude and longitude coordinates, it belongs to the regression task. Density estimation is the task of understanding the distribution of the original data. For instance, one can use a map plot to understand the geometric area with the most cell phone subscribers. Clustering is a task that assigns data elements into distinct sets such that the data in the same group tend to be close to one another, while data in different groups are comparatively far apart.

\(^1\)Here, the size of a sample means the number of the data points contained in the sample.
Schneiderman, et al.’s list also included goals/tasks that are either poor fits for scatter plots, or are simply outside the scope of what we aim to accomplish in this chapter: shape visualization (DNA or 3D structures), classification, hierarchy understanding, and community detection in networks. We explicitly do not attempt to produce visualizations that can help users with these tasks.

5.2.4 Our Approach

Our proposed method proceeds in two steps: (1) during offline preprocessing, we produce a sample that enable fast queries later, and (2) at query time, we choose a sample whose size is appropriate for the specific query.

Similar to any offline indexing technique, VAS also requires (1) the user to make choices about indexed columns and (2) an upfront computational work to speed up future queries. In other words, VAS can be considered as a specialized index designed for visualization workloads (e.g., Tableau). Note that, currently, even if users want to use offline indexing, there is no indexing technique that ensures fast and accurate visualizations, a problem solved by VAS.

Indexed columns can be chosen in three ways:
1. manually, by the DBA;
2. based on the most frequently visualized columns [15, 73]; or
3. based on statistical properties of the data [135].

Among these approaches, the second one is the simplest, works reasonably well in practice, and can be made resilient against workload changes [126]. Furthermore, note that visualization workloads, especially those supported by BI tools and SQL engines, are similar to exploratory SQL analytics (i.e., grouping, filtering, aggregations). Real-world traces from Facebook and Conviva [15] reveal that 80-90% of exploratory queries use 5-10% of the column combinations. Moreover, VAS only requires frequently visualized column pairs, not groups or filters.

The core innovation of our work is that we generate a sample according to a visualization-specific metric. That is, we believe that when a sample is generated according to the metric we propose in Section 5.3 below, the user will be able to accomplish their goals from Section 5.2.3 above (i.e., regression, density estimation, clustering) using the resulting visualization, even with a small number of rendered data points. We do not claim that our method will work for other visualization types, or even for other visualization goals. Indeed, our method of generating a sample could in principle be harmful to some goals (such as community detection tasks that require all members of a latent set to be sampled). However, scatter plots, map plots, and the three visualization goals we focus on
are quite widespread and useful. Furthermore, modifying a visualization tool to only use our sampling method if a user declares an interest in one of these goals would be a straightforward task.

### 5.3 Problem Formulation

The first step in our approach to obtain a good sample for scatter plot visualizations is defining a mathematical loss function that is closely correlated with the loss of visualization quality/utility from the user’s perspective. Once we define a function that captures the visualization utility, our goal will be to solve an optimization problem; that is, finding a sample of a given size that has the minimum value for the loss function. In the rest of this section, we formally define our loss function and optimization problem. The algorithm for solving the derived optimization problem will be presented in Section 5.4. Also, in Section 5.6.2, we will report a comprehensive user study confirming that minimizing our loss function does indeed yield more useful visualizations for various user tasks.

We start our problem formulation by defining notations. We denote a dataset $D$ of $N$ tuples by $D = \{t_1, t_2, \ldots, t_N\}$. Each tuple $t_i$ encodes the coordinate at which the associated point is displayed. For example, $t_i$ is a pair of longitude and latitude in a map plot. A sample $S$ is a subset of the dataset $D$ and is denoted by $S = \{s_1, s_2, \ldots, s_K\}$. Naturally, $s_i$ is one of $t_j$ where $j = 1, \ldots, N$. The size of the sample $S$ (which is denoted by $K$) is pre-determined based on the interactive latency requirement (see Section 5.2.2) and is given as an input to our problem.

In designing our loss function, the objective is to measure the visualization quality degradation originating from the sampling process. The traditional goal of sampling in database systems is to maximize the number of tuples that match a selection predicate, particularly those on categorical attributes [15]. In contrast, the selection predicates of a scatter/map plot are on a continuous range, for which traditional approaches (e.g., uniform or stratified sampling) may not lead to high quality visualizations.

Therefore, to develop a more visualization-focused sampling technique, we first imagine a 2D space on which a scatter plot is displayed, and let $x$ denote any of the points on the space. To measure the visualization quality loss, we make the following observations:

1. The visualization quality loss occurs, as the sample $S$ does not include all tuples of $D$. 
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2. The quality loss at \( x \) is reduced as the sample includes points at or near \( x \) —
   two plots drawn using the original dataset \( (D) \) and the sample \( (S) \) might not look
   identical if \( S \) does not include a point at \( x \) whereas \( D \) includes one at \( x \), but they
   will look similar if the sample contains points near \( x \).

3. When there are already many points at or near \( x \), choosing more points in that
   neighborhood does not significantly enhance a visualization.

To express the above observations in a formal way, we consider the following measure
for visualization quality degradation at the point \( x \):

\[
\text{point-loss}(x) = \frac{1}{\sum_{s_i \in S} \kappa(x, s_i)}.
\]

where \( \kappa(x, s_i) \) is the function that captures the proximity between the two points, \( x \) and
\( s_i \). In this chapter, we use \( \kappa(x, s_i) = \exp(-\|x - s_i\|^2/\epsilon^2) \) (see footnote\(^2\) for \( \epsilon \)) although
other functions can also be used for \( \kappa \) if the function is a decreasing convex function
of \( \|x - s_i\| \) — the convexity is needed due to the third observation we described above.
The equivalent quality metric can also be obtained by considering the problem as the
regression problem that aims to approximate the original tuples in \( D \) using the sample
\( S \). See our technical report for an alternative derivation [136]. Note that the above loss
value is reduced if there exists more sampled points near \( x \) where the proximity to \( x \) is
captured by \( \kappa(x, s_i) \). In other words, the visualization quality loss at \( x \) is minimized if \( S \)
includes as many points as possible at and around \( x \).

Note that the above loss function is defined for a single point \( x \) on the space on which
a scatter/map plot is visualized, whereas the space on which a scatter plot is drawn has
many of those points. As a result, our goal should be to obtain a sample \( S \) that minimizes
the combined loss of all possible points on the space. Due to the reason, our objective is
to find a sample \( S \) that minimizes the following expression:

\[
\text{Loss}(S) = \int \text{point-loss}(x) \, dx = \int \frac{1}{\sum_{s_i \in S} \kappa(x, s_i)} \, dx \quad (5.1)
\]

Here, the integration is performed over the entire 2D space.

Now, we perform several mathematical tricks to obtain an effectively equivalent but a
more tractable problem, because the exact computation of the above integration requires
an computationally expensive method such as a Monte Carlo experiment with a large

\(^2\)In our experiments, we set \( \epsilon \approx \max(||x_i - x_j||)/100 \) but there is a theory on how to choose the optimal
value for \( \epsilon \) as the only unknown parameter [39].
number of points. Using a second-order Taylor expansion, we can obtain a simpler form that enables an efficient algorithm in the next section:

$$\min \int \frac{1}{\sum_{s_i \in S} \kappa(x, s_i)} \, dx$$

$$= \min \int 1 - (\sum \kappa(x, s_i) - 1) + (\sum \kappa(x, s_i) - 1)^2 \, dx$$

$$= \min \int (\sum \kappa(x, s_i))^2 - 3 \sum \kappa(x, s_i) \, dx$$

$$= \min \int \sum_{s_i, s_j \in S} \kappa(x, s_i)\kappa(x, s_j) \, dx$$

To obtain the last expression, we used the fact that the term $\int \sum \kappa(x, s_i) \, dx$ is constant since $\kappa(x, s_i)$ is a similarity function and we are integrating over every possible $x$, i.e., $\int \sum \kappa(x, s_i) \, dx$ has the same value regardless of the value of $s_i$. For the same reason, $\int \sum [\kappa(x, s_i)]^2 \, dx$ is also constant. By changing the order of integration and summation, we obtain the following optimization formulation, which we refer to as Visualization-Aware Sampling (VAS) problem in this chapter.

**Definition 9 (VAS).** Given a fixed $K$, VAS is the problem of obtaining a sample $S$ of size $K$ as a solution to the following optimization problem:

$$\min \sum_{S \subseteq D; |S| = K} \sum_{s_i, s_j \in S; i < j} \tilde{\kappa}(s_i, s_j)$$

where $\tilde{\kappa}(s_i, s_j) = \int \kappa(x, s_i)\kappa(x, s_j) \, dx$

In the definition above, we call the summation term $\sum \tilde{\kappa}(s_i, s_j)$ the optimization objective. With our choice of the proximity function, $\kappa(s_i, s_j) = \exp(-\|s_i - s_j\|^2/\epsilon^2)$, we can obtain a concrete expression for $\tilde{\kappa}(s_i, s_j) = \exp(-\|s_i - s_j\|^2/2\epsilon^2)$, after eliminating constant terms that do not affect the minimization problem. In other words, $\tilde{\kappa}(s_i, s_j)$ is in the same form as the original proximity function. In general, $\tilde{\kappa}(s_i, s_j)$ is another proximity function between the two points $s_i$ and $s_j$ since the integration for $\tilde{\kappa}(s_i, s_j)$ tends to have a larger value when the two points are close. Thus, in practice, it is sufficient to use any proximity function directly in place of $\tilde{\kappa}(s_i, s_j)$.

In the next section, we show that the VAS problem defined above is NP-hard and we present an efficient approximation algorithm for solving this problem. Later in Section 5.6.2 we show that by finding a sample $S$ that minimizes our loss function, we obtain a sample that, when visualized, best allows users to perform various visualization tasks.
5.4 Solving VAS

In this section, we focus on solving the optimization problem derived in the previous section to obtain an optimal sample $S$. In the following section, we also describe how to extend the sample obtained by solving VAS to provide a richer set of information.

5.4.1 Hardness of VAS

First, we analyze the hardness of VAS formally.

**Theorem 5.1.** VAS (Problem 9) is NP-hard.

**Proof.** We show the NP-hardness of Problem 9 by reducing *maximum edge subgraph* problem to VAS.

**Lemma 6.** *(Maximum Edge Subgraph)* Given a undirected weighted graph $G = (V, E)$, choose a subgraph $G' = (V', E')$ with $|V'| = K$ that maximizes

$$\sum_{(u,v) \subseteq E'} w(u,v)$$

This problem is called *maximum edge subgraph*, and is NP-hard [50].

To reduce the above problem to VAS, the following procedure is performed: map $i$-th vertex $v_i$ to $i$-th instance $x_i$, and set the value of $\tilde{\kappa}(x_i, x_j)$ to $w_{\text{max}} - w(v_i, v_j)$, where $w_{\text{max}} = \max_{v_i, v_j \subseteq V} w(v_i, v_j)$. The reduction process takes $O(|E| + |V|)$. Once the set of data points that minimize $\sum_{s_i, s_j \in X} \tilde{\kappa}(s_i, s_j)$ is obtained by solving VAS, we choose a set of corresponding vertices, and return them as an answer to the *maximum edge subgraph* problem. Since the *maximum edge subgraph* problem is NP-hard, and the reduction process takes a polynomial time, VAS is also NP-hard.

Due to the NP-hardness of VAS, obtaining an exact solution to VAS is prohibitively slow, as we will empirically show in Section 5.6.4. Thus, in the rest of this section, we present an approximation algorithm for VAS (Section 5.4.2), followed by additional ideas for improvement (Section 5.4.2).

5.4.2 The Interchange Algorithm

In this section, we present our approximation algorithm, called Interchange. The Interchange algorithm starts from a randomly chosen set of size $K$ and performs a replacement operation with a new data point if the operation decreases the optimization objective (i.e.,
the loss function). We call such a replacement, i.e., one that decreases the optimization objective, a valid replacement. In other words, Interchange tests for valid replacements as it sequentially reads through the data points from the dataset \( D \).

One way to understand this algorithm theoretically is by imagining a Markov network in which each state represents a different subset of \( D \) where the size of the subset is \( K \). The network then has a total of \( \binom{D}{K} \) states. The transition between the states is defined as an exchange of one of the elements in the current subset \( S \) with another element in \( D - S \). It is easy to see that the transition defined in this way is irreducible, i.e., any state can reach any other states following the transitions defined in such a way. Because Interchange is a process that continuously seeks a state with a lower optimization objective than the current one, Interchange is a hill climbing algorithm in the network.

**Expand/Shrink procedure**— Now we state how we can efficiently perform valid replacements. One approach to finding valid replacements is by substituting one of the elements in \( S \) with a new data point whenever one is read in, then computing the optimization objective of the set. For this computation, we need to call the proximity function \( O(K^2) \) times as there are \( K \) elements in the set, and we need to compute a proximity function for every pair of elements in the set. This computation should be done for every element in \( S \). Thus, to test for valid replacements, we need \( O(K^3) \) computations for every new data point.

A more efficient approach is to consider only the part of the optimization objective for which the participating elements are responsible. We formally define the notion of responsibility as follows.

**Definition 10. (Responsibility)** The responsibility of an element \( s_i \) in set \( S \) is defined as:

\[
\text{rsp}_S(s_i) = \frac{1}{2} \sum_{s_j \in S, j \neq i} \tilde{r}(s_i, s_j).
\]

Using the responsibility, we can speed up the tests for valid replacements in the following way. Whenever considering a new data point \( t \), take an existing element \( s_i \) in \( S \), and compute the responsibility of \( t \) in the set \( S - \{s_i\} + \{t\} \). This computation takes \( O(K) \) times. It is easy to see that if the responsibility of \( t \) in \( S - \{s_i\} + \{t\} \) is smaller than the responsibility of \( s_i \) in the original set \( S \), the replacement operation of \( s_i \) with the new data point \( t \) is a valid replacement. In this way, we can compare the responsibilities without computing all pairwise proximity functions. Since this test should be performed for every element in \( S \), it takes a total of \( O(K^2) \) computations for every new data point.
Algorithm 4: Interchange algorithm.

input : $D = \{t_1, t_2, \ldots, t_N\}$
output: A sample $S$ of size $K$

// set for pairs of (item, responsibility)

1 $R \leftarrow \emptyset$
2 foreach $t_i \in D$ do
3    if $|R| < K$ then $R \leftarrow$ Expand ($R, t_i$)
4    else
5        $R \leftarrow$ Expand ($R, t_i$)
6        $R \leftarrow$ Shrink ($R$)
7    end
8 end
9 $S \leftarrow$ pick the first item of every pair in $R$
10 return $S$

11 subroutine Expand ($R, t$)
12    rsp $\leftarrow$ 0 // responsibility
13    foreach $(s_i, r_i) \in R$ do
14        $l \leftarrow \tilde{\kappa}(t, s_i)$
15        $r_i \leftarrow r_i + l$
16        rsp $\leftarrow$ rsp + $l$
17    end
18    insert ($t, $rsp$)$ into $R$
19    return $R$
20 end

21 subroutine Shrink ($R$)
22    remove ($t, r$) with largest $r$ from $R$
23    foreach $(s_i, r_i) \in R$ do
24        $r_i \leftarrow r_i - \tilde{\kappa}(t, s_i)$
25    end
26    return $R$
27 end
However, it is possible to make this operation even faster. Instead of testing for valid
replacements by substituting the new data point \( t \) for one of the elements in \( S \), we simply
expand the set \( S \) by inserting \( t \) into the set, temporarily creating a set of size \( K + 1 \). In this
process, the responsibility of every element in \( S \) is updated accordingly. Next, we find
the element with the largest responsibility in the expanded set and remove that element
from the set, shrinking the set size back to \( K \). Again, the responsibility of every element
in \( S \) should be updated. Algorithm 4 shows the pseudo-code for this approach. The
theorem below proves the correctness of the approach.

**Theorem 5.2.** For \( s_i \in S \), if replacing \( s_i \) with a new element \( t \) reduces the optimization
objective of \( S \), applying Expand followed by Shrink in Algorithm 4 replaces \( s_i \) with \( t \).
Otherwise, \( S \) remains the same.

*Proof.* Let \( \tilde{\kappa}(S) \) indicate \( \sum_{s_i,s_j \in S, i < j} \tilde{\kappa}(s_i,s_j) \). Also, define \( S_- = S - \{s_i\} \) and \( S_+ = S + \{t\} \). We show that if the optimization objective before the replacement, namely \( \tilde{\kappa}(S_- + \{s_i\}) \), is larger than the optimization objective after the replacement, namely \( \tilde{\kappa}(S_+ + \{t\}) \), then the responsibility of the existing element \( s_i \) in an expanded set, \( \text{rsp}_{S_+}(s_i) \), is also larger than the responsibility of the new element \( t \) in the expanded set, \( \text{rsp}_{S_+}(t) \). The proof is as follows:

\[
\begin{align*}
\tilde{\kappa}(S_- + \{s_i\}) &> \tilde{\kappa}(S_- + \{t\}) \\
\iff &\sum_{s_j \in S_-} \tilde{\kappa}(s_i,s_j) > \sum_{s_j \in S_-} \tilde{\kappa}(t,s_j) \\
\iff &\tilde{\kappa}(s_i,t) + \sum_{s_j \in S_-} \tilde{\kappa}(s_i,s_j) > \tilde{\kappa}(s_i,t) + \sum_{s_j \in S_-} \tilde{\kappa}(t,s_j) \\
\iff &\text{rsp}_{S_+}(s_i) > \text{rsp}_{S_+}(t).
\end{align*}
\]

Since the responsibility of \( s_i \) is larger than that of \( t \) in the expanded set \( S_+ \), the Shrink
routine will remove \( s_i \). If no element exists whose responsibility is larger than that of \( t \),
then \( t \) is removed by this routine and \( S \) remains the same. \( \Box \)

In both the Expand and Shrink routines, the responsibility of each element is updated
using a single loop, so both routines take \( O(K) \) computations whenever a new data
point is considered. Thus, scanning the entire dataset and applying these two routines
will take \( O(NK) \) running time.

The Interchange algorithm, if it runs until no replacement decreases the optimization
objective, has the following theoretical bound.
**Theorem 5.3.** Let’s say that the sample obtained by Interchange is $S_{int}$, and the optimal sample is $S_{opt}$. The quality of $S_{int}$, or the optimization objective, has the following upper bound:

\[
\frac{1}{K(K-1)} \sum_{s_i, s_j \in S_{int}; i < j} \tilde{R}(s_i, s_j) \leq \frac{1}{4} + \frac{1}{K(K-1)} \sum_{s_i, s_j \in S_{opt}; i < j} \tilde{R}(s_i, s_j)
\]

In the expression above, we compare the difference between the averaged optimization objectives.

**Proof.** Due to the submodularity of VAS, which we show in our technical report [136], we can apply the result of Nemhauser, et al. [129] and obtain the result above. □

Ideally, Interchange should be run until no more valid replacements are possible. However, in practice, we observed that even running the algorithm for half an hour produces a high quality sample. When more time is permitted, the algorithm will continuously improve the sample quality until convergence.

**Speed-Up using the Locality of Proximity function**— Proximity functions such as $\exp(-\|x - y\|^2/\epsilon^2)$ have a property called *locality*. The locality property of a proximity function indicates that its value becomes negligible when the distance between the two data points is not close—an idea also used in accelerating other algorithms [98]. For example, our proximity function value is $1.12 \times 10^{-7}$ when the distance between the two points is $4\epsilon$; thus, even though we ignore pairs whose distance is larger than a certain threshold, it will not affect the final outcome much. Exploiting this property, we can make the Expand and Shrink operations much faster by only considering the data points that are close enough to new data points. For a proximity check, our implementation used R-tree.

### 5.5 Extending VAS: Embedding Density

VAS aims to minimize a visualization-driven quality loss, yielding scatter/map plots that are highly similar to those generated by visualizing the entire dataset. However, we need a different strategy if the user’s intention is to estimate the density or find clusters from the scatter plot. This is because humans cannot visually distinguish multiple data points on a scatter plot if they are duplicates or extremely close to one another. This can make it hard to visually estimate the number or density of such data points. One way
to address this is to account for the number of near-duplicate points in each region. For example, points drawn from a dense area can be plotted with a larger legend size or some jitter noise can be used to provide additional density in the plot. In other words, the font size of each point or the amount of jitter noise will be proportional to the original density of the region the point is drawn from. VAS can be easily extended to support such an approach, as follows:

1. Obtain a sample using our algorithm for VAS.
2. Attach a counter to every sampled point.
3. While scanning the dataset once more, increase a counter if its associated sampled point is the nearest neighbor of the data point that was just scanned.

With these extra counters, we can now visualize the density of areas (each of which is represented by its nearest sampled point), e.g., using different dot sizes or by adding jitter noise in proportion to each point’s density. (See Section 5.6.2 for a scatter plot example.)

Note that the above process only adds an extra column to the database and, therefore, does not alter our basic Interchange algorithm for VAS. Also, this extension does not require any additional information from users.

Note that, for the above density embedding process, a special data structure such as a k-d tree [30] can be used to make the nearest neighbor tests more efficient. This is done by using the sample obtained in the first pass to build a k-d tree, then using the tree to identify the nearest data points in the sample during the second pass. Since k-d trees perform the nearest neighbor search in $O(\log K)$, the overall time complexity for the second pass is $O(N\log K)$.

### 5.6 Experiments

We run four types of experiments to demonstrate that VAS and VAS with density embedding can produce high-quality plots in less time than competing methods.

1. We study the runtime of existing visualization systems that were introduced in Figure 5.2.
2. In a user study, we show that users were more successful when they used visualizations produced by VAS than with other methods. We also show that user success and our loss function were negatively correlated (that is, users were successful when our loss function is minimized).
3. We show that VAS could obtain a sample of a fixed quality level (that is, loss function level) with fewer data points than competing methods. We demonstrate this over a range of different datasets and sample quality levels.

4. We empirically study the Interchange algorithm: we compare its quality and runtime to those of the exact method, examine the relationship between runtime and sample quality, and investigate the impact of our optimization on runtime.

All of our experiments were performed using two datasets: the Geolife dataset and the SPLOM dataset. The Geolife dataset was collected by Microsoft Research [189]. It contained latitude, longitude, elevation triples from GPS loggers, recorded mainly around Beijing. Our full database contained 24.4M tuples. We also used SPLOM, a synthetic dataset generated from several Gaussian distributions that had been used in previous visualization projects [88, 115]. We used parameters identical to previous work, and generated a dataset of five columns and 1B tuples. We performed our evaluations on an Amazon EC2 memory instance (r3.4xlarge) which contained 16 cores and 122G memory.

5.6.1 Existing Systems are Slow

Our discussions in this chapter are based on the idea that plotting a scatter plot using an original dataset takes an unacceptably long period of time. We tested two state-of-the-art systems: Tableau [9] and MathGL [120]. Tableau is one of the most popular commercial visualization software available on Windows, and MathGL is an open source scientific plotting library implemented in C++. We tested both the Geolife and SPLOM datasets. The results are shown in Figure 5.4.

In both systems, the visualization time includes (1) the time to load data from SSD storage (for MathGL) or from memory (for Tableau) and (2) the time to render the data into a plot. We can see that even when the datasets contained just 1M records, the
Figure 5.5: Example figures used in the user study for the regression task. We asked the altitude of the location pointed by ‘X’. The left was generated by stratified sampling and the right was generated by VAS.

Visualization time was more than the 2-second interactive limit. Moreover, visualization time grew linearly with sample size.

5.6.2 User Success and Sample Quality

In this section we make two important experimental claims about user interaction with visualizations produced by our system. First, users are more successful at our specified goals when using VAS-produced outputs than when using outputs from uniform random sampling or stratified sampling. Second, user success and our loss function — that is, our measure of sample quality — are correlated. We validate these claims with a user study performed using Amazon’s Mechanical Turk system.

User Success

We tested three user goals: regression, density estimation, and clustering.

Regression — To test user success in the regression task, we gave each user a sampled visualization from the Geolife data. We asked the users to estimate the altitude at a specified latitude and longitude. Naturally, the more sampled data points that are displayed near the location in question, the more accuracy users are likely to achieve. Figure 5.5 shows two examples of test visualizations given to users for the regression task (users were asked to estimate the altitude of the location marked by ‘X’). We gave each user a list of four possible choices: the correct answer, two false answers, and “I’m not sure”.

We tested VAS, random uniform sampling, and stratified sampling. We generated a test visualization for each sampling method at four distinct sample sizes ranging from...
Figure 5.6: An example figure used in the user study for the density estimation task. This figure was generated using VAS with density embedding. The left-hand image is the original figure. The right-hand image contains four test markers, used to ask users to choose the densest area and the sparsest areas.

100 to 100K. For each test visualization, we zoomed into six randomly-chosen regions and picked a different test location for each region. Thus, we had 72 unique test questions (3 methods * 4 sample sizes * 6 locations). We gave each package of 72 questions to 40 different users and averaged the number of correct answers over each distinct question. To control for worker quality, we filtered out users who failed to correctly answer a few trivial “trapdoor” questions.

The uniform random sampling method chooses $K$ data points purely at random, and as a result, tends to choose more data points from dense areas. We implemented the single-pass reservoir method for simple random sampling. Stratified sampling divides a domain into non-overlapping bins and performs uniform random sampling for each bin. Here, the number of the data points to draw for each bin is determined in the most balanced way. For example, suppose there are two bins and we want a sample of size 100. If there are enough data points to sample from those two bins, we sample 50 data points from each bin. Otherwise, if the second bin only has 10 available data points, then we sample 90 data points from the first bin, and 10 data points from the second bin. Stratified sampling is a straightforward method that avoids uniform random sampling’s major shortcoming (that is, uniform random sampling draws most of its data points from the densest areas). In our experiment, stratified sampling divided the domain of Geolife into 100 exclusive bins and performed uniform random sampling for each bin using the reservoir method.

Table 5.1(a) summarizes user success in the regression task. The result shows that users achieved the highest accuracy in the regression task when they used VAS, significantly outperforming other sampling methods.
### Table 5.1: User Performance in Three Tasks

**Density Estimation**— For the density estimation task, we created samples whose sizes ranged 100-100K using four different sampling methods: uniform random sampling, stratified sampling, VAS, and VAS with density embedding. Using those samples, we chose 5 different zoomed-in areas. For each zoomed-in area, we asked users to identify the densest and the sparsest areas among 4 different marked locations. Figure 5.6 shows an example visualization shown to a test user. As a result, we generated 80 unique visualizations. We again posed the package of 80 questions to 40 unique users, and again filtered out users who failed to answer easy trapdoor questions.

The result of the density estimation task is shown in Table 5.1(b). Interestingly, the basic VAS method *without* density estimation yielded very poor results. However, when we augmented the sample with density embedding, users obtained even better success than with uniform random sampling. One of the reasons that ‘VAS with density’ was
superior to uniform random sampling was because we not only asked the users to estimate the densest area, but also asked them to estimate the sparsest area of those figures. The figures generated by uniform random sampling typically had few points in sparse areas, making it difficult to identify the sparsest area.

**Clustering**— Lastly, we compared user performance in the clustering task. Since the Geolife dataset did not have ground-truth for clustering, we used synthetic datasets that we generated using Gaussian distributions instead. Using two-dimensional Gaussian distributions with different covariances, we generated 4 datasets, 2 of which were generated from 2 Gaussian distributions and the other 2 were generated from a single Gaussian distribution. (This dataset was similar to SPLOM, which unfortunately has a single Gaussian cluster, making it unsuitable for this experiment.)

Using the same 4 sampling methods that were used in the density estimation task, we created samples whose sizes ranged 100-100K, and tested if users could correctly identify the number of underlying clusters given the figures generated from those samples. In total, we created 64 questions (4 methods, 4 datasets, and 4 sample sizes). We again asked 40 Mechanical Turk users (or simply Turkers) and filtered out bad workers.

Table 5.1(c) summarizes the result of the clustering task. As in the density estimation task, ‘VAS with density’ allowed users to be more successful than they were with visualizations from uniform random sampling. Although VAS without density did not perform as well as uniform random sampling, it produced a roughly comparable score.

We think the reason VAS without density estimation showed comparable performance was that we used no more than 2 Gaussian distributions for data generation, and the Turkers could recognize the number of the underlying clusters from the outline of the sampled data points. For example, if the data were generated from two Gaussian distributions, the data points sampled by VAS would look like two partially overlapping circles. The Turkers would have shown poorer performance if there was a cluster surrounded by other clusters.

On the other hand, stratified sampling did poorly in this clustering task because it performed a separate random sampling for each bin, i.e., the data points within each bin tend to group together, and as a result, the Turkers found that there were more clusters than actually existed.

**Correlation with Sample Quality**

In this section, we test whether the VAS’s optimization criterion of Loss(S) had a close relationship to our visualization users’ success in reaching their end goals. If they were
highly correlated, we have some empirical evidence that samples which minimize the VAS loss function will yield useful plots.

In particular, we examined this relationship for the case of regression. For each combination of sample size and sampling method, we produced a sample and corresponding visualization. We computed $\text{Loss}(S)$ using the expression in Equation 5.1. We then measured the correlation between the loss and average user performance on the regression task for that visualization.

To compute the loss (Equation 5.1), which includes integration, we used the Monte Carlo technique using 1,000 randomly generated points in the domain of the Geolife dataset. For this process, we determined that randomly generated points were within the domain if there existed any data point in the original dataset whose distance to the randomly generated data points was no larger than 0.1. Now, the integral expression was replaced with a summation as follows:

$$\text{Loss}(S) = \frac{1}{1000} \sum_{i=1}^{1000} \frac{1}{\sum_{s_i \in S} \kappa(x_i, s_i)}.$$  

This loss computed above is the mean of one thousand values. One problem we encountered in computing the mean was that the point-loss often became so large that double precision could not hold those quantities. To address this, we used the median instead of the mean in this section because the median is less sensitive to outliers. Note that the median is still valid for a correlation analysis because we did not observe any case where a sample with a larger mean has a smaller median compared to another sample.

Next, to compare loss in a more consistent way, we computed the following quantity:

$$\log\text{-loss-ratio}(S) = \log_{10} \left[ \frac{\text{Loss}(S)}{\text{Loss}(D)} \right],$$

where $D$ is the original dataset. $\text{Loss}(D)$ is the lowest loss that a sample can achieve; thus, samples with log-loss-ratios close to zero can be regarded as good samples based on this metric.

Next we examined the relationship between a sample’s log-loss-ratio and the percentage of the questions that were correctly answered in the regression task using the sample’s corresponding visualization. If the two metrics yield similar rankings of the sampled sets, then the VAS optimization criterion is a good guide for producing end-user visualizations. If the two metrics yield uncorrelated rankings, then our VAS criterion is faulty.
Figure 5.7: The relationship between the loss and user performance on the regression task. The samples with smaller losses resulted in better success ratios in general in the regression task.

Figure 5.7 depicts the results. The figure clearly shows the negative correlation between the loss and user success ratio in the regression task. Because the X-axis of the figure is the loss function that we aim to minimize to obtain a good sample, the negative correlation between the two metrics shows the validity of our problem formulation.

Also, when we computed Spearman’s rank correlation coefficient\(^3\), the correlation coefficient was \(-0.85\), indicating a strong negative correlation between user success and the log-loss-ratio. (Its p-value was \(5.2 \times 10^{-4}\).) Put another way, minimizing our loss function for a sample should do a good job of maximizing user success on the resulting visualizations. This result indicates that the problem formulation in Section 5.3 and the intuition behind it was largely valid.

5.6.3 VAS Uses a Smaller Sample

This section shows that VAS can produce a better sample than random uniform sampling or stratified sampling. That is, for a fixed amount of visualization production time, its quality (loss function value) is lower; or, that for a fixed quality level (loss function value), it needs less time to produce the visualization. (The visualization production time is linear with the number of data points.)

We used the Geolife dataset and produced samples of various sizes (and thus, different visualization production times). Figure 5.8(a) shows the results when we varied the visualization time: VAS always produced a sample with lower loss function values (i.e., higher quality) than other methods. The quality gap between the methods did not become smaller until after an entire minute of runtime. We show a similar result with the other dataset in our technical report [136].

\(^3\)Spearman’s rank correlation coefficient produces \(-1.0\) for pairs of variables that are completely negatively correlated, and \(1.0\) for pairs of variables that are completely positively correlated.
Figure 5.8: Relationship between visualization production time and error for the three sampling methods.

Figure 5.8(b) shows the same data using a different perspective. We fixed the loss function value (quality) and measured how long it takes to visualize the corresponding samples. Because the samples generated by our method had much smaller losses compared to other methods, all of the data points in the figure are in the bottom right corner. Competing methods required much more time than VAS to obtain the same quality (loss function value).

5.6.4 Algorithmic Details

We now examine three internal qualities of the VAS technique: approximate vs. exact solution, runtime analysis, and optimization contributions.

Exact vs. Approximate— The NP-hardness of VAS supports the need for an approximation algorithm. This section empirically examines the NP-hardness of VAS.

We think one of the best options for obtaining an exact solution to VAS is by converting the problem to an instance of integer programming and solving it using a standard library. Refer to our report [136] for converting VAS to an instance of Mixed Integer Programming (MIP). We used the GNU Linear Programming Kit [118] to solve the converted MIP problem.

Table 5.2 shows the time it took to obtain exact solutions to VAS with datasets of very small sizes. The sample size $K$ was fixed to 10 in all of the experiments in the table. According to the result, the exact solutions to VAS showed better quality, but the procedure to obtain them took considerably longer. As shown, obtaining an exact solution when $N = 80$ took more than 40 minutes, whereas the time it took by other
### Table 5.2: Loss and runtime comparison

<table>
<thead>
<tr>
<th>N</th>
<th>Metric</th>
<th>MIP</th>
<th>Approx. VAS</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>Runtime</td>
<td>1m 7s</td>
<td>0s</td>
<td>0s</td>
</tr>
<tr>
<td></td>
<td>Opt. objective</td>
<td>0.160</td>
<td>0.179</td>
<td>3.72</td>
</tr>
<tr>
<td></td>
<td>Loss(S)</td>
<td>1.5e+26</td>
<td>1.5e+26</td>
<td>2.5e+29</td>
</tr>
<tr>
<td>60</td>
<td>Runtime</td>
<td>1m 33s</td>
<td>0s</td>
<td>0s</td>
</tr>
<tr>
<td></td>
<td>Opt. objective</td>
<td>0.036</td>
<td>0.076</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>Loss(S)</td>
<td>3.8e+11</td>
<td>1.6e+16</td>
<td>2.5e+29</td>
</tr>
<tr>
<td>70</td>
<td>Runtime</td>
<td>14m 26s</td>
<td>0s</td>
<td>0s</td>
</tr>
<tr>
<td></td>
<td>Opt. objective</td>
<td>0.047</td>
<td>0.048</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>Loss(S)</td>
<td>1.8e+13</td>
<td>1.8e+13</td>
<td>9.45e+33</td>
</tr>
<tr>
<td>80</td>
<td>Runtime</td>
<td>48m 55s</td>
<td>0s</td>
<td>0s</td>
</tr>
<tr>
<td></td>
<td>Opt. objective</td>
<td>0.043</td>
<td>0.048</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td>Loss(S)</td>
<td>8.5e+13</td>
<td>1.8e+13</td>
<td>9.4e+35</td>
</tr>
</tbody>
</table>

**Figure 5.9:** Processing Time vs. Quality. The lower the objective, the higher the quality is. The Interchange algorithm for VAS produces a high-quality visualization in a relatively short period of time. The quality is improved incrementally as more processing time is allowed.

Sampling methods was negligible. Clearly, the exact solution is not feasible except for extremely small data sizes.

**Runtime Analysis**—VAS gradually improves its sample quality as more data is read and processed. As observed in many statistical optimization routines, VAS offers good-quality plots long before reaching its optimal state. To investigate this phenomenon, we measured the relationship between “processing time” and “visualization quality.” The result is shown in Figure 5.9. Note that the Y-axis of the figure is the objective\(^4\) of our minimization problem; thus, the lower the objective, the higher the associated visualization’s quality. In this experiment, we used the Geolife dataset. Figure 5.9 demonstrates that our Interchange algorithm improved the visualization quality quickly at its initial

\(^4\)We scaled the objectives appropriately for a clearer comparison.
Figure 5.10: Runtime comparison of different levels of optimizations. For this experiment, we used the Geolife dataset. ES+Loc indicates that both Expand/Shrink (ES) operation and the locality of a proximity function were used.

Optimization Contribution—To quantify the impact of our optimization efforts on the runtime reduction, we measured the runtime of three different settings:

1. No Expand/Shrink (No ES): This is the most basic configuration that does not use the Expand/Shrink approach, but instead compares the responsibility when a new point is switched with another one in the sample.

2. Expand/Shrink (ES): This version uses the Expand/Shrink operation, reducing the time complexity by $O(K)$, where $K$ is the sample size.

3. Expand/Shrink+Locality (ES+Loc): This version uses an additional R-tree to speed up the Expand/Shrink operations. This version is possible due to the locality of our loss function.

Figure 5.10 shows the results. When the sample size was relatively small (100), the second approach (Expand/Shrink), which does not exploit the locality, showed the shortest runtime due to no extra overhead coming from maintaining an extra R-tree data structure. However, when the sample size was relatively large (5K), the last approach (ES+Loc) that exploits the locality of the loss function showed the fastest runtime. When the user is interested in large samples (more than 10K at least), the last approach that uses R-tree to exploit locality will be the most preferable choice. The runtime sensitivity to sample size suggests that in the future, it may be useful to employ an optimizer that chooses the most appropriate algorithm setting, given a requested sample size.
5.7 Related Work

Support for interactive visualization of large datasets is a fast-growing area of research interest [28,29,42,43,51,52,67,110,115,142,175], along with other approximate techniques for interactive processing of non-conventional queries [137]. Most of the work to date has originated from the user interaction community, but researchers in database management have begun to study the problem. Known approaches fall into a few different categories.

The most directly related work is that of Battle, et al. [29]. They proposed ScalaR, a system for dynamic reduction of query results that are too large to be effectively rendered on-screen. The system examines queries sent from the visualization system to the RDBMS and if necessary, inserts aggregation, sampling, and filtering query operators. ScalaR uses simple random sampling, and so could likely be improved by adopting our sampling technique. For bar graphs, Kim et al. [96] proposed an order-preserving sampling method, which examines fewer tuples than simple random sampling.

Binned aggregation approaches [110, 115, 175] reduce data by dividing a data domain into tiles or bins, which correspond to materialized views. At visualization time, these bins can be selected and aggregated to produce the desired visualization. Unfortunately, the exact bins are chosen ahead of time, and certain operations — such as zooming — entail either choosing a very small bin size (and thus worse performance) or living with low-resolution results. Because binned aggregation needs to pre-aggregate all the quantities in advance, the approach is less flexible when the data is changing, such as measured temperatures over time; our method does not have such a problem.

Wickham [175] proposed to improve visualization times with a mixture of binning and summarizing (very similar to binned aggregation) followed by a statistical smoothing step. The smoothing step allows the system to avoid problems of high variability, which arise when the bins are small or when they contain eccentric values. However, the resulting smoothed data may make the results unsuitable for certain applications, such as an outlier finding. This smoothing step itself is orthogonal to our work, i.e., when there appears to be high variability in the sample created by our proposed method, the same smoothing technique can be applied to present more interpretable results. The smoothing process also benefits from our method because VAS creates a sample much smaller than the original database, thus, makes smoothing faster. The abstract rendering pipeline [43] also maps bins to regions of data, but the primary goal of this system is to modify the visualization, not performance.
Parallel rendering exploits parallelism in hardware to speed up visual drawing of the visualization \cite{42,142}. It is helpful but largely orthogonal to our contributions. SeeDB is a system that discovers the most interesting bar graphs \cite{170} from datasets.

Incremental visualization proposes a streaming data processing model, which quickly yields an initial low-resolution version of the user’s desired bitmap \cite{51,52}. The system continues to process data after showing the initial image and progressively refines the visualization. When viewed in terms of our framework in Section 5.2, this method amounts to increasing the sample budget over time and using the new samples to improve the user’s current visualization. Thus, incremental visualization and sample-driven methods should benefit from each other.

5.8 Summary

We have described the VAS, a data reduction method for visualizations. VAS is able to choose a subset of the original database that is very small (and thus, fast) while still yielding a high-quality scatter or map plot. Our user study showed that for three common user goals — regression, density estimation, and clustering — VAS outputs are substantially more useful than other sampling methods’ outputs with the same number of tuples.

The result of this chapter shows another possibility of speeding up AQP by building task-aware synopses. We believe the data analytics systems for visualization tools are still in its infancy and entails a range of interesting challenges. In particular, we plan to investigate techniques for rapidly generating visualizations for other user goals (including outlier detection, trend identification) and other data types (such as large networks). Task-aware synopses will be the key components in supporting those visualization tasks as well.

We have presented our two techniques—neighbor-sensitive hashing and visualization-aware sampling—which builds task-aware synopses for higher-quality data analytics. We end the second part of this dissertation.
Chapter 6

Conclusions and Future Work

Real-time data analytics has been the goal of many years of research in various communities. Since approximate query processing was proposed in the database community more than a decade ago, it has gained a renewed attention recently due to the rapid growth of data volume. If the current trend—faster growth in data volume compared to the growth in computational power—continues, approximate query processing will remain as an essential technique for real-time data analytics.

In this dissertation, we have shown that two approaches—exploiting past computations and building task-aware synopses—are effective for further speeding up approximate query processing. The proposed techniques in this dissertation cover important data analytics tasks: analytic SQL queries, data mining, and visualizations. Those analytics have been popular tools for data analysts and are projected to remain as important tools for analyzing data [147].

6.1 Lessons Learned

Approximate data analytics is like humans—Our database learning originates from the idea that, if data analytics systems were humans, how would they behave as answering queries? One similarity between AQP and humans is they show great ability in producing instant answers, albeit inexact. If we could employ thousands of humans for data analytics tasks instead of those computing devices, those human workers gradually acquire knowledge; thus, they can more quickly answer the future queries if those future queries are somewhat related to the queries they answered in the past.

Our prototype system, Verdict, formalizes this simple intuition based on probabilistic modeling of the answers to the SQL queries that include aggregate functions. As a result, our approach provides very natural ability as a learning agent. For instance, when past
queries does not involve any common values with new queries for their aggregations and when those values are very weakly correlated, Verdict can barely improve the quality of the answers to new queries. This is analogous to asking a domain expert of a question unrelated to her expertise. Then, the domain expert would not be able to quickly answer the question.

We believe a similar idea can be applied to other types of data analytics tasks. Imagine one is interested in visualizing a massive graph. As a data visualization system processes many queries on many subparts of the graph, the system could gradually acquire more knowledge on various parts of the graph; thus, it would be able to combine its past visualizations somehow to generate a new visualization.

**Target outliers to bound the worst-case latency**—The primary reason of uniform random sampling’s popularity would be its simplicity. However, uniform random sampling seriously prioritizes the items that belong to dense subpopulations. If our goal is, however, to lower the worst case query latency (e.g., to bound all query processing below 3 seconds), we must have enough sampled items from rare subpopulations. Our visualization-aware sampling is one way to achieve this goal by sampling data items in the most balanced way.

Approaches similar to visualization-aware sampling can be developed for other types of data analytics tasks to lower the worst-case performance. For instance, a similar approach could be used in place of the current stratified sampling for constructing samples in relational AQP databases. The current stratified sampling is effective only when the predefined strata coincides with the group-by attributes; however, an approach similar to visualization-aware sampling could benefit even when the group-by attributes of the future queries are not known in advance.

### 6.2 Future Work

As working on this dissertation, we have realized several interesting opportunities for applying and generalizing AQP. In this section, we present three interesting problems for future work.

#### 6.2.1 Exploiting Past Computations for General SQL Processing

Data analysis with declarative languages is an important feature for both conventional RDMBS and modern distributed data analytics systems [2–4]. For those systems, accurate cardinality estimations are crucial for finding an optimal query plan. A study
shows the errors in cardinality estimations caused more than 10× slowdowns for 8% of benchmark queries and more than 100× slowdowns for 5% of benchmark queries, for both open source and commercial database systems [103]. These slowdowns are more significant for large-scale data analysis; even a small relative efficiency difference can lead to a big absolute time difference.

In reality, accurate cardinality estimations are hard when (1) correlations exist among attributes or (2) a query selectivity is low. These conditions make commonly used static cardinality estimation techniques (such as per-attribute histograms [77] or sampling based methods [104, 111]) inaccurate. In general, high-accuracy estimations demand more histogram bins or more sampled tuples; however, larger numbers of bins and sampled tuples inherently cause larger memory footprints and increased estimation times. Given fixed budgets of space and time, static cardinality estimation techniques are essentially suboptimal unless query workloads are completely uniform over the entire data, or future query workloads are fully known in advance (so, those techniques are optimized for those workloads).

We can instead gradually improve the quality of selectivity estimations in a workload-sensitive manner by exploiting past computations, i.e., the selectivities of the past queries. The true selectivities are naturally obtained as byproducts of query processing. If database systems support AQP, approximate selectivities of the past queries will be obtained. Still, we can gradually refine our knowledge on the data distribution based on those selectivity information, which in turn can be used for estimating the selectivities of future queries.

6.2.2 AQP on Any Databases

Many AQP approaches have been proposed in the literature [11, 38, 68, 89, 184, 185], and we see several open-source implementations available [15, 185]. However, AQP database systems still not the first priority for big data analytics due to their limitation in supporting general SQL queries. Common choices for large-scale data analytics are the database systems based on distributed storage systems, such as Apache Hive, Apache Spark (and Spark SQL), and so on.

In contrast to existing approaches for AQP, i.e., dedicated AQP engines, we can build AQP functionality on top of existing large-scale database systems. For instance, for estimating an average and its confidence interval, we need to compute the average and the variance of the values using a sample table. Then, we can apply the central limit theorem (Chapter 2) to obtain the confidence interval. Note that both average and the variance of the values can be computed by obtaining the mean of the values and the mean of
squared values. All we need is to obtain a sample of the original data and manage the information (e.g., location of the sample, sample size, etc.) in a separate metadata table. Then, when the user issues a query that can be approximately computed, an AQP module that exists on top of existing large-scale data analytics systems should redirect an rewritten query to the sample table (instead of the original table), and compose an answer to the query appropriately.

We believe this approach will be available on top of most of existing database systems, even including conventional databases, such as Oracle, IBM DB2, MySQL, etc. Then, the customers of those existing (and more stable due to longer history) database systems can enjoy AQP capability without modifying those existing systems. All they need is to issue an query to our module (instead of issuing the query directly to the database); then, our module will communicate with the underlying database and compute an approximate answer.

6.2.3 Diverse Approximate Analytics

Another problem in making AQP databases more general is the limitation in supported queries. Currently, most of existing systems support only the queries that include basic aggregate functions (e.g., sum, avg, count) without general joins and nested sub-queries. When the select clause in SQL queries include complex expressions (e.g., \( \text{avg}(\text{discount}) / \text{avg}(\text{price} \times (1-\text{discount})) \)) or when the queries include joins and nested subqueries, it is hard to derive confidence intervals of the approximate answers efficiently.

The goal of this project is to develop an efficient approach for computing the confidence intervals of such queries that may include complex aggregate expressions, joins, or nested subqueries. This development should also consider the previous project—AQP on any databases.
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