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Figure

2.1 A low-dimensional structure in the phase distribution of coupled oscillator systems: (A) experimental SCN neuron data [2], (B) simulation of coupled heterogeneous Repressilator oscillators [50], (C) simulation of coupled heterogeneous Morris-Lecar neural oscillators, (D) simulation of coupled noisy modified Goodwin oscillators [76] (see Appendix A). (A) Top row: Green dots show the phase coherences computed from hourly measurements of cell protein expression in the SCN neurons. The solid black line shows the relation $R_m = R_1^{m^2}$ and the dashed line shows the COA ansatz $R_m = R_1^m$. Inset plots show the circular mean vector of $\psi_m - m\psi_1$ across all observations. Bottom row: Histogram (left) and first ten phase coherences (right) of the phase distribution computed from the data point indicated by the blue star in the top row panels, compared to the phase distribution satisfying the $m^2$ ansatz (black curves). Bottom right: The first ten phase coherences for the phase distribution computed from the data (green dots in top panels) compared to the $m^2$ ansatz relation (black curve). (B-D) Top row: Histogram of the simulated equilibrium phase distribution computed from model simulations for two different coupling strengths (left panel: strong coupling, right panel: weak coupling), compared to the $m^2$ ansatz phase distribution. Bottom row: The first ten phase coherences for the simulated equilibrium phase distributions for two coupling strengths (green dots = strong coupling, blue squares = weak coupling) compared to the $m^2$ ansatz relation (solid curves).
2.2 The Kuramoto model (Eq. 2.1) with Gaussian and Cauchy distributions for the natural frequencies of the oscillators, \( g(\omega) \). (a,b) Relation among the Daido order parameters computed from numerical simulations (circles) and predicted (curves) by (a) the \( m^2 \) ansatz for Gaussian \( g(\omega) \) and (b) the COA ansatz for Cauchy \( g(\omega) \) for increasing coupling strength. Colors indicate different coupling strengths \( K \) normalized to the critical coupling strength \( K_c \) where partially synchronized solutions emerge [86, 142]: \( K/K_c = 1.1 \) (red), \( K/K_c = 1.5 \) (blue) and \( K/K_c = 3.0 \) (green). (c) The fraction of oscillators phase-locked to the mean phase \( p \) as a function of normalized coupling strength \( K/K_c \) for a Cauchy (dashed green) and Gaussian (solid black) \( g(\omega) \).

2.3 The equilibrium phase distribution of complex network phase oscillators converges to the \( m^2 \) ansatz as the coupling strength between the oscillators increases: (a) Barabasi-Albert Scale-Free network (b) Watts-Strogatz Small World network. Circles show the results from simulations of networks of \( N = 1000 \) coupled oscillators with noise amplitude \( D = 1 \) and oscillator frequencies drawn from a Gaussian distribution with \( \sigma = 1 \). Solid lines show \( R_m = R_m^2 \). Colors indicate different coupling strengths as in Fig. 2.2. Details of these simulations are given in Appendix A.

2.4 The equilibrium phase coherence \( R_1 \) as a function of the coupling strength \( K \) for the noisy, heterogeneous Kuramoto model (Eq. 2.15) for different relative levels of heterogeneity (\( \gamma \)) and noise amplitude (\( D \)) (a) \( s = \gamma/D = 0.05 \) (b) \( s = 0.5 \) (c) \( s = 1.0 \). (d-e) The transient dynamics of \( R_1 \) for (d) \( s=0.05 \) and (e) \( s=1.0 \) for different coupling strengths: \( K = 1.2 \) (magenta), \( K = 1.5 \) (red) and \( K = 3.0 \) (blue). In all panels, solid curves show the macroscopic model predictions (Eq. 2.22) and dashed curves show numerical simulations of the microscopic model in the continuum limit (Eq. 5.11). Parameters chosen such that critical coupling strength \( K_c = 1 \) for the microscopic model. Insets show curves in the rectangular regions.

2.5 The equilibrium phase coherence \( R_1 \) against the coupling strength \( K \) for the Kuramoto model for (a) \( g(\omega) \) Gaussian (b) \( g(\omega) \propto e^{-\omega^2/\alpha} \) distributions of natural frequencies. Exact solutions obtained from classical self-consistency theory [86, 142] are shown as dashed green, and the solution according to the \( m^2 \) ansatz solid black.

3.1 The order parameter just before the perturbation is at \( Z_0 \). Just after the perturbation it is shifted to \( \bar{Z} \). \( \Delta_0 \) tracks the shift in the mean phase that occurs in the movement from \( Z_0 \) to \( \bar{Z} \) and \( \Delta_R \) gives the relaxation phase shift of the collective oscillator. The isochrons here show the case where \( \beta = -\frac{1}{2} \).
3.2 A representative plot of the prompt phase response curve $\Delta_0$ for various values of $R$ and $Q(\psi) = \sin(\psi) + \sin(4\psi)$ with $\epsilon = 0.1$. The first harmonic is amplified and higher harmonics are dissipated in the collective PRC.

3.3 A representative plot of the amplitude response curve $\Lambda$ for various values of the phase coherence with $Q(\psi) = \frac{1}{2}\sin(\psi) - \cos(\psi)$ and $\epsilon = 0.1$. Perturbations around stable fixed points of $Q(\psi)$ give transient increases in the phase coherence and perturbations about unstable fixed points of $Q(\psi)$ give decreases in the phase coherence.

3.4 Change in the amplitude and entrainment points for a sinusoidal microscopic PRC. Here we set $Q(\psi) = \sin(\psi)$, $\epsilon = 0.1$ and $\beta = 0.5$. The coupling strength $K_0$ was varied to produce phase distributions with differing phase coherence (R) values in the synchronized state. Blue stars in Fig. (a,b) indicate the values of R which are plotted in (c,d). (a) The amplitude of the collective phase response curve scales like $R + \frac{1}{R}$ with the phase coherence. (b) The shift in the zero at $\psi = \pi$ scales like $\tan(\beta) \left( \frac{2}{R^2 + 1} - 1 \right)$. (c) Microscopic, predicted collective PRC and numerical collective PRC for $R = 0.7$ (d) Microscopic, predicted collective PRC and numerical collective PRC when R=0.5.

3.5 Comparing theoretical predictions against numerical results for the collective PRC for various microscopic PRC with $\epsilon = 0.1$ and $\beta = 0.5$. The coupling strength $K_0$ was varied to produce phase distributions with differing phase coherence (R) values in the synchronized state. Microscopic PRC (solid black), $\Delta_\infty$ (dashed green), numerical simulation (red ‘+’). Let $H(\psi)$ be the heaviside step function. (a) $Q(\psi) = \sin(\psi) + \frac{1}{2}\sin(5\psi)$ (b) $Q(\phi) = \sin(\psi) + \sin(4\psi)$, (c) $Q(\psi) = H(\psi - \pi)(-\sin(2\psi) - \sin(2\psi)\cos(2\psi))$ (d) $Q(\psi) = H(-\psi - \pi)$.

3.6 Comparing theoretical predictions against numerical results for the collective PRC of Morris-Lecar neurons. Inset plots show individual neurons action potentials (mV) for 400 ms in the synchronized state for the two parameter regimes. Microscopic PRC (solid black), $\Delta_\infty$ (dashed green), numerical simulation (red ‘+’). (a) Collective PRC for Type I Morris-Lecar Neurons with $R = 0.67$ and mean applied current of 50.0 $\mu A/cm^2$. (b) Type II Morris-Lecar system with $R = 0.70$ and mean applied current of 95 $\mu A/cm^2$.

4.1 Subpopulations and coupling in the SCN. Light input comes into the sensor cells in the ventral SCN through the retino-hypothalamic tract (RHT). The majority of the dorsal cells do not receive direct input from the RHT but are bidirectionally coupled to the ventral sensor cells. Coupling terms are labeled as in Eqs. 4.1.
4.2 Collective phase response curves for two assumed microscopic phase response curves: (left) Simple phase response curve \( Q(\psi) = \sin(\psi) \), (right) Light-like PRC shape \( Q(\psi) = H(-\sin(\psi))\sin(-2\psi) \). Shown for three phase coherence \( R \) values: \( R=1 \) (solid black) \( R=0.6 \) (dashed green) and \( R=0.3 \) (red circles).

4.3 Prompt resetting curve with the fraction of sensors in the population \( q = 0.50 \) and the default parameter values. The microscopic phase response curve (solid black) is fit to the human PRC to a brief light pulse, direct numerical simulations of Eq. 4.1 with \( N = 10^4 \) (red crosses) and the theoretical prediction Eq. 4.25 (dashed green).

4.4 Relaxation phase response curve \( \Delta R \) using a first order perturbation series to calculate \( (A,B) \) in Eq. 4.29 (dotted green) versus numerical simulation (red crosses) for the default parameter values.

4.5 Network resistance to phase shifts \( B \) versus \( \alpha = K_{vd}/K_{dv} \) for the first order perturbation theory (circles) with the default parameter values varying \( K_{vd} \) and the approximate formula Eq. 4.30 (solid line) with \( q = 0.5 \) (red), \( q = 0.8 \) (blue), \( q = 0.2 \) (green).

4.6 Collective phase response curve for the theoretical curve (Eq. 4.31) (dotted green) versus numerical simulation (red crosses) for the default parameter values.

4.7 The amplitude of the collective phase response curve as a function of \( \alpha = K_{vd}/K_{dv} \). The range of the numerical collective phase response is highlighted in yellow and the theoretical prediction of the amplitude (Eq. 4.31) is shown as dotted green lines.

5.1 (a-c) Single population model parameter fits plotted for three experimental measurements of the human phase response curve to light. (d) Shows the light intensity dosage response curve fits. Thick blue curves show the single optimal parameter fits and the green shading shows the density across the MCMC parameter ensemble. Green dots show experimental data points [75, 138, 26, 163]. Thin black lines show fits using the VDP model [46] for parameter values as given in [132].

5.2 (a-c) Two population model parameter fits plotted for three experimental measurements of the human phase response curve to light. (d) Shows the light intensity dosage response curve fits. Thick blue curves show the single optimal parameter fits and the green shading shows the density across the MCMC parameter ensemble. Green dots show experimental data points [75, 138, 26, 163]. Thin black lines show fits using the VDP model [46] for parameter values as given in [132].

5.3 Results for the three validation data sets (Exp) using the single population model (SP), two population model (TP) and the VDP model (VDP). Error bars for the single and two population models are taken from the probability density estimated by the MCMC parameter ensemble.
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ABSTRACT

This thesis concerns the derivation and analysis of macroscopic mathematical models for coupled biological oscillators. Circadian rhythms, heart beats, and brain waves are all examples of biological rhythms formed through the aggregation of the rhythmic contributions of thousands of cellular oscillations. These systems evolve in an extremely high-dimensional phase space having at least as many degrees of freedom as the number of oscillators. This high-dimensionality often contrasts with the low-dimensional behavior observed on the collective or macroscopic scale. Moreover, the macroscopic dynamics are often of greater interest in biological applications.

Therefore, it is imperative that mathematical techniques are developed to extract low-dimensional models for the macroscopic behavior of these systems. One such mathematical technique is the Ott-Antonsen ansatz. The Ott-Antonsen ansatz may be applied to high-dimensional systems of heterogeneous coupled oscillators to derive an exact low-dimensional description of the system in terms of macroscopic variables. We apply the Ott-Antonsen technique to determine the sensitivity of collective oscillations to perturbations with applications to neuroscience.

The power of the Ott-Antonsen technique comes at the expense of several limitations which could limit its applicability to biological systems. To address this we compare the Ott-Antonsen ansatz with experimental measurements of circadian rhythms and numerical simulations of several other biological systems. This analysis reveals that a key assumption of the Ott-Antonsen approach is violated in these systems. However, we discover a low-dimensional structure in these data sets and
characterize its emergence through a simple argument depending only on general phase-locking behavior in coupled oscillator systems. We further demonstrate the structure’s emergence in networks of noisy heterogeneous oscillators with complex network connectivity. We show how this structure may be applied as an ansatz to derive low-dimensional macroscopic models for oscillator population activity. This approach allows for the incorporation of cellular-level experimental data into the macroscopic model whose parameters and variables can then be directly associated with tissue- or organism-level properties, thereby elucidating the core properties driving the collective behavior of the system.

We first apply our ansatz to study the impact of light on the mammalian circadian system. To begin we derive a low-dimensional macroscopic model for the core circadian clock in mammals. Significantly, the variables and parameters in our model have physiological interpretations and may be compared with experimental results. We focus on the effect of four key factors which help shape the mammalian phase response to light: heterogeneity in the population of oscillators, the structure of the typical light phase response curve, the fraction of oscillators which receive direct light input and changes in the coupling strengths associated with seasonal day-lengths. We find these factors can explain several experimental results and provide insight into the processing of light information in the mammalian circadian system.

In a second application of our ansatz we derive a pair of low-dimensional models for human circadian rhythms. We fit the model parameters to measurements of light sensitivity in human subjects, and validate these parameter fits with three additional data sets. We compare our model predictions with those made by previous phenomenological models for human circadian rhythms. We find our models make new predictions concerning the amplitude dynamics of the human circadian clock and the light entrainment properties of the clock. These results could have applications to the development of light-based therapies for circadian disorders.
CHAPTER I

Introduction

Synchronization of coupled oscillators is a fundamental phenomenon for many biological processes including neural activity, circadian rhythms and cardiac dynamics. Accurate mathematical models for these systems are extremely high dimensional as they describe the complex dynamics of each individual oscillator embedded in a network of thousands of oscillators. This high dimensionality contrasts with the low-dimensional dynamics observed at the collective or macroscopic scale for many of these systems, for example epileptic seizure activity, circadian activity cycles and normal heart beats. Moreover, this high dimensionality can obscure insights provided by the biological accuracy of the models and makes simulations of such systems costly. On the other hand, phenomenological macroscopic-level models developed for coupled oscillator systems can address the dimensionality issues, but at the expense of the biological fidelity of the results.

Thus, it is imperative that mathematical techniques are developed which can extract a low-dimensional macroscopic model from a high-dimensional microscopic model in a systematic manner. In 2008, Edward Ott and Thomas Antonsen introduced such a macroscopic reduction for large systems of heterogeneous coupled oscillators [114, 113]. This discovery led to an explosion of results in the coupled oscillator literature over the last decade. The Ott Antonsen technique has been used to
study diverse issues such as chimera states, hierarchical synchrony, circadian rhythms and neuroscience [93, 115, 102]. However, despite the tremendous success and popularity of the Ott-Antonsen approach, its efficacy for describing real biological systems has not been evaluated in the literature.

In Chapter II, we compare the assumptions of the Ott-Antonsen approach with experimental measurements from cells in the mammalian circadian pacemaker and numerical simulations of several models of coupled biological oscillators. We find a core assumption of the Ott-Antonsen approach is not valid for these systems. Interestingly, we find a different, but related, ansatz which describes these diverse systems accurately. Our key results are to demonstrate the generality of our ansatz, which we call the $m^2$ ansatz, in networks of coupled oscillators and illustrate its use in extracting low-dimensional macroscopic models. We characterize the emergence of our ansatz based on the nature of the heterogeneity in the oscillator ensemble, and contrast this with conditions which yield the Ott-Antonsen relation. We find our ansatz can describe systems of noisy heterogeneous oscillators with complex network connectivity-extending the validity of our approach beyond the range of the Ott-Antonsen technique. In biological applications, our approach allows for the incorporation of cellular level experimental data into the macroscopic model whose parameters and variables can be directly associated with tissue- or organism-level properties, thereby elucidating the core properties driving the collective behavior of the system.

In many biological applications, we are interested in how perturbations imposed on individual oscillators will affect the collective rhythm produced by the coupled ensemble. In Chapter III, I apply the Ott-Antonsen procedure to study collective phase-resetting in large ensembles of coupled oscillators. This work has its origins in the study of phase response curves (PRC) which are a useful tool from both a theoretical and experimental prospective [156, 124]. Phase response curves describe the effect of an external perturbation on the phase of an oscillator. For example, in
a rhythmically firing neuron a voltage stimulus may be applied at some phase in the
oscillation and the effect on the timing of the next action potential measured. If this
shift is measured over a sampling of initial phases, a continuous phase response curve
may be estimated. The amplitude, shape and zeros of the phase response curve can
be used to determine the entrainment properties of the oscillator [156].

However, biological oscillators are usually found integrated into large assemblages
of rhythmic components rather than as single isolated systems. Collective phase re-
sponse curves extend phase response theory from considering a single oscillator to
considering an entire population of coupled oscillators. Here phase shifts are mea-
sured in terms of the mean phase of a population of oscillators in response to a
perturbation applied to the individual oscillators. In the neuronal example, we are
interested in how phase shifts on the individual neuron scale are integrated into the
collective oscillations of an entire brain region. This transformation is affected by sev-
eral factors including the phase distribution of the individual cells and the coupling
between the oscillators. In Chapter III, I develop an analytical framework, based on
the Ott-Antonsen approach, for computing the collective phase response curve from
knowledge of how the individual oscillators react to the stimulus. This work shows
the impact of the Fourier composition of the individual phase response curve. The
first harmonic of the individual phase response curve is seen to be amplified in the
collective phase response as the individual oscillators lose synchrony. Higher harmon-
ics in the phase response curve are damped out on the collective scale. This leads to a
predictable change in the amplitude, shape and zeros in the collective phase response
curve thereby affecting the entrainment properties of the ensemble.

In Chapter IV, we return to the $m^2$ ansatz formalism and examine the impact
of light on the mammalian circadian rhythm. The mammalian circadian rhythm
has been localized to a small region of the hypothalamus known as the suprachias-
matic nucleus (SCN) [103, 139]. The SCN is composed of thousands of individual
clock neurons each of which contain an intricate genetic feedback loop which cycles with a period of about twenty-four hours [92]. The mammalian circadian rhythm is produced as an emergent phenomenon through the aggregation of the rhythmic contributions of each of these molecular clocks. A defining property of circadian rhythms is their ability to be entrained to environmental cycles. In mammals, the most powerful entraining signal is the daily light cycle [123]. However, only a fraction of the clock neurons in the SCN are recipients of light information [98]. Therefore, we divide the circadian oscillator population into a ventral population which receives light information and a dorsal population which does not receive direct light input [98]. Making use of the $m^2$ ansatz we derive a low-dimensional model for the response of the mammalian circadian clock to a light pulse. Using our reduced model, we derive analytical results on how the coupling strengths between the ventral and dorsal populations shape the collective response to a light stimulus. Our analysis provides a parsimonious explanation for an experimentally observed reduction in the sensitivity of the mammalian circadian clock to light during summer months when organisms are exposed to long day-lengths [126, 147]. The simplicity of our derived model, along with the physiological interpretations of the variables and parameters also allows the change in coupling predicted by the model to be checked for consistency with other experimental data. Significantly, this analysis reveals that seasonal effects, light-resetting and after-effects of light entrainment are all intimately related phenomena.

In Chapter V, we employ the $m^2$ ansatz to derive a macroscopic model for the master circadian clock in humans. Experimental measurements of the circadian light response in humans are used to determine model parameters. In order to allow for noise in experimental measurements, as well as the population variability of the circadian light response, we make use of a Markov Chain Monte Carlo (MCMC) approach to produce a parameter ensemble which is consistent with the experimental
data. We validate the fitted model through the use of three additional data sets, and discuss the differences between the model’s predictions and earlier models of human circadian rhythms.

Finally, the overall conclusions from my graduate work are discussed in Chapter VI. The remainder of this chapter is devoted to introducing key mathematical results (Sec. 1.1) and providing an introduction to circadian rhythms, (Sec. 1.2) the principal biological application considered here.

1.1 Mathematical Background

1.1.1 Kuramoto Model

While still an undergraduate, Art Winfree, began studying large systems of coupled oscillators motivated by his interest in biological rhythms [158, 141]. He intuitively grasped that oscillators on a stable limit cycle may be described using a single phase variable describing their progress along a circular orbit. This mode of analysis, now known as phase reduction, was put on mathematical footing by Yoshiki Kuramoto in his 1984 book “Chemical Oscillations, Waves, and Turbulence” [86]. Here he also presented a derivation of his now famous equation describing the dynamics of coupled oscillators,

\[
\frac{d\phi_i}{dt} = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\phi_j - \phi_i) \quad i = 1, 2 \ldots N \tag{1.1}
\]

where \(\phi_i\) gives the phase of the oscillator, \(\omega_i\) the natural frequency and \(K\) the coupling strength between the oscillators. The natural frequencies \(\omega_i\) are typically assumed to be drawn from some distribution \(g(\omega)\) and describe the frequency of the oscillators in the absence of coupling (this is often called heterogeneity). As the coupling strength \((K)\) between the oscillators increases the oscillators begin to spend more time close to one another in phase. Finally, at some critical coupling strength \(K_c\) an ordered
synchronized state emerges out of the previous disorder. This synchronization transition can be beautifully observed throughout nature: Southeast Asian fireflies firing in unison, fish schools moving as a superorganism, cardiac cells firing together to form a heartbeat, brain waves and many other phenomena [141]. The broad applications and mathematical tractability of the Kuramoto model have made it the go-to model for studying synchronization for over forty years.

Equation 1.1 provides a mean-field model for studying synchrony, although it may be generalized in several ways to more closely match application areas. For a general network of coupled limit cycle oscillators we may apply the phase-reduction procedure to derive a model of the form:

\[
d\phi_i\over dt = \omega_i + \sum_{j=1}^{N} \Gamma_{ij}(\phi_j - \phi_i),
\]

(1.2)

where \( \Gamma_{ij} \) is a \( 2\pi \) periodic coupling function describing the influence of the \( j \)th oscillator on oscillator \( i \). I will outline the general phase reduction procedure in Sec. 1.1.4, and specify the added assumptions which allow for simplification to the Kuramoto model (Eq. 1.1).

1.1.2 Self-Consistency Arguments

Along with deriving the model which bears his name, Kuramoto’s seminal work also introduced a powerful mode of analysis called *self-consistency analysis*. This technique enabled him to derive the first analytical results describing the onset of synchrony in a population of heterogeneous oscillators. These self-consistency arguments dominated early studies of large systems of coupled oscillators, and are still used frequently in the literature today [149, 65, 150]. In this section I will give a brief overview of the original self-consistency argument used by Kuramoto to derive a formula for the critical coupling strength in the Kuramoto model [142, 86]. For the
purposes of this section we consider the distribution of natural frequencies $g(\omega)$ in
the Kuramoto model (Eq. 1.1) to be smooth, unimodal and symmetric.

A first step in studying synchrony is establishing an order parameter which indicates when synchrony is present in the oscillator population. The Kuramoto order parameter is given by,

$$Z(t) = Re^{i\psi} = \langle e^{i\phi} \rangle = \frac{1}{N} \sum_{j=1}^{N} e^{i\phi_j} \in \mathbb{C},$$

(1.3)

where $R \in [0, 1]$ is called the phase coherence of the population and $\psi$ is the mean-phase. Geometrically, $Z(t)$ is the centroid of the oscillator population placed on the complex unit circle. If $R = 0$ the oscillators are uniformly distributed on the unit circle (desynchrony) and $R = 1$ when they are all in the same phase (perfect synchrony). For intermediate values $0 < R < 1$ the order parameter retains its utility, as it measures the degree of synchrony in the population. For these intermediate values of $R$ the Kuramoto model shows partial synchrony, a state in which some oscillators are phase-locked in a synchronized pack and others are drifting relative to this synchronized pack.

Critically, the Kuramoto equation may be re-written making use of the Kuramoto order parameter,

$$\frac{d\phi_i}{dt} = \omega_i + KR(t) \sin(\psi(t) - \phi_i).$$

(1.4)

Examining Eq. 1.4 we notice the interaction between the oscillators now depends only on the global order parameter. Moreover, we can begin to see how synchronized solutions may emerge from this system: as $R(t)$ grows from zero, the synchronized pack grows and this increases the pull on the oscillators to join the synchronized pack. This positive feedback mechanism leads synchronized solutions to grow quickly above the critical coupling $K_c$ strength.
We now seek synchronized solutions for which $R(t)$ is constant and $\psi$ rotates with a constant frequency $\Omega$. Changing to a rotating frame of reference $\theta_i = \phi_i - \Omega t$, $\hat{\omega}_i = \omega_i - \Omega$ and choosing the coordinate frame such that the mean phase vanishes ($\psi = 0$) we may write our system as,

$$\dot{\theta}_i = \hat{\omega}_i - KR\sin(\theta_i). \quad (1.5)$$

If $R(t)$ is constant then the equations for each of the oscillators decouple, and we see that $\theta_i$ will go to a constant value if and only if $|\hat{\omega}_i| \leq KR$. These are the oscillators which are locked to the mean-field oscillation, meaning they move with the collective frequency $\Omega$ in the synchronized pack. Those oscillators at the extreme frequencies $|\hat{\omega}_i| > KR$ will drift relative to the mean-field and are not synchronized. They will drift in and out of phase with the mean-field oscillation over time. Thus, we may divide the population of oscillators into two classes based on their frequencies $|\hat{\omega}_i|$:

1. Locked oscillators with $|\hat{\omega}_i| \leq KR$ will evolve to a fixed $\theta_i$ such that $\sin(\theta_i) = \hat{\omega}_i/KR$,

2. Drifting oscillators with $|\hat{\omega}_i| > KR$, where $|\theta_i|$ grows without bound as time increases.

This analysis may now be compared with the original definition of the Kuramoto order parameter (Eq. 1.3) for consistency (hence the name self-consistency argument). To check for consistency we break the population into the locked and drifting populations,

$$R = \langle e^{i\theta} \rangle_{\text{lock}} + \langle e^{i\theta} \rangle_{\text{drift}}, \quad (1.6)$$

where I have used that we set the mean phase to zero ($\psi = 0$) in our coordinate frame. First, we evaluate the contribution of the locked oscillators using our assumption that
\( g(\hat{\omega}) \) is a unimodal and symmetric distribution of natural frequencies centered about zero. Thus, we find the locked oscillator contribution is given by,

\[
\langle e^{i\theta}\rangle_{\text{lock}} = \int_{-KR}^{KR} e^{i\theta(\hat{\omega})} g(\hat{\omega}) d\hat{\omega} = \int_{-KR}^{KR} \cos(\theta(\hat{\omega})) g(\hat{\omega}) d\hat{\omega},
\]

using that \( g(\hat{\omega}) \) is symmetric and \( \sin \) is an odd function. Changing variables from \( \hat{\omega} \) to \( \theta \) in the integral gives,

\[
\langle e^{i\theta}\rangle_{\text{lock}} = KR \int_{-\pi/2}^{\pi/2} \cos^2(\theta) g(KR \sin(\theta)) d\theta.
\]

(1.7)

It turns out the corresponding integral for the drifting oscillators vanishes, i.e. \( \langle e^{i\theta}\rangle_{\text{drift}} = 0 \). Intuitively, this is what our order parameter should tell us: the drifting oscillators are not synchronized and so we expect that \( R_{\text{drift}} = 0 \). Thus, the self-consistency condition reduces to,

\[
R = \langle e^{i\theta}\rangle_{\text{lock}} = KR \int_{-\pi/2}^{\pi/2} \cos^2(\theta) g(KR \sin(\theta)) d\theta.
\]

(1.9)

The self-consistency condition (Eq. 1.9) shows that the desynchronized solution, \( R = 0 \), is always a solution regardless of the coupling strength \( K \). However, we may also have solutions on a second branch with \( R > 0 \),

\[
1 = K \int_{-\pi/2}^{\pi/2} \cos^2(\theta) g(KR \sin(\theta)) d\theta.
\]

(1.10)

These solutions will emerge continuously from the \( R = 0 \) branch at a critical coupling strength \( K_c \) given by,

\[
K_c = \frac{2}{\pi g(0)},
\]

(1.11)

found by taking \( R \to 0^+ \) in Eq. 1.10. Therefore, Kuramoto had demonstrated the
emergence of synchronized solutions above a specified critical coupling strength $K_c$.

While self-consistency analysis is a powerful tool for analyzing the Kuramoto model, this formalism proved to be the wrong choice for analyzing the stability of solutions. The challenge of analyzing stability ushered in an era of large center manifold reductions which proved up to the task of analyzing stability of the Kuramoto model [24, 142, 25]. In the next section we skip forward to the predominant current technique.

### 1.1.3 Ott-Antonsen Theory

In the last decade the dominant tool for analyzing systems of coupled phase oscillators has been Ott-Antonsen (OA) theory [114, 113]. This powerful ansatz is capable of reducing the Kuramoto model to a closed system of ordinary differential equations for the Kuramoto order parameter. Ott-Antonsen theory served as an inspiration and jumping off point for my dissertation research.

To begin we consider a slight generalization of the Kuramoto model, known as the Kuramoto-Sakaguchi model [129],

$$
\frac{d\phi_i}{dt} = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\phi_j - \phi_i + \beta),
$$

where $\frac{-\pi}{2} < \beta < \frac{\pi}{2}$. The additional parameter $\beta$ is known as the shear parameter and introduces a cosine component into the coupling function of the classic Kuramoto equation [101]. Significantly, when $\beta \neq 0$ the coupling function between the oscillators is no longer an odd function of the phase difference. In Chapter III, we will see this makes the collective frequency of the synchronized oscillators vary with the collective amplitude of the system and can have significant effects on the dynamics of the system following a perturbation.

Similar to the classical Kuramoto equation we may re-write the coupling terms in
the Kuramoto-Sakaguchu model using the Kuramoto order parameter (Eq. 1.3),

\[
\frac{1}{N} \sum_{j=1}^{N} \sin(\phi_j - \phi_i + \beta) = \text{Im}[e^{i\beta} e^{-i\psi_i} Z]
\]

(1.13a)

\[
\frac{d\phi_i}{dt} = \omega_i + K\text{Im}[e^{i\beta} e^{-i\psi_i} Z],
\]

(1.13b)

where again we see the interaction between the oscillators depends only on the order parameter \(Z\). We now consider the continuum limit of this system, that is the limit as the number of oscillators approaches infinity \((N \to \infty)\). This enables us to define the continuous phase density function for this system as \(f(\omega, \phi, t)\) where \(f d\phi d\omega\) gives the fraction of oscillators at phase \(\phi\) with natural frequency \(\omega\) at time \(t\). Assuming the number of oscillators at each frequency is conserved gives a continuity equation for the dynamics of the system,

\[
f_t + \frac{\partial}{\partial \phi}[f(\omega + K\text{Im}[e^{i\beta} e^{-i\psi} Z])] = 0
\]

(1.14a)

\[
f_t + \frac{\partial}{\partial \phi}[f\omega + \frac{fK}{2i}(Ze^{i\beta} e^{-i\psi} - Z^* e^{-i\beta} e^{i\psi})] = 0
\]

(1.14b)

where I have used the property that \(\text{Im}[z] = \frac{z - z^*}{2i}\) for \(z \in \mathbb{C}\) and stars denote the complex conjugate. In the continuum limit the Kuramoto order parameter \(Z(t)\) may be defined as,

\[
Z(t) = \text{Re}^{i\psi} = \int_{-\infty}^{\infty} \int_{0}^{2\pi} f(\omega, \phi, t)e^{i\phi} d\phi d\omega,
\]

(1.15)

making the continuity equation (Eq. 1.14b) a nonlinear partial integro-differential equation through its dependence on \(Z(t)\). We may consider the Fourier series of \(f(\omega, \phi, t)\) in \(\phi\),

\[
f(\omega, \phi, t) = \frac{g(\omega)}{2\pi} \sum_{n=-\infty}^{\infty} A_n(\omega, t)e^{in\phi}, \quad A_0 = 1.
\]

(1.16)
Now we introduce the Ott-Antonsen ansatz and restrict our phase distribution functions \( f(\omega, \phi, t) \) to those which have a special property,

\[
A_1(\omega, t) = \alpha(\omega, t) \quad A_n(\omega, t) = [\alpha(\omega, t)]^n, \quad (1.17)
\]
in their Fourier series representations. We add the restriction that \( |\alpha(\omega, t)| \leq 1 \) so this series does not diverge. Remarkably, if we restrict to this space of distribution functions the continuity equation (Eq. 1.14b) simplifies to,

\[
\frac{\partial \alpha(\omega, t)}{\partial t} + \frac{K}{2} \left( Z e^{i\beta} \left[ \alpha(\omega, t) \right]^2 - Z^* e^{-i\beta} \right) + i\omega \alpha(\omega, t) = 0. \quad (1.18)
\]

Furthermore, we may also find an expression for the order parameter \( Z(t) \) in the space of Ott-Antonsen distribution functions,

\[
Z^*(t) = \int_{-\infty}^{\infty} \int_{0}^{2\pi} \frac{g(\omega)}{2\pi} [e^{-i\phi} + \sum_{n=1}^{\infty} \alpha^n(\omega, t)e^{i(n-1)\phi} + \alpha^*(\omega, t)e^{i(-n-1)\phi}] d\phi d\omega \quad (1.19)
\]

Exchanging the integral and sum, causes all terms but \( n = 1 \) to go to zero giving,

\[
Z^*(t) = \int_{-\infty}^{\infty} g(\omega) \alpha(\omega, t) d\omega, \quad Z(t) = \int_{-\infty}^{\infty} g(\omega) \alpha^*(\omega, t) d\omega. \quad (1.20)
\]

It should be noted that the Ott-Antonsen ansatz (Eq. 1.17) has not achieved a dimension-reduction as of yet-as the system is still infinite dimensional through the \( \omega \) variable. That is not to say the transformation constructed so far is without use. A restriction to these special phase distribution functions has eliminated the \( \phi \) dependence in the continuity equation, which reduces the numerical burden of simulation and allows for more powerful analytical analysis [112].
1.1.3.1 Dimension Reduction in the Ott-Antonsen Theory

As noted thus far we have not achieved a dimension reduction through the use of the Ott-Antonsen ansatz. To achieve a dimension reduction we need to assume a special form for \( g(\omega) \), the distribution of natural frequencies of the system. The most common assumption on the distribution of natural frequencies is to consider the Cauchy (Lorentzian) distribution of natural frequencies,

\[
g(\omega) = \frac{-\gamma}{\pi[(\omega - \omega_0)^2 + \gamma^2]},
\]

where \( \omega_0 \) is the median frequency and \( \gamma \) controls the range of heterogeneity in the oscillator population. The Cauchy distribution has very heavy tails—in fact, the heavy tails of the Cauchy distribution endow it with several pathological properties such as a divergent second moment. However, for the purposes of the Ott-Antonsen technique it has the important property that it has a pole in the lower-half complex plane at \( \omega = \omega_0 - i\gamma \). Thus, if we add the restriction on our space of distribution functions that \( \alpha(\omega, t) \) may be analytically continued into the lower half complex plane we may compute the integral for the order parameter \( Z(t) \) (Eq. 1.20) using a semi-circle contour in the lower half-plane,

\[
Z(t) = \int_{-\infty}^{\infty} g(\omega)\alpha^*(\omega, t)d\omega = \alpha^*(\omega_0 - i\gamma).
\]

Therefore, for the case of a Cauchy distribution of natural frequencies the infinite frequency modes all collapse to an evaluation at a single complex frequency \( \omega = \omega_0 - i\gamma \). Evaluating our system for \( \alpha(\omega, t) \) at this point gives,

\[
\frac{\partial \alpha}{\partial t} + \frac{K}{2}(Ze^{i\beta}\alpha^2 - Z^*e^{-i\beta}) + i\omega\alpha = 0 \quad (1.23a)
\]

\[
\frac{dZ^*}{dt} + \frac{K}{2}(Ze^{i\beta}(Z^*)^2 - Z^*e^{-i\beta}) + i\omega_0 Z^* + \gamma Z^* = 0, \quad (1.23b)
\]
which is a complex ordinary differential equation for the order parameter $Z^*(t)$. If we substitute $Z^*(t) = R(t)e^{-i\psi(t)}$ into the system we get,

$$
\dot{R}e^{-i\psi} - iR\dot{\psi}e^{-i\psi} + \gamma Re^{-i\psi} + \frac{K}{2}(R^3 e^{i\beta} e^{-i\psi} - Re^{-i\beta} e^{-i\psi}) = 0 \quad (1.24a)
$$

$$
\dot{R} - i\dot{\psi} + \gamma R + i\omega_0 R + \frac{K}{2}(R^3 e^{i\beta} - Re^{-i\beta}) = 0. \quad (1.24b)
$$

Separating the real and imaginary parts of the expression, we find a two-dimensional system for the mean-phase $\psi$ and phase coherence $R$ of the oscillator population,

$$
\dot{R} = \frac{K \cos(\beta)}{2}R(1 - R^2) - \gamma R \quad (1.25a)
$$

$$
\dot{\psi} = \omega_0 + \frac{R \sin(\beta)}{2}(1 + R^2). \quad (1.25b)
$$

We may apply a similar procedure for any distribution of natural frequencies $g(\omega)$ which has a finite number of poles in the complex plane [114]. In general, for this dimension reduction technique we will see two dimensions in the macroscopic reduction for each pole of the natural frequency distribution $g(\omega)$.

1.1.3.2 Ott-Antonsen Manifold and Generalizations

The derivation we presented here can in fact be generalized to consider any infinite ensemble of oscillators whose dynamics can be put into the form,

$$
\frac{d\phi_j}{dt} = \omega_j + \text{Im}[H(t)e^{-i\phi_j}] \quad j = 1, 2, \ldots N \quad (1.26)
$$

as $N \to \infty$. For example, the Kuramoto model takes this form with $H(t) = KZ(t)$. Ott and Antonsen showed that the space of distribution functions defined by their ansatz, the Ott-Antonsen manifold, contains both the desynchronized ($\alpha = 0$) and perfect synchrony ($\alpha = 1$) distribution functions [114]. In addition, they demonstrated that when these systems are initialized on the Ott-Antonsen manifold it will
stay on this manifold for all time \([114]\). Finally, they demonstrated that all the long-time attractors of the system (Eq. 1.26) are captured within this manifold \([113]\).

The proof of these theorems enabled the analytical study of systems of heterogeneous coupled oscillators which had previously only been accessible through numerical studies. However, it is worth noting that the power of Ott-Antonsen theory comes at the price of several limitations. First, the coupling function between the oscillators can only have a single harmonic component \([95]\). Secondly, OA theory is not valid for systems which are subjected to stochastic forces. The final issue of note is one of practicality rather than of a mathematical nature. As noted when the dimension reduction was demonstrated, the dimension reduction to a macroscopic model relies on the distribution of natural frequencies taking the form of a rational function. In particular, the simplest choice of a Cauchy distribution has several pathological properties stemming from its heavy polynomial tails which may limit its applicability for biological systems. A major focus of this thesis is to evaluate the validity of these assumptions for biological systems, and to introduce modifications to the Ott-Antonsen approach to more closely model biological systems.

1.1.4 Phase Resetting

A key property of oscillating systems is their stability to perturbations off the attracting limit cycle. For a stable limit cycle small perturbations along the limit cycle will be retained, while small perturbations off the attracting cycle will decay asymptotically. It is precisely this neutral stability along the limit cycle which allows weak interactions among oscillators to give rise to synchronization and entrainment \([118]\).

Thus, studying the sensitivity of the phase of an oscillator to perturbations can reveal much about how the oscillator synchronizes when coupled with similar systems and its entrainment by periodic perturbations from outside forces. For example,
in the study of circadian rhythms it is common to introduce a perturbation, such as a light stimulus, at a sampling of points across the twenty-four hour cycle. The phase of the circadian rhythms may be assessed before and after the application of the stimulus through the monitoring of circadian markers such as wheel-running behavior in hamsters or core body temperature oscillations in humans. These experiments produce a map from the initial phase measured just prior to the stimulus to the final phase assessed after the stimulus. This map \( \phi_i \rightarrow \phi_f \) is called a phase transition curve (PTC). Equivalently, we may define a phase response curve (PRC) mapping the initial phase to the phase shift induced by the stimulus \( \phi_i \rightarrow \Delta \phi \). Phase response curves are also widely used in studying neuronal oscillators where the stimulus may be a current pulse and the phase shifts are determined by the effect on the timing of the next action potential.

Interestingly, the theory of phase response curves arises in a theoretical context in the derivation of Kuramoto’s equation [86]. Since phase response theory figures prominently in this thesis I give an outline of the phase reduction process here. Let

\[
\dot{X} = \bar{F}(X) \quad \text{define a dynamical system with a hyperbolic limit cycle solution and} \quad \bar{p}(t) \quad \text{define a general time-dependent perturbation of the system scaled by the parameter} \quad \epsilon.
\]

\[
\dot{X} = \bar{F}(X) + \epsilon \bar{p}(t), \quad X \in \mathbb{R}^M. \tag{1.27}
\]

For the unperturbed oscillator equation let the limit cycle be denoted as \( C \), a curve in \( \mathbb{R}^M \). Then while the solution trajectory is on the limit cycle we can parametrize its position in \( \mathbb{R}^M \) using a single parameter \( \phi \in [0, 2\pi] \) called the phase of the oscillator. Let the parametrization be defined such that \( \frac{d\phi}{dt} = \omega \). The phase of the oscillator is easily defined on the unperturbed (\( \epsilon \rightarrow 0 \)) limit cycle of the oscillator, but in order to consider the case of \( \epsilon \neq 0 \) we need to extend this definition to define the
phase of the oscillator for points in some neighborhood of the limit cycle. Call this tubular ring neighborhood about the limit cycle $G$. To extend our phase function $\phi : C \subset \mathbb{R}^M \to \mathbb{R}$ to $\phi : G \subset \mathbb{R}^M \to \mathbb{R}$, we will need the concept of asymptotic phase.

**Definition I.1** (Asymptotic Phase). We say two points $P \in G$ and $Q \in G$ have the same asymptotic phase if as $t \to \infty$, $\phi_P = \phi_Q$.

**Definition I.2** (Isochron). $I(\phi) = \{x \in G| \text{asymptotic phase of } x = \phi\}$ is a $M - 1$ dimensional hypersurface embedded in $\mathbb{R}^M$ and is called an isochron of the oscillator [156].

Notice that nothing about our definition of isochrons needs to be restricted to a small neighborhood of the limit cycle. In fact, isochrons can be uniquely defined throughout the basin of attraction of the limit cycle. Points where isochrons cross one another (and thus a phase cannot be defined) are called phase singularities. The presence of phase singularities can give rise to interesting spatiotemporal behavior [86, 59, 156].

Applying our definitions of the phase $\phi(X)$ and the dynamical system reveals,

$$\frac{d\phi(X)}{dt} = \nabla \phi \cdot \frac{dX}{dt},$$  

$$\frac{d\phi(X)}{dt} = \nabla \phi \cdot \vec{F}(X) + \epsilon \nabla \phi \cdot \vec{p}(t),$$

$$\frac{d\phi(X)}{dt} = \omega + \epsilon \nabla \phi \cdot \vec{p}(t),$$  

using that $\nabla \phi \cdot \vec{F}(X) = \omega$ on the unperturbed limit cycle. We assumed the perturbation is small so we know $X$ is close to $X_0(\phi)$, where $X_0(\phi)$ is the intersection of the isochron $I(\phi)$ with the limit cycle $C$. Thus to leading order in $\epsilon$ we can replace $X$ with its value on the limit cycle $X_0(\phi)$.

$$\frac{d\phi}{dt} = \omega + \epsilon \nabla \phi |_{X_0(\phi)} \cdot \vec{p}(t)$$
Now we define $\vec{Q}(\phi) = \nabla \phi |_{x_0(\phi)}$ to be the infinitesimal phase response curve. Notice that it is just the gradient of the isochron $I(\phi)$ evaluated on the limit cycle. If the isochron hypersurface is a hyperplane then this approximation will be exact, whereas significant curvature in the isochron surface will degrade the accuracy of this linear approximation. If we assume that $\vec{p}(t)$ is a perturbation in just one variable of our system, (e.g. the voltage in a neuronal model), then the vector equation (Eq. 1.29) simplifies to the following:

$$\frac{d\phi}{dt} = \omega + \epsilon Q(\phi)p(t). \quad (1.30)$$

The finite phase response curve $\hat{Q}(\phi)$ in response to a perturbation defined by $p(t)$ will then be given by the difference in phase between this perturbed system and an unperturbed system as $t \to \infty$. If we make the change of variables $\psi = \phi - \omega t$ this measures the phase difference between the perturbed system and an unperturbed system.

$$\frac{d\psi}{dt} = \epsilon Q(\psi + \omega t)p(t) \quad (1.31a)$$

$$\int_0^\infty \frac{d\psi}{dt} dt = \int_0^\infty \epsilon Q(\psi + \omega t)p(t)dt \quad (1.31b)$$

$$\hat{Q}(\psi) = \epsilon \int_0^\infty Q(\psi + \omega t)p(t)dt \quad (1.31c)$$

Therefore, the finite phase response curve $\hat{Q}(\theta)$ can be approximated as

$$\hat{Q}(\theta) = \epsilon \int_0^\infty Q(\theta + \omega t)p(t)dt = \epsilon Q * p \quad (1.32)$$

where $*$ denotes convolution. Recall the approximation here comes as a result of approximating $\vec{Q}(\phi) = \nabla \phi |_{x_0(\phi)}$, which is valid only to leading order in $\epsilon$ (small perturbation off the limit cycle). If $p(t)$ is given by a Dirac delta function then the infinitesimal and finite phase response curves are seen to coincide $\hat{Q}(\theta) = Q(\theta)$,
hence the name infinitesimal for $Q(\theta)$. Therefore, the infinitesimal phase response curve is often approximated experimentally by giving very short and weak stimuli to the system and measuring the phase shifts induced. Moreover, Eq. 1.32 shows how the infinitesimal phase response curve may be used to approximate the finite phase response of the oscillator to a general stimulus $p(t)$.

Finally, we note that phase reduction may also be applied to systems of coupled oscillators. This situation may be described in its full form by the following system of differential equations:

$$
\dot{X}_1 = \vec{F}_1(X_1) + K\vec{V}(X_1, X_2) \tag{1.33a}
$$

$$
\dot{X}_2 = \vec{F}_2(X_2) + K\vec{V}(X_2, X_1) \tag{1.33b}
$$

where $X_{1,2} \in \mathbb{R}^M$, $\vec{F}_{1,2}$ define the uncoupled dynamics of the oscillators, $\vec{V}$ is the interaction function between the oscillators and is assumed to be symmetric between the oscillators. Here our time dependent perturbation $\vec{p}(t)$ is defined by the interaction function $V$. Once again we may parameterize the autonomous limit cycles such that $\frac{d\phi}{dt} = \omega_{1,2}$ on the limit cycle respectively for $F_1$ and $F_2$ and extend this definition into a neighborhood of the limit cycle using the concept of isochrons. The calculation follows the same form as the phase response calculation, except we now consider the coupling strength $K$ a small parameter,

$$
\dot{\phi}_1 = \omega_1 + K\vec{Q}_1(\phi_1) \cdot \vec{V}(X_1(\phi_1), X_2(\phi_2)), \tag{1.34a}
$$

$$
\dot{\phi}_2 = \omega_2 + K\vec{Q}_2(\phi_2) \cdot \vec{V}(X_2(\phi_2), X_1(\phi_1)), \tag{1.34b}
$$

where $\nabla_{\phi} \phi(X_0(\phi) = \vec{Q}(\phi)$. Grouping the interaction terms together and evaluating
the functions on the limit cycle we have the following expression,

\[ \dot{\phi}_1 = \omega_1 + KM_1(\phi_1, \phi_2) \]  \hspace{1cm} (1.35a)

\[ \dot{\phi}_2 = \omega_2 + KM_2(\phi_2, \phi_1) \]  \hspace{1cm} (1.35b)

We simplify Eq. 1.35 further by considering the double Fourier series for the interaction functions \( M \) and plugging-in the zero order solutions for \( \phi_1 \approx \omega_1 t \) and \( \phi_2 \approx \omega_2 t \). Considering only the first oscillator gives,

\[ M_1(\phi_1, \phi_2) = \sum_{k,l} a_{k,l} e^{i(k\omega_1 + l\omega_2)t}. \]  \hspace{1cm} (1.36)

\( M_1 \) has fast oscillating as well as slow oscillating terms. The slow terms satisfy the resonance condition \( k\omega_1 + l\omega_2 \approx 0 \). The fast terms lead to phase deviations of order \( K \) but the slow terms act on the timescale \( \frac{1}{K} \) and can induce large changes in the phase \([118]\).

If we assume that \( \omega_1 \approx \omega_2 \) then only terms of the form \( l = -k \) will satisfy the resonance condition. In general we could have the terms of the form \( n\omega_1 - m\omega_2 \) which would give higher order phase locking \([118]\). The assumption of \( \omega_1 \approx \omega_2 \) allows us to define,

\[ \Gamma_1(\phi_1 - \phi_2) = \sum_k a_{-k,k} e^{i(k(\omega_1 - \omega_2))t} = \sum_k a_{-k,k} e^{i(\phi_1 - \phi_2)} \]  \hspace{1cm} (1.37)

where the periodic function \( \Gamma(\theta) \) is known as the coupling function. We note the coupling function is derived from both the interaction function \( \vec{V}(X_1, X_2) \) in the full limit cycle model and the infinitesimal phase response curve \( Q(\phi) \). Written in terms
of these coupling functions the system (Eq. 1.35) becomes,

\[
\frac{d\phi_1}{dt} = \omega_1 + K\Gamma_1(\phi_2 - \phi_1) \tag{1.38a}
\]

\[
\frac{d\phi_2}{dt} = \omega_2 + K\Gamma_2(\phi_1 - \phi_2). \tag{1.38b}
\]

Now, we see the simple Kuramoto coupling function arises if we take only the \(\sin(\theta)\) term in a Fourier series of the full coupling functions \(\Gamma_{1,2}(\theta)\).

1.2 Biological Background

The mathematical theory of coupled oscillators and the study of biological rhythms have a rich shared history, with breakthroughs in either field fueling innovations in the other. This exchange of ideas may be traced back to early studies of biological oscillations, where the study of daily cycles in behavior and physiologically inspired the development of a suite of mathematical tools for studying oscillatory phenomena [156, 123, 28]. Following in this tradition, daily or circadian rhythms are the principal biological application considered in my graduate work.

1.2.1 Whole Organism Studies

Circadian rhythms in behavior and physiology have been observed in every taxa of life ranging from single cellular organisms to plants, fungi, insects and mammals. Pioneering studies of circadian rhythms focused on characterizing circadian rhythms at the level of whole organisms, as localized circadian pacemakers were unknown prior to 1968 [28, 78, 139]. These studies characterized the sensitivity and precision of these rhythms using behavioral markers such as wheel-running activity in hamsters, perch hopping in finches or eclosion rhythms in \textit{Drosophila} [122, 123]. Typically, researchers manipulated the environmental stimuli provided to the circadian cycle (e.g. light cycles, temperature cycles) and measured the effect on the marker rhythms to infer
the effect on the circadian clock [28].

Studies of circadian rhythms at the whole organism scale were vital in the development of the theory of entrainment [28]. Experimentally, it was discovered that circadian rhythms may be entrained to periods of slightly less than or greater than 24 hours, and that this entrainment range varies with the stimulus type, species, age, and light history of the organism [123, 28, 9]. Two competing hypothesis emerged to explain circadian entrainment known as parametric and non-parametric entrainment [29]. Non-parametric entrainment theory focuses on the phasic aspects of light input and posits that entrainment may be explained by the determination of the phase response curves to short stimuli [28]. While non-parametric entrainment focuses on tonic effects of light on the circadian cycle. Each of these theories have their merits, although the role of non-parametric entrainment is better understood [53]. Some of the strongest evidence for parametric entrainment is the changes in the circadian period of organisms kept in constant light conditions ($\tau_{LL}$). By comparing the effects of constant light exposure among species, Jurgen Aschoff, discovered a trend that nocturnal animals generally show longer periods $\tau_{LL} > \tau_{DD}$, while diurnal animals show a period shortening under constant light $\tau_{LL} < \tau_{DD}$ [8].

In addition to being instrumental in developing a theory for circadian entrainment, whole organism studies also uncovered a large number of peculiar properties of circadian oscillators [122]. Especially important for this work are the so-called light entrainment after-effects [122]. After-effects describe stable changes observed in the free-running period $\tau$ (the circadian period as measured in an environment free from time cues) and may be distinguished from transient effects on the circadian period by their longer lasting effects and apparent quasi-stability [122]. For example, after-effects to large phase shifts in the light schedule may be observed in several species where large phase advances lead to an increase in the period and phase delays a decrease in the period [122]. Another prominent after-effect may be observed
when organisms are entrained to light schedules either longer or shorter than the free-running period of the organism. Entrainment to long periods leads to an increase in the free-running period, while entrainment to short periods show the opposite trend with a decrease in the free-running period [11, 122]. These entrainment after-effects were found to persist for 50-100 days following a release into free-running conditions [122].

Light entrainment after-effects may also be observed for light entrainment to varying photoperiods. The photoperiod of a light signal describes the fraction of the periodic cycle in which the organism is exposed to light. In a natural setting the photoperiod is short during winter days and lengthens in long summer days. Generally, when nocturnal mammals are entrained to long photoperiods they will show a shortened period when moved into darkness [122, 105]. Entrainment to light cycles with a short photoperiod leads to the opposite effect and organisms show a longer free-running period [122, 105].

Exposure to photoperiods of different lengths was also found to alter the response of the circadian circuit to brief light pulses. In particular, when organisms are exposed to long day-lengths the phase shifting response to light is seen to be attenuated [126, 147]. This attenuation effect and its relationship with the photoperiodic after-effect will be considered in Chapter IV.

1.2.2 The Master Circadian Clock

Crucially, whole organism studies of circadian rhythms led to a consensus three component definition of circadian rhythms. First, the rhythm must be endogenous, meaning it must persist in the absence of time cues and cycle with a period close to 24 hours. Secondly, the rhythm must be entrainable by external time cues called zeitgebers (german for “time givers”). Finally, the rhythm must be temperature compensated such that the period does not vary strongly with the ambient temperature.
This definition of circadian rhythms, together with technological advances, allowed for the genetic screens to be applied looking for mutations affecting the circadian phenotype. Genetic screens identified a host of “clock” genes involved in circadian timekeeping [78, 148]. The tools of molecular biology then revealed that circadian dynamics observed in whole organisms originate from a molecular clock at the single cell level [154]. This intricate genetic feedback loop produces molecular oscillations with a period of about 24 hours [92]. Simultaneously, neurobiologists searched for brain regions associated with circadian rhythms. In mammals, a small region of the anterior hypothalamus known as the Suprachiasmatic Nucleus (SCN) was found to house the master circadian clock [139]. From this neural command center the master clock sends out daily signals to a system of peripheral clocks located throughout the body [33].

Localization of the master circadian clock enabled the neural tissue to be excised and studied in culture [145]. The tools of electrophysiology could now be applied to study the neuronal properties of the clock cells. It was found that the firing rates of the clock neurons also vary in a circadian manner, with a peak firing rate near the middle of the circadian day [58, 56]. The organism level circadian rhythm is produced in an emergent manner through the aggregation of the molecular rhythms of the roughly twenty thousand clock neurons in the SCN.

In order to produce a coherent rhythm these clock neurons are coupled to one another through a large suite of neurotransmitters [87]. These coupling neurotransmitters act to oppose the tendency of intrinsic noise and heterogeneity in the individual clock neurons to cause the molecular clocks to desynchronize [86, 92]. Additionally, the coupling forces in the SCN establish a characteristic circadian waveform within the SCN tissue, allowing information to be encoded at a network level [39]. Changes in the environment conditions, such as the seasonal day-length, induce changes in this waveform allowing the SCN to act as a seasonal calendar as well as a daily clock [38,
Measurements of the changes in the circadian waveform may be integrated with the whole organism data describing how the changes in these same factors (environmental conditions, age, light history, zeitgeber character) affect the entrainment properties of the core circadian clock.

Studies of the structure of the SCN have revealed it may be functionally and physiologically clustered into two principal regions: the ventral (core) and dorsal (shell) phase clusters [45, 106]. These regions have been found to have distinct roles in determining the circadian waveform produced by the SCN holistically [39]. In addition to differences in the primary coupling forces between the ventral and dorsal SCN, a fundamental difference between these regions lies in the reception of light information. Photic information in mammals is channeled to the clock along a dedicated neural track from the retina. Interestingly, only a fraction of the clock neurons in the SCN are recipients of this light information largely located in the ventral SCN [98]. The consequences of this imbalance between the ventral and dorsal SCN in the reception of light information is examined in Chapters IV-V of this thesis.
CHAPTER II

Macroscopic Models of Coupled Biological Oscillators

2.1 Introduction

The study of coupled oscillators is important for many biological and physical systems, including neural networks, circadian rhythms and power grids [156, 43, 141]. Mathematical models of these coupled oscillator systems can be extremely high-dimensional, having at least as many degrees of freedom as the number of oscillators as well as additional dimensions for the coupling mechanisms between oscillators. However, this microscale complexity is belied by the elegant simplicity which emerges at the macroscopic scale in many coupled oscillator populations. Quite generally, these systems demonstrate a phase transition as the coupling between the oscillators is strengthened leading to the emergence of a self-organized synchronized state [157].

This emergence of a synchronized state from the dynamics of a very high-dimensional dynamical system, suggests that a low dimensional representation of this system should be possible. A major step in this direction was proposed by Art Winfree in 1967 when he intuitively grasped that for systems of weakly coupled, limit cycle oscillators the time evolution of each oscillator and the effects of coupling with its neighbors may be described by a single phase variable [158]. This method, known
as phase reduction, reduces the dimension of the coupled system to the number of constituent oscillators and has been used to analyze diverse coupled oscillator systems [86, 156, 130].

In the following years Kuramoto formalized the mathematical procedure for phase reduction and used it to derive his now famous model for \( N \) coupled heterogeneous oscillators,

\[
\dot{\phi}_j = \omega_j + \frac{K}{N} \sum_{n=1}^{N} \sin(\phi_n - \phi_j), \quad j = 1, N
\]  \hspace{1cm} (2.1)

where \( \phi_j \) gives the phase of the \( j \)th oscillator, \( K \) is the coupling strength and \( \omega_j \) gives the natural frequency of the oscillator [86]. The natural frequencies of the oscillators are typically assumed to be drawn from a distribution \( g(\omega) \) which reflects the heterogeneity in the oscillator population. The Kuramoto model captures the essential features of many coupled oscillator systems and has been used to study the phase transition to synchrony in detail [142].

However, many biological systems contain thousands of oscillators, making even the phase model a very high-dimensional representation of the dynamical system. A recent breakthrough occurred when Ott and Antonsen discovered an ansatz that can be applied to a family of Kuramoto-like systems to derive a low-dimensional model for the macroscopic behavior of the coupled population [114]. When the ansatz is applied, the long-time behavior of a system of \( N \to \infty \) heterogeneous oscillators can accurately be described by two differential equations, one for the mean phase of the coupled oscillators, and the other for their collective amplitude [113]. Despite the hundreds of recent papers that use the Ott-Antonsen dimension reduction procedure, the authors are not aware of any carefully done experiments to test whether this powerful ansatz holds for biological systems.

In this chapter we test the applicability of the Ott-Antonsen ansatz using a recent
experimental data set collected from neurons in the suprachiasmatic nucleus (SCN), the mammalian circadian pacemaker, and through simulations of several models of coupled biological oscillators [2]. We find that a core assumption of the Ott-Antonsen ansatz is not valid in our test systems. However, we find that a different, but related, ansatz more accurately describes the data. Using a simple argument, we demonstrate the validity of our ansatz for a wide-class of models. We then apply this ansatz to derive a two-dimensional macroscopic model for the population activity of a system of coupled, heterogeneous noisy oscillators. The generality of our procedure should allow for the derivation of low-dimensional macroscopic models of many coupled oscillator systems, allowing for fundamental insights into the core principles driving many biological phenomena.

2.2 Results

The development of the Ott-Antonsen ansatz initiated a revolution in the coupled oscillator literature [119]. The impact of their ansatz stems from the fact that the macroscopic equations exactly capture all the long-time attractors of the Kuramoto (Eq. 2.1) and closely related systems [113]. The ability to derive strong analytic results has led to its application to a vast array of application areas [94, 61, 102]. Recently, the Ott-Antonsen procedure was applied directly to the study of circadian rhythms for the first time [93].

The power of the Ott-Antonsen procedure comes at the price of several limitations. First, it may only be applied to systems where the interaction between the oscillators is described by a coupling function with a single harmonic [95]. Secondly, the ansatz is not valid for systems whose oscillators evolve with a stochastic component [136]. Each of these limitations could severely restrict its applicability to biological systems: complex coupling forces between biological oscillators often induce higher harmonic components in the model’s coupling function [63, 15], and biological oscillators are
invariably subjected to noise [15].

A further limitation of the Ott-Antonsen procedure is one of practicality rather than a formal mathematical restriction. In its most powerful form, the Ott-Antonsen procedure requires the assumption that the distribution of natural frequencies of the oscillators be a rational function $g(\omega) = a(\omega)/b(\omega)$, which is typically taken to be a Cauchy (Lorentzian) distribution,

$$g(\omega) = \frac{\gamma}{\pi[(\omega - \omega_0)^2 + \gamma^2]}, \quad (2.2)$$

where $\omega_0$ is the median frequency and $\gamma$ controls the strength of the heterogeneity in the oscillator population. Making this assumption on the frequency distribution is a crucial step in achieving the dimension reduction to the macroscopic model. For more general frequency distributions, the Ott-Antonsen procedure is still mathematically valid, although it produces an infinite set of integro-ordinary differential equations rather than the two-dimensional ordinary differential equation macroscopic model. Let us refer to the Ott-Antonsen reduction procedure with the additional assumption of a Cauchy distribution of frequencies as Cauchy Ott-Antonsen (COA).

The ansatz of the COA procedure takes a particularly simple form when written in terms of the Daido order parameters for the distribution of phases of the coupled oscillators. As seen in the introductory chapter, the Daido order parameters [31, 30] are given by,

$$Z_m(t) = R_m(t)e^{i\psi_m(t)} = \frac{1}{N} \sum_{j=1}^{N} e^{im\phi_j(t)}, \quad (2.3)$$

where $\phi_j$ are the phases of the oscillators, $R_m$ are the phase coherences and $\psi_m$ are the mean phases. Typically, only the first term is considered $Z_1 = R_1 e^{i\psi_1}$ and is known as the Kuramoto order parameter. Here $R_1$ measures the amplitude of the collective behavior of the oscillator population with $R_1 \approx 0$ indicating desynchronization.
among the oscillators and \( R_1 = 1 \) perfect synchrony. The COA ansatz is a simple geometric relation between the Daido order parameters,

\[
\begin{align*}
Z_m &= (Z_1)^m \\
R_m &= R_1^m \\
\psi_m &= m\psi_1
\end{align*}
\] (2.4a)

COA (2.4b)

When the phase distribution of the oscillators is unimodal and symmetric about its mean phase, we expect the mean phase relation \( \psi_m = m\psi_1 \) to hold generally, and we will focus on that case. However, the prediction that \( R_m = R_1^m \) is more subtle and its accuracy has not been evaluated for biological systems.

To test the COA ansatz, we computed the Daido order parameters for a recently published data set measuring the approximate 24 hour oscillations of protein expression in neurons from whole SCN explants [2]. Phases were computed from hourly measurements of protein expression in individual neurons over a week long period as the neurons resynchronized following the application of a desynchronizing perturbation (see Methods). We examined this data set for evidence of the COA relation \( R_m = R_1^m \) at each time point. We found that the phase coherences did not follow this relation (Fig. 2.1(A)). Additionally, numerical simulations of several different coupled populations of biological oscillator models also reveal the COA ansatz does not provide a good representation of the equilibrium phase coherences for these systems (Fig. 2.1(b-d)).

Instead, in each of these systems, we found that the relation,

\[
R_m = R_1^{m^2} \\
\psi_m = m\psi_1
\] \( m^2 \) ansatz (2.5)

better captures the properties of the phase distribution. We refer to this alternate scaling of the Daido order parameters as the \( m^2 \) ansatz.
Figure 2.1: A low-dimensional structure in the phase distribution of coupled oscillator systems: (A) experimental SCN neuron data [2], (B) simulation of coupled heterogeneous Repressilator oscillators [50], (C) simulation of coupled heterogeneous Morris-Lecar neural oscillators, (D) simulation of coupled noisy modified Goodwin oscillators [76] (see Appendix A). (A) Top row: Green dots show the phase coherences computed from hourly measurements of cell protein expression in the SCN neurons. The solid black line shows the relation $R_m = R_1^m$ and the dashed line shows the COA ansatz $R_m = R_1^m$. Inset plots show the circular mean vector of $\psi_m - m\psi_1$ across all observations. Bottom row: Histogram (left) and first ten phase coherences (right) of the phase distribution computed from the data point indicated by the blue star in the top row panels, compared to the phase distribution satisfying the $m^2$ ansatz (black curves). Bottom right: The first ten phase coherences for the phase distribution computed from the data (green dots in top panels) compared to the $m^2$ ansatz relation (black curve). (B-D) Top row: Histogram of the simulated equilibrium phase distribution computed from model simulations for two different coupling strengths (left panel: strong coupling, right panel: weak coupling), compared to the $m^2$ ansatz phase distribution. Bottom row: The first ten phase coherences for the simulated equilibrium phase distributions for two coupling strengths (green dots = strong coupling, blue squares = weak coupling) compared to the $m^2$ ansatz relation (solid curves).
2.2.1 Emergence of the Scaling

The $m^2$ ansatz may be derived under more general assumptions than those required by the Ott and Antonsen procedure. Let us consider a population of $N$ coupled oscillators with an equilibrium phase distribution $\phi_j^*$ such that $\phi_j^* \approx 0$ for $j = 1, 2 \ldots, N$. A Taylor series expansion of the Daido order parameters may be written as

$$Z_m \approx 1 + \frac{im}{N} \sum_{j=1}^{N} \phi_j^* - \frac{m^2}{2N} \sum_{j=1}^{N} (\phi_j^*)^2 + \ldots$$  \hspace{1cm} (2.6a)$$

Making use of our assumption that the equilibrium phase distribution is unimodal and symmetric, we have that $\psi_m = m\psi_1$ and without loss of generality we may set $\psi_1 = 0$. Thus, introducing the notation $||\phi^*||_k^2 = \sum_{j=1}^{N} (\phi_j^*)^k$ gives

$$R_m \approx 1 - \frac{m^2||\phi^*||_2^2}{2N} \approx \left(1 - \frac{||\phi^*||_2^2}{2N}\right)^{m^2} ,$$  \hspace{1cm} (2.7a)$$

$$R_m \approx R_1^{m^2} ,$$  \hspace{1cm} (2.7b)$$

which holds whenever the quantity $||\phi^*||_2^2$ can be considered small and justifies the emergence of the $m^2$ ansatz we found in both the experimental and simulated data (Fig. 2.1).

This analysis begs the question of how the COA ansatz $R_m = R_1^m$ and the $m^2$ ansatz can both be true. The root of the discrepancy is in the fat-tails of the Cauchy distribution for the natural frequencies of the oscillator population. The slow decay of the tails of the Cauchy distribution profile results in a significant fraction of oscillators whose phases are not locked to the mean phase but instead drift relative to the population rhythm. This effect keeps the quantity $||\phi^*||_2^2$ large for any finite coupling strength. However, for natural frequency distributions with exponential tails (e.g. Gaussian) the fraction of locked oscillators grows quickly as coupling strength
increases and the $m^2$ ansatz emerges for moderate coupling strengths. Fig. 2.2(a,b) shows the phase coherences for simulations of the Kuramoto system (Eq. 2.1) with Gaussian and Cauchy distributions of natural frequencies. Thus, we conclude the $m^2$ ansatz provides a close approximation for systems with natural frequency distributions with exponential tails, while the COA procedure provides an exact relation for systems with a Cauchy distribution of natural frequencies.

In fact, we may introduce a correction to our ansatz which takes into account the presence of phase-locked and phase-drifting oscillators in the population. Let $p$ be the fraction of the population whose phases are locked to the mean phase. Then the Daido order parameters can be expressed as $Z_m = pZ_m^{\text{locked}} + (1-p)Z_m^{\text{drift}}$ and $|Z_m^{\text{drift}}| \approx 0$ for the drifting population. Then the same Taylor-series based argument in Eqs. 2.6 and 2.7 considering only the contribution of the locked population gives,

$$R_m \approx \frac{R_m^{m^2}}{p^{m^2-1}},$$

which collapses to Eq. 2.7b as $p \to 1$. Additionally, this analysis shows that assuming $p = 1$ gives a lower-bound on the Daido order parameter. In particular, $R_m \geq R_1^{m^2}$ and $R_m \to R_1^{m^2}$ as $p \to 1$. For the Kuramoto model (Eq. 2.1) we may calculate the fraction of phase-locked oscillators as the coupling strength increases $p(K)$ as [86, 142]

$$p(K) = \int_{-KR_1}^{KR_1} g(\omega) d\omega.$$  \hspace{1cm} (2.9)

For the Kuramoto model with Gaussian or Cauchy distributions of oscillator natural frequencies $g(\omega)$, we may solve for $p(K)$ using Eq. 2.9. The comparatively slow growth of the fraction of locked oscillators as $K$ increases for the Cauchy distribution relative to a Gaussian distribution of natural frequencies is shown in Fig. 2.2(c).
Figure 2.2: The Kuramoto model (Eq. 2.1) with Gaussian and Cauchy distributions for the natural frequencies of the oscillators, $g(\omega)$. (a,b) Relation among the Daido order parameters computed from numerical simulations (circles) and predicted (curves) by (a) the $m^2$ ansatz for Gaussian $g(\omega)$ and (b) the COA ansatz for Cauchy $g(\omega)$ for increasing coupling strength. Colors indicate different coupling strengths $K$ normalized to the critical coupling strength $K_c$ where partially synchronized solutions emerge [86, 142]: $K/K_c = 1.1$ (red), $K/K_c = 1.5$ (blue) and $K/K_c = 3.0$ (green). (c) The fraction of oscillators phase-locked to the mean phase $p$ as a function of normalized coupling strength $K/K_c$ for a Cauchy (dashed green) and Gaussian (solid black) $g(\omega)$.

2.2.2 Complex Networks and Noise

The simplicity of our derivation makes it clear the $m^2$ ansatz should hold quite generally. In this section we characterize its emergence for the case of systems with complex network coupling and intrinsically noisy oscillators. To explore this, we consider a model network of $N$ noisy heterogeneous phase oscillators,

$$\dot{\phi}_i = \omega_i + \frac{K}{d_i} \sum_{j=1}^{N} A_{ij} H(\phi_j - \phi_i) + \sqrt{D}\eta_i(t), \quad (2.10)$$

where $\eta_i$ is a white noise process with $\langle \eta_i \rangle = 0$ and $\langle \eta_i(t)\eta_j(t') \rangle = 2\delta(t-t')\delta_{ij}$, where $\delta_{ij}$ is the Kronecker delta. Network connectivity is defined by the adjacency matrix $A$ and we assume an undirected network such that $A$ is symmetric and $A_{ij} = A_{ji} = 1(0)$ if oscillators $i$ and $j$ are coupled (uncoupled). The degree of the oscillator is then given by $d_i = \sum_{j=1}^{N} A_{ij}$. Let the coupling function $H$ be a $2\pi$ periodic function and
we assume that $H'(0) > 0$. We note that Eq. 2.10 is quite general and may be derived in many applications from higher dimensional, limit cycle oscillator network models under the assumption of weak coupling [7].

We consider the case of strong coupling between the oscillators such that, $\phi_j - \phi_i \approx 0$ for all oscillator pairs. In this case, we can linearize about the phase-locked state to give

$$\dot{\phi}_i = \tilde{\omega}_i - KH'(0) \sum_{j=1}^{N} L_{ij} \phi_j + \sqrt{D} \eta_i(t),$$

(2.11)

where $L$ is a normalized Laplacian matrix given by $L_{ij} = \delta_{ij} - A_{ij}/d_i$ and $\tilde{\omega}_i = \omega_i + KH(0)$. Our assumptions on the network connectivity dictate that $L$ has real eigenvalues that may be ordered $\lambda_1 = 0 \leq \lambda_2 \leq ... \lambda_N$ with associated eigenvectors $\{v_1, ..., v_N\}$. For the linear system (Eq. 2.11) in the absence of noise ($D \to 0$) we may solve for the deterministic steady state $\phi^*$ using the Moore-Penrose pseudoinverse of the normalized Laplacian $L^\dagger$,

$$\phi^* = \frac{L^\dagger \tilde{\omega}}{KH'(0)}, \quad \text{with} \quad L^\dagger = \sum_{j=2}^{N} \frac{v_j v_j^T}{\lambda_j}.$$

(2.12)

Allowing for stochastic fluctuations about the deterministic steady state $\phi^*$, we may compute the quantity $\mathbb{E}[||\phi^*||_2^2]_t$ as,

$$\mathbb{E}[||\phi^*||_2^2]_t = \sum_{j=2}^{N} \left[ \left( \frac{|v_j \cdot \tilde{\omega}|}{\lambda_j KH'(0)} \right)^2 + \frac{D}{\lambda_j KH'(0)} \right],$$

(2.13)

where details of this derivation are given in Appendix A. If the quantity $\mathbb{E}[||\phi^*||_2^2]_t$ is small, then our expansion of the Daido order parameters (Eq. 2.7a) tells us that the $m^2$ ansatz will provide a good approximation for the phase distribution. Thus, considering Eq. 2.13 we see that the $m^2$ ansatz will hold for sufficiently strong coupling strengths for any connected network where $||\tilde{\omega}||$ is finite. Additionally, Eq. 2.13 can be
Figure 2.3: The equilibrium phase distribution of complex network phase oscillators converges to the $m^2$ ansatz as the coupling strength between the oscillators increases: (a) Barabasi-Albert Scale-Free network (b) Watts-Strogatz Small World network. Circles show the results from simulations of networks of $N = 1000$ coupled oscillators with noise amplitude $D = 1$ and oscillator frequencies drawn from a Gaussian distribution with $\sigma = 1$. Solid lines show $R_m = R^m_1$. Colors indicate different coupling strengths as in Fig. 2.2. Details of these simulations are given in Appendix A used to study how the emergence of the ansatz depends on the network connectivity, noise strength and the arrangement of the heterogeneous frequencies in the network [133].

These results are confirmed by numerical simulations of Eq. 2.10 for the noisy, heterogeneous Kuramoto model (where $H(\theta) = \sin(\theta)$) with different network connectivity topologies (Fig. 2.3). In particular, we find the $m^2$ ansatz provides a quality approximation to the Daido order parameters for both Watts-Strogatz small world [153] and Barabasi-Albert scale-free [12] network topologies. For each network topology, the accuracy of the approximation increases with the strength of the coupling as predicted by Eq. 2.13.

### 2.2.3 Macroscopic Model

A principal strength of the Ott-Antonsen approach is that the dynamics of the Kuramoto model (Eq. 2.1) for a large system of coupled oscillators can be reduced
to the following two dimensional macroscopic model \[114\]:

\[
\dot{R}_1 = \left( \frac{K}{2} - \gamma \right) R_1 - \frac{K}{2} R_1^3 \\
\dot{\psi}_1 = \omega_0,
\]

(2.14a) (2.14b)

where \(\omega_0\) is the median frequency of the oscillators and \(\gamma\) is the dispersion parameter of the Cauchy distribution of natural frequencies (Eq. 2.2). In this section, we apply the \(m^2\) ansatz to extract a similar macroscopic model for a large network of noisy, heterogeneous oscillators. In particular, we employ the \(m^2\) ansatz as a motivated moment closure to extract a macroscopic model for the order parameter \(Z_1\) for the noisy heterogeneous Kuramoto equation (Eq. 2.10). We consider a fully-connected network with coupling function \(H(\theta) = \sin(\theta)\). Under these conditions we may write the system using the Kuramoto order parameter \(Z_1 = R_1 e^{i\psi_1}\) [86],

\[
\dot{\phi}_i = \omega_i + KR_1 \sin(\psi_1 - \phi_i) + \sqrt{D} \eta_i(t).
\]

(2.15)

Following the Ott-Antonsen procedure [114] we consider the continuum limit \(N \rightarrow \infty\) of Eq. 2.15 and find the continuity equation for the phase density function \(f(\omega, \phi, t)\)

\[
\frac{\partial f}{\partial t} + \frac{\partial}{\partial \phi} (fv) + D \frac{\partial^2 f}{\partial \phi^2} = 0,
\]

(2.16a)

\[
v = \omega + K \text{Im}[e^{-i\phi} Z_1],
\]

(2.16b)

where Im denotes the imaginary part of the expression. The Fourier series decomposition of \(f\) is given by

\[
f = \frac{g(\omega)}{2\pi} \left( 1 + \sum_{n=1}^{\infty} A_n(\omega, t) e^{in\phi} + \text{c.c.} \right),
\]

(2.17)
where c.c. stands for the complex conjugate of the expression and $g(\omega)$ is the distribution of natural frequencies of the oscillators. Substitution of the Fourier series for $f$ into the continuity equation yields
\[
\frac{\dot{A}_n}{n} + (i\omega + Dn)A_n + \frac{K}{2} (Z_1 A_{n+1} - \bar{Z}_1 A_{n-1}) = 0.
\] (2.18)

where barred quantities are the complex conjugate. In the continuum limit the Daido order parameters $Z_m$ are given by
\[
Z_m(t) = \int_0^{2\pi} \int_{-\infty}^{\infty} f(\omega, \phi, t)e^{im\phi} d\omega d\phi \in \mathbb{C}
\] (2.19a)
\[
= \int_{-\infty}^{\infty} \bar{A}_m(\omega, t)g(\omega) d\omega, \quad (2.19b)
\]
using that all oscillating terms in the Fourier series for $f$ integrate to zero except for $n = m$. It is at this point in the Ott-Antonsen procedure where the assumption of a Cauchy distribution of natural oscillator frequencies becomes important. If $g(\omega)$ is given by a Cauchy distribution with median $\omega_0$ and dispersion parameter $\gamma$ (Eq. 2.2), the integral (Eq. 2.19b) can be evaluated as a residue by arguing that $A_m(\omega, t)$ may be analytically continued into the lower half of the $\omega$ plane [114]. To continue the derivation of the macroscopic model, we assume a Cauchy distribution of natural frequencies and obtain $Z_m(t) = \bar{A}_m(\omega_0 - i\gamma, t)$. Using this substitution for the Daido order parameters allows us to re-write Eq. 5.9 as follows
\[
\frac{\dot{Z}_n}{n} = (i\omega_0 - \gamma - Dn)Z_n + \frac{K}{2} (Z_1 Z_{n-1} - \bar{Z}_1 Z_{n+1}).
\] (2.20)

Finally, we set $n = 1$ and apply the moment closure $Z_m = |Z_1|^{(m^2-m)}Z_1^m$ or $R_m = R_1^{m^2}, \psi_m = m\psi_1$, which yields an equation of motion for the Kuramoto order param-
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Where $\dot{Z} = Z_1$,

$$
\dot{Z}_1 = (i\omega_0 - \gamma - D)Z_1 + \frac{K}{2} \left( Z_1 - |Z_1|^2(Z_1)\bar{Z}_1 \right)
$$

(2.21)

Separating the real and imaginary parts $Z_1 = R_1 e^{i\psi_1}$ gives the macroscopic equations

$$
\dot{R}_1 = \left( \frac{K}{2} - D - \gamma \right) R_1 - \frac{K}{2} R_1^2
$$

(2.22a)

$$
\dot{\psi}_1 = \omega_0.
$$

(2.22b)

In previous work, Sonnenschein and Schimansky-Geier [136] derived Eq. 2.22 for the special case of the noisy Kuramoto model assuming homogeneous oscillator frequencies ($\gamma \to 0$) by employing an ad-hoc Gaussian moment closure on the phase distribution. Interestingly, the Gaussian moment closure follows the $m^2$ ansatz found here. In agreement with our findings, they found the macroscopic system (Eq. 2.22) captured the dynamics of the microscopic noisy homogeneous Kuramoto model accurately, particularly at strong coupling strengths [136].

Here, we find the $m^2$ ansatz provides an accurate approximation for the macroscopic dynamics of the noisy heterogeneous Kuramoto model. In Fig. 2.4 we show the predictions of the macroscopic model (Eq. 2.22) compared to numerical simulations of the microscopic model in the continuum limit found by using the first fifty moments of Eq. 5.11[136].

In the limit of zero noise amplitude ($D \to 0$), the accuracy of the $m^2$ ansatz breaks down under the assumption of a Cauchy distribution of oscillator natural frequencies. This is to be expected given that the zero noise limit of Eq. 4.5 has been proven to follow the COA ansatz $R_m = R_1^m$ [113]. However, in the case of weak to moderate heterogeneity relative to the noise strength $s = \gamma/D \leq 1$ we find the $m^2$ ansatz also
Figure 2.4: The equilibrium phase coherence $R_1$ as a function of the coupling strength $K$ for the noisy, heterogeneous Kuramoto model (Eq. 2.15) for different relative levels of heterogeneity ($\gamma$) and noise amplitude ($D$) (a) $s = \gamma/D = 0.05$ (b) $s = 0.5$ (c) $s = 1$. (d-e) The transient dynamics of $R_1$ for (d) $s=0.05$ and (e) $s=1.0$ for different coupling strengths: $K = 1.2$ (magenta), $K = 1.5$ (red) and $K = 3.0$ (blue). In all panels, solid curves show the macroscopic model predictions (Eq. 2.22) and dashed curves show numerical simulations of the microscopic model in the continuum limit (Eq. 5.11). Parameters chosen such that critical coupling strength $K_c = 1$ for the microscopic model. Insets show curves in the rectangular regions.

provides an accurate description of the macroscopic dynamics (Fig. 2.4). Moreover, we find the $m^2$ ansatz provides a useful upper-bound for the collective amplitude $R_1$ and the accuracy improves with increased coupling strength. This may be explained by our result that $R_m \geq R_1^{m^2}$ and that $R_m \rightarrow R_1^{m^2}$ as the entire oscillator population is locked to the mean-field.

As discussed above, the breakdown of the $m^2$ ansatz is related to the fat-tails of the Cauchy distribution, which cause the fraction of oscillators locked to the mean-field to grow slowly as coupling strength increases. If the natural frequency heterogeneity has less density in the tails of the distribution, our analysis predicts the $m^2$ ansatz should become more accurate. In the next section we investigate how the $m^2$ ansatz may be used to derive macroscopic models for systems with strong heterogeneity and exponential tails.
Oscillator Heterogeneity

In the derivation of the macroscopic model for the noisy Kuramoto system (Eq. 2.22), we achieved the dimension reduction by assuming that the oscillator frequency distribution \( g(\omega) \) took the form of a rational function, specifically the Cauchy distribution (Eq. 2.2). However, our analysis has shown that the \( m^2 \) ansatz is best applied to frequency distributions with exponential tails. For a general frequency distribution \( g(\omega) \), the \( m^2 \) ansatz may be applied using

\[
Z_1(t) = \int_{-\infty}^{\infty} \bar{A}_1(\omega, t) g(\omega) d\omega \tag{2.23a}
\]

\[
Z_m = |Z_1|^{m^2} Z_1^m. \tag{2.23b}
\]

However, without further simplification the advantage of our approach is largely negated as this is an infinite set of integro-differential equations which yield an approximate solution. In this section, we derive an approximate two-dimensional macroscopic model for systems where oscillator frequencies follow a general symmetric, unimodal distribution.

For a general symmetric and unimodal distribution of oscillator frequencies \( g(\omega) \) with a maximum at \( \omega_0 \), we can approximate it with a Cauchy distribution \( g_c(\omega, \gamma) \). Let \( h(\omega, \gamma) = g(\omega) - g_c(\omega, \gamma) \), then the solution to Eq. 2.23a is

\[
Z_1(t) = \bar{A}_1(\omega_0 - i\gamma, t) + E_1(\gamma, t) \approx \bar{A}_1(\omega_0 - i\gamma, t) \tag{2.24a}
\]

\[
E_1(\gamma, t) = \int_{-\infty}^{\infty} \bar{A}_1(\omega, t) h(\omega, \gamma) d\omega. \tag{2.24b}
\]

Thus, the approximation for \( Z_1 \) in Eq. 2.24a allows for the dimension reduction and the accuracy of the macroscopic model will depend on choosing the dispersion parameter \( \gamma = \hat{\gamma} \) such that the magnitude of the error term \( |E_1(\gamma, t)| \) is minimized. The \( m^2 \) ansatz yields the higher order Daido order parameters with error \( O(E_1) \) using
To compute the error term $|E_1(\gamma, t)|$, consider the function $A_1(\omega, t) \in \mathbb{C}$ as a frequency-dependent version of the Kuramoto order parameter $Z_1$. For oscillators which are entrained to the mean-field we may write

$$A_1(\omega, t) = \rho(\omega)e^{i(\theta(\omega)+\Omega t)},$$

(2.25)

where $\Omega$ gives the frequency of the mean-field, $\rho(\omega)$ describes the collective amplitude and $\theta(\omega)$ the entrainment angle for oscillators with natural frequency $\omega$. When oscillators with frequency $\omega$ are locked to the mean-field we have $\rho(\omega) = 1$ [112].

For the Kuramoto model, oscillators with $\omega \leq KR_1$ are locked to the mean-field with entrainment angle $\theta(\omega) = \arcsin(\frac{\omega}{KR_1}) \approx \frac{\omega}{KR_1}$. Therefore we may approximate the magnitude of the error integral by considering only the locked oscillators

$$|E_1(\gamma)| \approx |L_1(\gamma)| = \left| \int_{-KR_1}^{KR_1} e^{i\omega R_1} h(\omega, \gamma) d\omega \right|.$$  

(2.26)

Thus, $\hat{\gamma}$ should be chosen such that $|L_1(\gamma)|$ is minimized. For example, for a Gaussian distribution of frequencies it is possible to find $\hat{\gamma}$ such that $|L_1(\hat{\gamma})| = 0$. In general, $\hat{\gamma}$ will depend on the coupling strength $K$ both directly and implicitly through $R_1(K)$.

Therefore, the approximate macroscopic model for the heterogeneous Kuramoto model is

$$\dot{R}_1 = \left( \frac{K}{2} - \hat{\gamma}(K) \right) R_1 - \frac{K}{2} R_1^5$$

(2.27a)

$$\dot{\psi} = \omega_0.$$  

(2.27b)

For $KR_1 \approx 0$ we may solve for $\hat{\gamma}$ by setting $|h(\omega_0, \hat{\gamma})| = 0$ which yields $\hat{\gamma} = 1/|\pi g(\omega_0)|$. Therefore, the approximate macroscopic model captures the critical coupling strength $K_c = 2\hat{\gamma}$ as determined by the classical self-consistency approach reviewed in the
Figure 2.5: The equilibrium phase coherence $R_1$ against the coupling strength $K$ for the Kuramoto model for (a) $g(\omega)$ Gaussian (b) $g(\omega) \propto e^{-\omega^4/a}$ distributions of natural frequencies. Exact solutions obtained from classical self-consistency theory [86, 142] are shown as dashed green, and the solution according to the $m^2$ ansatz solid black introductory chapter [142, 86]. Moreover, we find the macroscopic model (Eq. 2.27) provides a close approximation to $R_1(K)$ as the coupling strength increases as shown in Fig. 2.5 for $g(\omega)$ Gaussian and $g(\omega) \propto e^{-\omega^4/a}$.

Finally, we note that the error in the approximation in Eq. 2.26 for the error term $|E_1(\gamma)|$ scales with the fraction of locked oscillators $p$. Thus, the approximation of a Cauchy frequency distribution and the $m^2$ ansatz each introduce errors which scale with the fraction of locked oscillators. Therefore, employing the Cauchy approximation alongside the $m^2$ ansatz does not add any additional assumptions to the approximation and does little to affect the accuracy of the approach.

### 2.3 Discussion

In the past decade, the powerful ansatz discovered by Ott and Antonsen [114] has been used to resolve many open problems in the coupled oscillator literature and has been applied to an increasing number of application areas [94, 102, 93]. In this chapter, we provide the first evaluation of the suitability of the Ott-Antonsen reduction procedure for extracting macroscopic models of real biological networks.

Our examination of a recent experimental data set of circadian oscillator activity
[2], as well as simulations of several biological oscillator networks, revealed that these systems did not follow the Ott-Antonsen ansatz. Instead, we identified a new relation, the $m^2$ ansatz, which captures the phase distribution of these systems more accurately.

A simple argument showed the emergence of the $m^2$ ansatz for systems of coupled oscillators which have a high percentage of the oscillators phase-locked to the mean-field oscillation. We found the $m^2$ ansatz emerged at moderate coupling strengths for oscillator populations whose frequency heterogeneity has exponential tails. In contrast, the Ott-Antonsen ansatz holds at any coupling strength when the frequency heterogeneity has a Cauchy distribution (polynomial tails). For noisy heterogeneous coupled oscillator systems, the $m^2$ ansatz robustly emerged for sufficiently strong coupling strengths. Further, the $m^2$ ansatz may be used as a moment closure to extract a low-dimensional macroscopic model for noisy heterogeneous oscillator networks.

The low-dimensional system we derive differs slightly from the Ott-Antonsen approach as it produces a term of order $R^5$ in the collective amplitude equation as compared with the cubic scaling $R^3$ in the Ott-Antonsen equations [114, 93]. We note that a cubic scaling is expected for coupling strengths near the critical coupling strength $K_c$ as predicted by the normal form for a Hopf bifurcation [60]. Therefore, we expect our ansatz would overestimate the growth of the phase coherence about the critical coupling strength and may not be an appropriate tool for studying the scaling of the order parameter about the critical coupling. However, as we demonstrated, our approach provides a close approximation to the equilibrium phase coherence as the coupling between oscillators is strengthened.

In the case of human circadian rhythms, several results suggest that models for collective amplitude dynamics should include higher order terms. For example, higher-order terms in the amplitude growth have previously been required to accurately model the collective amplitude dynamics of the human circadian rhythm in response to a desynchronizing light-pulse [68]. Additionally, the $R^5$ term which appears in
our model predicts it should be difficult to increase the amplitude of the circadian rhythm by applying light pulses to an equilibrium circadian amplitude. This is in accordance with experimental results that light pulses administered during the day do not significantly affect the circadian amplitude [69, 71]. Finally, we note that a previous comparison of two phenomenological van der Pol models for human circadian rhythms showed that the model with higher order terms better explained human circadian amplitude data [67].

A principal strength of both the Ott-Antonsen procedure and our results is that the parameters and variables of the derived macroscopic models have direct physical interpretations. Therefore, the predictions of the models may be compared with experimental data from the cellular, tissue and whole organism levels. For example, Lu et al [93] made use of the COA ansatz to study jet-lag resynchronization asymmetry using readily available data on the mean-period of circadian oscillator cells [16, 27]. Future work could use this formalism to synthesize cellular-level data on the coupling mechanisms[105], network connections [2] and cellular periods [106] of SCN neurons with behavioral circadian abnormalities observed at the whole organism level. We will apply the $m^2$ ansatz to study the impact of light on the mammalian circadian rhythm in Chapter IV and to derive a low-dimensional model for human circadian rhythms in Chapter V.

To conclude, the $m^2$ ansatz allows derivations of macroscopic models for populations of oscillators with more general frequency distributions and phase-locked behavior than required by the COA ansatz. Our analysis of the phase-locked dynamics of neurons in the mammalian circadian pacemaker suggest that other biological oscillator systems may also be better represented by the $m^2$ ansatz.
2.4 Methods

The circadian time-series shown in Fig. 2.1(a) was collected as described by Abel et al [2], who generously made their data set publicly available. Briefly, the time-series was collected from whole SCN mouse explants cultured for 14 days. The expression of the circadian marker PERIOD2::Luciferase was monitored under a microscope, with bioluminescence measurements collected every hour. On day six in culture tetrotoxin (TTX) was added to the culture in order to block neuronal signaling and desynchronize the neurons. The TTX solution was washed away and the culture was allowed to resynchronize. For our purposes we removed the time-points when the TTX solution was added in order to study the phase distribution of the coupled neurons during resynchronization. Plots of additional SCN explants adherence to the $m^2$ ansatz are shown in Appendix A.

The raw bioluminescence data were processed following established methods [106]. First, the raw bioluminescence data was de-trended by removing the Hodrick-Prescott baseline trend with a large penalty parameter $\lambda = 10^6$ to minimize loss of the oscillatory signal component. The time-dependent protophase of each oscillator was extracted by dimensional embedding with an six hour embedding lag [134]. Finally, the time-dependent phase was estimated using the protophase to phase transformation as specified in the DAMOCO Matlab toolbox [83, 82].

Details for the mathematical models used in Fig. 2.1(b-d) are given in Appendix A. The estimation of the phase distribution for the in silico data was carried out in much the same manner as described for the experimental data. However, due to the large number of data points available in the simulated data we used the Hilbert transform to estimate the protophase of the oscillators.
CHAPTER III

Collective Phase Response Curves for
Heterogeneous Coupled Oscillators

3.1 Introduction

Many biological rhythms are produced in a collective manner by a large ensemble of coupled heterogeneous oscillators. For example, the mammalian circadian clock consists of approximately twenty thousand coupled heterogeneous neuronal oscillators [92]. The collective oscillation produced by the ensemble of individual neurons drives the behavioral circadian rhythm [92]. Similar phenomena have been observed in the generation of brain rhythms, cardiac pacemaker cells, and many other biological systems [55, 116, 51].

For weakly coupled limit-cycle oscillators the dynamics of each oscillator may be reduced to a single phase variable and the collective properties of the system may be revealed through the study of the coupled phase equations [86, 135, 158]. One of the best characterized systems of coupled phase oscillators is the mean-field Sakaguchi-Kuramoto model [142, 86]. In this model the oscillators are assumed to be all-to-all coupled through a sinusoidal coupling function. The existence, stability and phase distribution of the synchronized state in the Sakaguchi-Kuramoto equations has been the subject of extensive mathematical investigation [142, 4]. In particular, several
dimension-reduction techniques have been developed for this system which allow for analytical investigation [114, 54, 120, 152, 22].

The properties of oscillating systems are often studied both experimentally and theoretically by characterizing their response to perturbations applied at different phases in the oscillation [72, 135]. Commonly, the effect of the perturbation is measured in terms of a phase shift and the resulting curve is termed a phase response curve (PRC).

For a single oscillator, the (microscopic) PRC is well defined both mathematically and experimentally and can provide insights into the stability, synchronization and entrainment behaviors of the oscillator [130, 156, 118]. Of particular importance are the amplitude and zeros of the PRC. For entrainment by a weak resetting signal, the amplitude of the PRC determines the range of frequencies the oscillator can entrain to and the stable zeros give the phase difference between the entraining force and the oscillator [118].

Comparatively little is known about the (macroscopic) collective phase response curve. Here, an external stimulus perturbs each individual oscillator which induces a phase shift according to the microscopic PRC. These microscopic shifts interact to produce a macroscopic shift in the collective rhythmicity of the population. The phase shift in the macroscopic phase gives the collective PRC for the ensemble of oscillators.

For a population of oscillators with identical phases the collective and microscopic phase PRCs will coincide. However, when the oscillator population has some variance in the phase distribution, the collective PRC will generally differ from the microscopic PRC [156]. A central question is how the collective and the microscopic PRCs may be related for a population of heterogeneous oscillators.

Mathematically, several factors have been identified which can lead to significant differences between the microscopic and collective PRCs. The nature of the coupling
function as well as the connectivity between the individual oscillators is known to have important effects on how the collective PRC differs from the microscopic PRC [81]. The effect of a general network structure on the collective PRC is discussed in [81] for the case of small deviations from a global limit cycle attractor. Furthermore, the effect of a non-odd coupling function on collective phase shifts is examined in Levnajic and Pikovsky [89] using the Ott-Antonsen dimension reduction technique [114, 113]. The effect of non-odd coupling functions is also examined in Ko and Ermentrout [77] using symmetry properties of the coupling function. Moreover, the phase distribution of the ensemble of oscillators is known to effect the shape of the collective PRC [156].

In this work, we consider an all-to-all coupled network and focus on the effect of the phase distribution and the coupling function in determining the collective PRC. We study a globally coupled system of Sakaguchi-Kuramoto oscillators with a non-odd sinusoidal coupling function. Each individual oscillator experiences an instantaneous phase shift according to a microscopic PRC—where we make no assumptions on the form of the microscopic PRC. We analytically determine an asymptotic expansion for the collective phase response curve making use of the formalism developed in [89] based on the Ott-Antonsen reduction [114, 113].

The resulting analytical formula reveals the effect of heterogeneity. The formula predicts the collective PRC differs from the microscopic PRC by an amplification of the first harmonic and dissipation of the higher harmonics. In addition, an important effect of coupling is shown to be a shift in the zeros of the collective PRC. Significantly, these results give a characteristic scaling for the amplitude and change in the zeros of the collective PRC as a function of the mean phase coherence of the system. We also derive the instantaneous amplitude response function for the coupled system which characterizes the transient effect of perturbations on the phase coherence of the system.
Our work builds upon that of Levnajić and Pikovsky [89] in that we consider general microscopic phase response curves and derive a characteristic scaling for the collective phase response curve. We also focus on the deterministic case, whereas in Refs. [73, 74] they consider a stochastic system.

This chapter is organized as follows: in Sec. 3.2 we define the model to be studied, components of the collective phase response curve and the Ott-Antonsen reduction approach. In Sec. 3.3 we derive an asymptotic formula for the collective phase response curve. In Sec. 3.4 we test the analytical theory against numerical simulations for phase oscillators. In Sec. 3.5 we demonstrate the applicability of the theory to biological systems by studying a population of coupled neuronal oscillators. The results and conclusions are discussed in Sec. 3.6.

### 3.2 Formulation of the Model

#### 3.2.1 Model Definition

We consider an ensemble of $N$ heterogeneous oscillators characterized by their natural frequencies $\omega_k$ and whose dynamical states may be described as phase variables $\phi_k$, $k = 1, 2...N$. Further we assume a Sakaguchi-Kuramoto type sinusoidally coupled system where each individual oscillator responds to an instantaneous perturbation according to a microscopic phase response curve $Q(\phi)$:

$$\dot{\phi}_k = \omega_k + \frac{K_0}{N} \sum_{j=1}^{N} \sin(\phi_j - \phi_k + \beta) + \epsilon Q(\phi_k) \delta(t - t') \quad (3.1)$$

for $\beta \in (\frac{-\pi}{2}, \frac{\pi}{2})$. The $\epsilon$ parameter will be used to control the magnitude of the phase shifts. The collective dynamical state of the ensemble is described through the set of
Daido order parameters $Z_n$ defined according to [31, 30],

$$Z_n = \frac{1}{N} \sum_{k=1}^{N} e^{in\phi_k} \in \mathbb{C}. \quad (3.2)$$

When $n = 1$ we refer to $|Z_1| = R$ as the phase coherence of the system and $\text{Arg}(Z_1) = \psi$ as the mean or collective phase. The collective PRC will be expressed as a function of the mean phase $\psi$. In the limit as $N \to \infty$ we may convert Eq. (3.1) to a partial differential equation for the continuous density function $f(\omega, \phi, t)$ such that $f(\omega, \phi, t)d\phi d\omega$ gives the fraction of oscillators at phase $\phi$ with natural frequency $\omega$ at time $t$. The continuity equation as $N \to \infty$ is given by,

$$\frac{\partial f}{\partial t} + \frac{\partial}{\partial \phi} [f(\omega, \phi, t)v] = 0, \quad (3.3a)$$

$$v = \omega + K_0 \text{Im}[e^{i\beta} e^{-i\phi} Z] + \epsilon Q(\phi) \delta(t - t'). \quad (3.3b)$$

The generalized Daido order parameter $Z_n$ for a continuous density function is given by,

$$Z_n(t) = \int_{-\pi}^{\pi} \int_{-\infty}^{\infty} f(\omega, \phi, t)e^{in\phi} d\omega d\phi \in \mathbb{C}. \quad (3.4)$$

Finally, we assume the distribution of natural frequencies follows a Cauchy distribution with mean $\omega_0$ and dispersion parameter $\gamma$,

$$g(\omega) = \frac{1}{\pi} \frac{\gamma}{(\omega - \omega_0)^2 + \gamma^2}. \quad (3.5)$$

### 3.2.2 Components of the Phase Response Curve

The shift induced on the collective phase in this system may be separated into two components: (1) The prompt phase shift induced on the system at $t = t'$ governed by the microscopic phase response curve, and (2) the slower acting phase shift mediated
by the coupling function as the ensemble returns to its asymptotic state [89] (see Fig. 3.1). Assume that just before the perturbation occurs the order parameter is given by $Z_0$ and the mean phase $\psi_0$. Barred quantities will refer to the system just after the perturbation.

**Definition III.1** (pPRC $\Delta_0$). Let us define the *prompt phase response curve* as the phase shift of the mean phase just after the perturbation $t = t'$.

$$\Delta_0(\psi_0) = \bar{\psi} - \psi_0 = \text{Arg} \frac{\bar{Z}}{Z_0}$$

**Definition III.2** (fPRC $\Delta_\infty$). Let us define the final $(t \to \infty)$ phase resetting value as the *final phase response curve* where

$$\Delta_\infty(\psi_0) = \lim_{t \to \infty} [\bar{\psi}(t) - \psi(t)] = \lim_{t \to \infty} \text{Arg} \frac{Z(t)}{Z(t)}$$

In the long-time limit the dynamics of Eq. (3.3) for heterogeneous oscillators collapses to the so-called Ott-Antonsen manifold [113]. Within the Ott-Antonsen manifold the dynamics of $Z$ are described by a two dimensional system for the phase coherence $R$ and the mean phase $\psi$:

\begin{align*}
\dot{R} &= -\gamma R + \frac{K_0 \cos(\beta)}{2} R(1 - R^2) \\
\dot{\psi} &= w_0 + \frac{K_0 \sin(\beta)}{2} (1 + R^2)
\end{align*} \tag{3.6}

These equations are solved analytically in [89] to give a prediction for the final phase shift as,

$$\Delta_\infty = \text{Arg} \left[ \frac{\bar{Z}}{Z_0} \right] + \tan(\beta) \ln \left| \frac{\bar{Z}}{Z_0} \right| = \Delta_0 + \Delta_R.$$ \tag{3.7}

Here we define $\Delta_R$ as the *relaxation phase shift* or the phase shift incurred during
Figure 3.1: The order parameter just before the perturbation is at $Z_0$. Just after the
perturbation it is shifted to $\bar{Z}$. $\Delta_0$ tracks the shift in the mean phase that occurs in
the movement from $Z_0$ to $\bar{Z}$ and $\Delta_R$ gives the relaxation phase shift of the collective
oscillator. The isochrons here show the case where $\beta = -\frac{1}{2}$.

the relaxation of the system to equilibrium. The dynamics of the order parameter
only collapse to two-dimensions (Eqs. 3.6) for continuous density functions which lie
strictly within the Ott-Antonsen Manifold [113] [95]. However, as demonstrated in
Levnajić and Pikovsky [89] numerically and further validated in this work, we expect
Eqs. (3.7) to provide a good approximation for sufficiently small deviations off the
manifold.

Using the Ott-Antonsen reduced system (Eqs. 3.6) we can analyze the isochrons
of the collective oscillator for states lying within the OA manifold. When $\beta = 0$
the coupling function is odd and the isochrons of the collective oscillator are radial.
For radial isochrons a change in the phase coherence will not affect the phase and
$\Delta_R = 0$ meaning $\Delta_\infty = \Delta_0$. However, when $\beta \neq 0$ the collective oscillator (Eqs. 3.6)
has spiral isochrons and a change in the phase coherence will induce an additional
rotation (Fig. 3.1).

From Eqs. (3.7) we can see the collective PRC ($\Delta_\infty$) is determined by the mapping
$Z_0 \rightarrow \bar{Z}$ at the instant the perturbation is applied (Fig. 3.1). We will now show that
the nature of this mapping depends on the Fourier decomposition of the microscopic
PRC $Q(\phi)$. 
3.3 Analytical Approximation of $\bar{Z}$

As $N \to \infty$ we may replace Eq. (3.1) by the continuity equation (Eq. 3.3) describing the time evolution of $f(\omega, \phi, t)$ the continuous density function. To ease the notation in this section we set the time of the perturbation $t' = 0$.

As $t \to \infty$ the continuous density function $f(\omega, \phi, t)$ will collapse to the Ott-Antonsen manifold [113]. Within the Ott-Antonsen manifold the higher moments of $Z$ may be expressed as powers of $Z$ such that $Z_n = (Z)^n$ and $Z_{-n} = (Z^*)^n$ where $*$ denotes the complex conjugate. This property will be exploited to obtain the map from $Z_0 \to \bar{Z}$ for a general $Q$ in closed form.

For times sufficiently close to the moment of the perturbation ($t = t' = 0$) the $\epsilon Q(\phi)$ term will dominate the velocity of $f$ and the continuity equation can be approximated as,

$$f_t + \frac{\partial}{\partial \phi}[\epsilon Q(\phi)f(\omega, \phi, t)\delta(t)] \approx 0. \quad (3.8)$$

Applying the method of characteristics (see Appendix B for more details) to Eq. 3.8 yields the characteristic equations,

$$\frac{d\phi}{dt} = \epsilon \delta(t)Q(\phi) \quad (3.9a)$$
$$\frac{dh}{dt} = -\epsilon \delta(t)Q'(\phi)h \quad (3.9b)$$

where $h(t) = f(\omega, \phi, t)$. In order to obtain an analytical solution for Eqs. (3.9) we assume $\epsilon$ is a small parameter and conduct a perturbation expansion. The expansion will be valid for small changes in the mean phase $\psi$. To leading order in $\epsilon$ we find,

$$\phi(t) = \phi_0 + \epsilon Q(\phi_0) \quad (3.10a)$$
$$h(t) = h_0 e^{-\epsilon Q'(\phi_0)} \quad (3.10b)$$
for $t > 0$ where $\phi_0, h_0$ indicate the quantities just prior to the perturbation.

Since $Q(\phi) = Q(\phi_0) + O(\epsilon)$ we approximate $\phi_0 \approx \phi - \epsilon Q(\phi)$. Thus, we approximate $\tilde{f}(\omega, \phi)$ the distribution after the perturbation as,

$$\tilde{f}(\omega, \phi) = f(\omega, \phi - \epsilon Q(\phi))e^{-\epsilon Q'(\phi - \epsilon Q(\phi))}$$

(3.11) to leading order in $\epsilon$. We integrate out the $\omega$ dependence and define $\rho(\phi)$ which gives the fraction of oscillators at phase $\phi$,

$$\rho(\phi) = \int_{-\infty}^{\infty} f(\omega, \phi)d\omega.$$  

(3.12)

Therefore, we can write

$$\tilde{\rho}(\phi) = \rho(\phi - \epsilon Q(\phi))e^{-\epsilon Q'(\phi - \epsilon Q(\phi))}$$

(3.13)

Eq. 3.13 gives an expression, valid for small $\epsilon$, for the continuous phase distribution just after the perturbation $\tilde{\rho}(\phi)$ in terms of the phase distribution prior to the perturbation $\rho(\phi)$. We now convert Eq. 3.13 into an expression for the order parameter and derive a form for the desired mapping $Z_0 \to Z$. We expand Eq. (3.13) to leading order in $\epsilon$, multiply by $e^{i\phi}$ and integrate to get an expression in terms of the order parameter $Z$.

$$\tilde{Z} = Z_0 - \epsilon \int_{-\pi}^{\pi} \rho(\phi)Q'(\phi)e^{i\phi}d\phi - \epsilon \int_{-\pi}^{\pi} \rho(\phi)Q(\phi)e^{i\phi}d\phi$$

(3.14)

Integrating the second term by parts and simplifying gives

$$\tilde{Z} = Z_0 + i\epsilon \int_{-\pi}^{\pi} \rho(\phi)Q(\phi)e^{i\phi}d\phi.$$  

(3.15)

In order to express the integral in Eq. 3.15 in terms of powers of $Z_0$ we replace $Q(\phi)$
with its Fourier Series representation,

\[ Q(\phi) = \frac{A_0}{2} + \sum_{n=1}^{\infty} A_n e^{in\phi} + A_n^* e^{-in\phi}. \]  

(3.16)

This gives the following expression,

\[ \bar{Z} = Z_0 + i\epsilon \left( \frac{A_0}{2} Z_0 + \sum_{n=1}^{\infty} \int_{-\pi}^{\pi} A_n \rho e^{i(n+1)\phi} + A_n^* \rho e^{i(1-n)\phi} \right). \]  

(3.17)

Since \( \rho(\phi) \) describes a system on the Ott-Antonsen manifold we have the special property,

\[ \int_{-\pi}^{\pi} \rho(\phi) e^{in\phi} d\phi = (Z_0)^n \quad \int_{-\pi}^{\pi} \rho(\phi) e^{-in\phi} d\phi = (Z_0^*)^n. \]  

(3.18)

Applying this moment closure allows us to close Eq. 3.17,

\[ \bar{Z} = Z_0 + i\epsilon \left( \frac{A_0}{2} Z_0 + \sum_{n=1}^{\infty} A_n Z_0^n + A_n^* (Z_0^* )^{n-1} \right) \]

This can be rearranged to give,

\[ \bar{Z} = Z_0 \left( 1 + i\epsilon \hat{Q}(\psi) \right) \]  

(3.19a)

\[ \hat{Q}(\psi) = \frac{A_0}{2} + \sum_{n=1}^{\infty} \frac{R^{n-1}}{R} (RA_n e^{in\psi} + A_n^* e^{-in\psi}). \]  

(3.19b)

Eqs. (3.19) gives an expression for \( \bar{Z} \) in terms of \( Z_0 \) valid for small values of \( \epsilon \) in terms of the Fourier series for the microscopic PRC.

Notice that \( \hat{Q}(\psi) \) is closely related to the microscopic phase response curve \( Q(\phi) \).

For values of the phase coherence \( \approx 1 \) the spread of the phase distribution is small and \( \hat{Q}(\psi) \approx Q(\psi) \). However, as the phase coherence decreases, \( \hat{Q}(\psi) \) diverges from the microscopic phase response curve.
In addition, we note the Ott-Antonsen reduction has only been applied as a moment closure in this derivation. In particular, the integral equation Eq. 3.15 may be used for cases for which the Ott-Antonsen reduction cannot be applied and be adapted to moment-closure schemes which close the moments at a higher order. In Chapter IV we will adapt this procedure for the study of mammalian circadian rhythms using the $m^2$ ansatz in place of the Ott-Antonsen ansatz.

### 3.3.1 Prompt Phase Response Curve $\Delta_0$

With an analytical expression for the order parameter after the perturbation is applied (Eqs. 3.19) we may derive an expression for the prompt phase resetting curve $\Delta_0$.

\[
\Delta_0 = \arg \left[ \frac{Z}{Z_0} \right] = \arg \left[ \frac{Z_0 \left( 1 + i\epsilon \hat{Q}(\psi) \right)}{Z_0} \right] = \frac{\epsilon \text{Re} [\hat{Q}(\psi)]}{1 - \epsilon \text{Im} [\hat{Q}(\psi)]}
\]

Taking the real part of $\hat{Q}(\psi)$ yields,

\[
\Delta_0(\epsilon, R, \psi) = \frac{\epsilon}{2} \left\{ A_0 + \sum_{n=1}^{\infty} R^{n-1} \left( R + \frac{1}{R} \right) \left[ a_n \sin(n\psi) + b_n \cos(n\psi) \right] \right\}
\]

which is an asymptotic expansion valid as $\epsilon \to 0$ for the prompt phase resetting curve as a function of the Fourier Series for the microscopic phase response curve and the phase coherence ($R$) of the system. Lower phase coherence values affect the Fourier modes of the microscopic phase response curves differently.

Specifically, Eq. 3.20 predicts a scaling for the amplitude of the collective PRC. In particular, for microscopic PRCs which are dominated by their first harmonic the
amplitude of the collective PRC should scale like \( R + \frac{1}{R} \) and for a microscopic PRC whose principal Fourier coefficient is of order \( N \) the amplitude of the collective PRC should scale like \( R^N + R^{N-2} \). For microscopic PRCs composed of several modes we expect the first harmonic to be amplified and higher harmonics to be damped in the collective PRC resulting in a change in shape of the PRC (Fig. 3.2).

### 3.3.2 Amplitude Response Curve

The formalism developed here allows us to predict not only the phase shift of the collective phase but also how perturbations of individual oscillators affect the phase coherence of the population. Since we are operating within the Ott-Antonsen framework we expect that after a perturbation the system will return to its equilibrium \( R \) value for long times. However, it is interesting to consider how the phase coherence is transiently altered by perturbations. To study this we introduce the amplitude response curve \( \Lambda(\psi, R, \epsilon) \) where \( \Lambda \) is defined as the ratio of the phase coherence after the perturbation to the phase coherence prior to the perturbation.
\( \Lambda_0(\psi, R, \epsilon) = \left| \frac{\bar{Z}}{Z_0} \right| \approx \left| \frac{Z_0 + \epsilon i Z_0 \hat{Q}(\psi)}{Z_0} \right| \)

\[ = \sqrt{1 - 2\epsilon \text{Im}[\hat{Q}] + \epsilon^2 (\text{Re}[\hat{Q}]^2 + \text{Im}[\hat{Q}]^2)} \]

\[ = 1 - \epsilon \text{Im}[\hat{Q}] + O(\epsilon^2) \]

Therefore using that \( \text{Im}[z] = (z - z^*)/2i \) we have that

\[ \text{Im}[\hat{Q}] = \sum_{n=1}^{\infty} R^{n-1} \left( \frac{1}{R} - R \right) \text{Im}[A_n e^{-in\psi}] \]

\[ \text{Im}[\hat{Q}] = \frac{1}{2} \sum_{n=1}^{\infty} R^{n-1} \left( \frac{1}{R} - R \right) (a_n \cos(n\psi) - b_n \sin(n\psi)) \]

Where \( a_n \) is the nth sine coefficient and \( b_n \) is the nth cosine coefficient in the Fourier Series of \( Q(\psi) \). This gives the following expression for \( \Lambda_0 \):

\[ \Lambda_0(\psi, R, \epsilon) \approx 1 + \frac{\epsilon}{2} \sum_{n=1}^{\infty} R^{n-1} \left( \frac{1}{R} - R \right) [b_n \sin(n\psi) - a_n \cos(n\psi)] \quad (3.21) \]

Notice that

\[ b_n \sin(n\psi) - a_n \cos(n\psi) \propto -\frac{dQ}{d\psi}, \]

so we expect the amplitude shifts to be greatest around the zeros of the microscopic phase response curve, with increases in \( R \) around stable points and decreases around unstable points (Fig. 3.3).

In addition, we note this derivation contains two expected limits: as \( \epsilon \to 0 \) or \( R \to 1 \) we expect the amplitude changes to be unchanged by the perturbation.
Figure 3.3: A representative plot of the amplitude response curve $\Lambda$ for various values of the phase coherence with $Q(\psi) = \frac{1}{2} \sin(\psi) - \cos(\psi)$ and $\epsilon = 0.1$. Perturbations around stable fixed points of $Q(\psi)$ give transient increases in the phase coherence and perturbations about unstable fixed points of $Q(\psi)$ give decreases in the phase coherence.

### 3.3.3 Relaxation Phase Response Curve $\Delta_R$

We now consider the case where the system (Eq. 3.1) evolves with a non-odd coupling function $\beta \neq 0$. In this case we expect the relaxation phase shift ($\Delta_R$) to be non-zero. If the deviation off the Ott-Antonsen manifold is small enough we expect that Eq. 3.7 will provide a good estimate for $\Delta_R$.

$$\Delta_R = \tan(\beta) \ln \left( \left| \frac{Z}{\bar{Z}} \right| \right) = \tan(\beta) \ln[\Lambda_0(R, \psi, \epsilon)]$$

Therefore, the relaxation phase shift depends on the logarithm of the amplitude response curve. Expanding this system to leading order in $\epsilon$ we get:

$$\Delta_R = \frac{\epsilon}{2} \tan(\beta) \sum_{n=1}^{\infty} R^{n-1} \left( \frac{1}{R} - R \right) [b_n \sin(n\psi) - a_n \cos(n\psi)] \quad (3.22)$$

where $a_n$ is the $n^{th}$ sine coefficient and $b_n$ is the $n^{th}$ cosine coefficient in the Fourier Series for $Q(\psi)$. Once again as the phase coherence goes to one the relaxation phase shift goes to zero. Also, we expect the effect of the relaxation phase shift to be
strongest around the zeros of the microscopic phase response curve \( Q(\psi) \) because the amplitude response curve is maximal at those points (Fig. 3.3).

Therefore, for systems with \( \beta \neq 0 \) we expect the collective PRC to have shifted zeros compared to the microscopic phase response curve. Moreover, this shift will become more exaggerated when the microscopic phase response curve is dominated by low harmonics and the ensemble has a small phase coherence.

### 3.3.4 Collective Phase Response Curve \( \Delta_\infty \)

Having computed the prompt phase response curve \( \Delta_0 \) and the relaxation curve \( \Delta_R \) we can now write down an expression for the collective phase response curve \( \Delta_\infty \) valid for small \( \epsilon \),

\[
\Delta_\infty = \Delta_0 + \Delta_R \quad (3.23a)
\]

\[
\Delta_0 = \frac{\epsilon}{2} \left\{ A_0 + \sum_{n=1}^{\infty} R^{n-1} \left( R + \frac{1}{R} \right) [a_n \sin(n\psi) + b_n \cos(n\psi)] \right\} \quad (3.23b)
\]

\[
\Delta_R = \frac{\epsilon}{2} \tan(\beta) \sum_{n=1}^{\infty} R^{n-1} \left( \frac{1}{R} - R \right) [b_n \sin(n\psi) - a_n \cos(n\psi)] \quad (3.23c)
\]

Therefore we have expressed the collective phase response function in terms of the Fourier coefficients of the microscopic phase response function and the phase coherence of the equilibrium state.

We may now find an approximation for the shift in zeros for the collective phase response curve. If \( \Delta_\infty(\psi_0) = 0 \) then we have \( \Delta_0(\psi_0) = -\Delta_R(\psi_0) \). Let \( Q(\psi) \) be a microscopic PRC which is dominated by its \( n \)th harmonic, then applying Eqs. 3.23 we get that,

\[
\tan(n\psi_0) = \tan(\beta) \left( \frac{2}{1 + R^2} - 1 \right) \quad (3.24)
\]
Let \( \psi^* \) be the zero of the microscopic PRC \( Q(\psi^*) = \Delta_0(\psi^*) = 0 \) and let \( \Delta \psi_z = \psi_0 - \psi^* \) be the shift in the zero for the collective PRC. We expand Eq. 3.24 about \( \psi^* \) to get an expression for the shift in the zero \( \Delta \psi_z \),

\[
\Delta \psi_z = \frac{1}{n} \left( \frac{2}{R^2 + 1} - 1 \right) \tan(\beta).
\] (3.25)

Thus, the shift in the zeros of the collective phase response curve relative to the microscopic PRC will increase like \( \frac{1}{R^2 + 1} \) for smaller values of the phase coherence and will be attenuated like \( 1/n \) when the microscopic phase response curve is dominated by higher harmonics.

In summary, Eqs. 3.23 make the following predictions concerning the difference between the microscopic phase response curve \( Q \) and the collective PRC for sinusoidally coupled heterogeneous phase oscillators:

1. The amplitude of the \( n \)th harmonic in the collective PRC should scale like \( R^{n-1}(R + \frac{1}{R}) \) relative to the microscopic PRC.

2. For non-odd coupling functions (\( \beta \neq 0 \)) the zeros of the collective PRC should be shifted in a manner that scales with \( \frac{2}{R^2 + 1} - 1 \) relative to the microscopic PRC.

We now test these predictions numerically for coupled phase oscillators and for a model of electrically coupled neurons.

3.4 Numerical Results

In this section we present numerical results in order to test the theoretical findings from the previous section. For each simulation we set \( N = 10^4 \) oscillators and numerically integrate (Eq.3.1) to find the stationary phase distribution. The natural frequencies of the oscillators were drawn from a Cauchy distribution (Eq. 3.5) with
dispersion parameter $\gamma = 0.5$ and mean $w_0 = 0.0$. In order to generate phase distributions with differing phase coherence ($R$) values the strength of the coupling constant $K_0$ in Eq. 3.1 was varied. Ott-Antonsen theory predicts and numerics validate that the equilibrium phase coherence and coupling constant are related by, $K_0 = \frac{2\gamma}{(1-R^2)\cos(\beta)}$. A stationary phase distribution was generated by numerically integrating Eq. 3.1 for long-times.

A stimulus was applied to the stationary phase distribution at a sampling of mean phase values $\psi \in [0, 2\pi)$ and the order parameter was recorded just after the application of the stimulus. The system was numerically integrated for a long-time until a steady state phase shift in the mean phase was recovered relative to the unperturbed system. These numerical collective PRCs were compared against the theoretical predictions from Sec. 3.3.

As a first case, we consider a simple microscopic PRC $Q(\psi) = \sin(\psi)$ (Fig. 3.4). This provides validation that the first harmonic is amplified like $R + \frac{1}{R}$ in the collective PRC and the zeros of the microscopic PRC are shifted proportional to $\tan(\beta)(\frac{1}{R} - R)$ in the collective PRC (Fig. 3.4).

In Fig. 3.5 we consider more general microscopic PRCs and once again see good agreement between the theoretical prediction (Eq. 3.23) and numerical simulations. As can be seen in Fig. 3.5 the collective PRC can deviate significantly from the microscopic PRC and these differences can largely be understood as an amplification of the first harmonic and dissipation of higher harmonics.

When the microscopic PRC is composed of several harmonics this amplification/dissipation can be manifest in a significant change in shape from the microscopic to the collective PRC (Fig. 3.5(d)). For example, in Fig. 3.5(d) the collective PRC has a phase delay region which is not present in the microscopic PRC. Moreover, the collective PRC in Fig. 3.5(d) has a stable entrainment point where the microscopic PRC has only a neutrally stable region ($\psi > \pi$).
Figure 3.4: Change in the amplitude and entrainment points for a sinusoidal microscopic PRC. Here we set $Q(\psi) = \sin(\psi)$, $\epsilon = 0.1$ and $\beta = 0.5$. The coupling strength $K_0$ was varied to produce phase distributions with differing phase coherence (R) values in the synchronized state. Blue stars in Fig. (a,b) indicate the values of R which are plotted in (c,d). (a) The amplitude of the collective phase response curve scales like $R + \frac{1}{R}$ with the phase coherence. (b) The shift in the zero at $\psi = \pi$ scales like $\tan(\beta) \left( \frac{1}{R^2 + 1} - 1 \right)$. (c) Microscopic, predicted collective PRC and numerical collective PRC for $R = 0.7$ (d) Microscopic, predicted collective PRC and numerical collective PRC when R=0.5.
Figure 3.5: Comparing theoretical predictions against numerical results for the collective PRC for various microscopic PRC with $\epsilon = 0.1$ and $\beta = 0.5$. The coupling strength $K_0$ was varied to produce phase distributions with differing phase coherence ($R$) values in the synchronized state. Microscopic PRC (solid black), $\Delta_{\infty}$ (dashed green), numerical simulation (red '+'). Let $H(\psi)$ be the heaviside step function. (a) $Q(\psi) = \sin(\psi) + \frac{1}{4}\sin(5\psi)$ (b) $Q(\phi) = \sin(\psi) + \sin(4\psi)$, (c) $Q(\psi) = H(\psi - \pi)(-\sin(2\psi) - \sin(2\psi)\cos(2\psi))$ (d) $Q(\psi) = H(-\psi - \pi)$. 
3.5 Applications

3.5.1 Application to a Neuronal Model

In order to investigate the broader application of this theory, we considered a system of coupled neurons modeled by the Morris-Lecar Model. The Morris-Lecar model is a two-dimensional conductance-based neuronal firing model which is commonly used as a general neural model [104]. For model details and parameter values see Appendix E.

We consider an all-to-all connected system of Morris-Lecar neurons with electrical coupling between the neurons. Specifically, the coupling term in the current balance equation for neuron $i$ is $\sum_j g_{syn}(V_j - V_i)$ where $j$ sums over all other neurons in the network. The population of neurons is set to fire with heterogeneous frequencies distributed in a Cauchy manner. The Morris-Lecar model is capable of producing both Type I and Type II microscopic phase response curves for different parameter values [37]. This classification of neuronal PRCs distinguishes between two physiologically observed neuronal firing properties and is linked to the neural membrane properties and the bifurcation which births the oscillations. In a Type I neuronal system the PRC is characterized by having a large region of phase advances and a comparatively small region of phase delays in response to an applied current [37]. A Type II PRC is characterized by having regions of both phase advances and delays. In this context the distinction allows us to test the collective PRC theory for two qualitatively different and physiologically relevant microscopic phase response curves.

In order to evaluate the utility of the theoretical predictions of this work we computed the individual neuron phase response curves, the Ott-Antonsen predicted collective phase response function and the numerical collective phase response function in both the Type I and Type II parameter regimes. The numerical curves were produced using a short weak applied current pulse ($I_\text{applied} = 1.0\,\text{uA/cm}^2$, $\Delta t = 1\,\text{ms}$) to
each individual neuron and then measuring the phase shift in the mean phase for an ensemble of $N = 10^3$ neurons. Ensembles of neurons with differing phase coherence (R) values in the equilibrium state were generated by varying the strength of the coupling through the $g_{syn}$ parameter.

We first consider the Type I parameter regime for the Morris-Lecar model. We numerically determined the collective phase response curve for various values of the phase coherence. For $R \approx 1$ all oscillators are phase locked together and the microscopic, asymptotic Ott-Antonsen collective and numerical collective PRC agree. However, as $R$ was decreased we observed several changes in the shape of the collective phase response curve. First, higher harmonic Fourier terms in the microscopic PRC damped out quickly. Secondly, the amplitude of the first harmonic grows as R decreases and finally we saw a slight phase shift in the zeros of the curve. The asymptotic Ott-Antonsen procedure correctly predicted each of these qualitative changes (Fig. 3.6).

![Figure 3.6](image)

Figure 3.6: Comparing theoretical predictions against numerical results for the collective PRC of Morris-Lecar neurons. Inset plots show individual neurons action potentials (mV) for 400 ms in the synchronized state for the two parameter regimes. Microscopic PRC (solid black), $\Delta_\infty$ (dashed green), numerical simulation (red ‘+’) (a) Collective PRC for Type I Morris-Lecar Neurons with $R = 0.67$ and mean applied current of $50.0 \mu A/cm^2$. (b) Type II Morris-Lecar system with $R = 0.70$ and mean applied current of $95.0 \mu A/cm^2$.

These conclusions carried through to the case of Type II neurons as well. However,
for the Type II regime we did not see as prominent a phase shift between the collective and microscopic phase response curves. This can be explained by the $\beta$ term in the Ott-Antonsen asymptotic method. The $\beta$ term for both the Type I and II parameter regimes was computed numerically by truncating the Fourier series for the coupling function determined in the course of the phase reduction of the coupled Morris-Lecar system (see Appendix E for more details). For electrically coupled neurons with Type II microscopic PRCs $\beta = 0.25$ while for electrically coupled neurons with Type I microscopic PRCs $\beta = -0.65$. This implies that the Type II system isochrons are closer to radial so we see a smaller resetting shift ($\Delta_R$) due to the perturbation.

In both of these cases we see that the Ott-Antonsen derived collective phase response curve gives a good approximation to the numerical case and provides an accurate approximation for the shape, zeros and amplitude of the collective phase response curve. We note the asymptotic procedure matches numerical simulations well despite a violation of the assumptions of the Ott-Antonsen reduction. In particular, the coupling functions for both the Type I and Type II parameter regimes have higher harmonic terms which violates a principal assumption of the Ott-Antonsen approach [95]. Finally, this theory makes the experimentally testable prediction that a coupled system of Type II neurons will be able to entrain to a smaller frequency range than the individual neurons with the opposite being true for coupled Type I neurons.

### 3.6 Conclusions

We have constructed an asymptotically valid analytic formula for the collective phase response function in terms of the microscopic phase response curve for globally coupled Sakaguchi-Kuramoto phase oscillators interacting via an non-odd coupling function. Our analytic results extend the framework developed in Levnajić and Pikovsky [89] to consider a general microscopic PRC and determines a characteristic scaling for changes in the amplitude and zeros of the collective PRC relative to the
microscopic PRC. These results were validated through comparison with numerical simulations for a variety of microscopic PRCs. By studying a system of coupled neurons we demonstrated the broader applicability of the theory to biological systems.

In particular, the theory predicts the amplitude and zeros of the collective PRC. For weakly forced systems a larger amplitude PRC indicates a broader range of frequencies which can entrain the system and the zeros predict the phase offset between the entraining force and the mean phase of the population of oscillators. Therefore, a better understanding of how these properties may be altered by coupling between large ensembles of oscillators has direct application to many biological systems. For instance, in experimental studies of the mammalian circadian rhythm, it was found that weaker coupling between the neurons or a greater variance in the phase distribution of the oscillators decreased the entrainment time to light input and increased the entrainment range [5, 3]. This suggests the collective PRC has a larger amplitude than the microscopic PRC in the circadian system as predicted by our analysis.

Moreover, the collective PRC is shown to have a change in shape when the microscopic PRC is composed of several harmonics. The first harmonic is amplified and higher harmonics are dissipated as the phase coherence of the population is decreased. This can result in the introduction of advance/delay regions in the collective PRC which are not observed in the microscopic PRC and an overall smoothing of the curve.

The Ott-Antonsen dimension reduction is a key component allowing for an analytical investigation of the collective PRC presented in this chapter. The Ott-Antonsen reduction is strictly valid for sinusoidally coupled heterogenous Sakaguchi-Kuramoto phase oscillators. However, as demonstrated numerically, for a Morris-Lecar neuronal system here and for Stuart-Landau oscillators in [89], it provides a useful approximation even for systems which have not been shown to rigorously collapse to the Ott-Antonsen manifold. Moreover, additional dimension-reduction techniques have been developed which may be useful in studying the collective phase response curve in
the future [22, 120, 152, 54, 136]. In Chapter IV I develop a theory of collective phase resetting for mammalian circadian rhythms using the $m^2$ ansatz as the dimension reduction tool.

The prompt phase shift, $\Delta_0$, can be estimated when the Ott-Antonsen moment closure cannot be applied using the integral equation Eq. 3.15 either numerically or analytically by using an appropriate higher order moment closure. However, in the absence of the Ott-Antonsen reduction the computation of the relaxation phase shift $\Delta_R$ presents a challenge. In this case we cannot assume the collective oscillator has simple spiral isochrons as exploited in [89] to derive Eq. 3.7. Therefore, the computation becomes much more difficult. In Chapter IV, I develop a perturbation approach for the calculation of the relaxation phase shift which may be used to approximate these phase shifts in a general context.
4.1 Introduction

Daily or circadian cycles in behavior and metabolism can be observed for virtually all forms of life. The utility of circadian rhythms relies on the proper timing of these cycles relative to external environmental oscillations. Thus, a defining property of circadian rhythms is their ability to be entrained to external time cues or zeitgebers. The principal zeitgeber for the mammalian circadian clock is light [123]. Therefore, a crucial component to understanding mammalian circadian rhythms is an improved understanding of the impact of light on the circadian cycle. A first step in this endeavor is understanding the response of the circadian circuit to a brief light pulse.

The theory of phase response curves (PRC) provides a natural language for studying the effects of external stimuli on endogenous rhythms with a rich history of application to circadian biology [72, 156]. Phase response curves characterize the phase shift induced by the application of the stimulus at different phases of the oscillation. For instance, the amplitude of the PRC gives the entrainment range of the system to a weak resetting signal and the zeros of the PRC specify the entrainment angle [118].

Phase response curve theory figured prominently in early investigations of circa-
dian rhythms, where organisms were exposed to a sensory stimulus at a sampling of points across the daily cycle and phase shifts were measured relative to some behavioral or physiological marker [28, 156]. However, the discovery of the location of the master circadian clock in a small region of the hypothalamus known as the suprachiasmatic nucleus (SCN) provided a neurological basis for circadian rhythms in mammals [103, 139]. The SCN was found to contain thousands of coupled clock neurons which each contain a biochemical oscillator with a period of approximately twenty-four hours [92]. Daily activity cycles are driven by this large ensemble of coupled oscillators acting collectively to produce a reliable circadian oscillation.

Thus, a light stimulus applied to the mammalian circadian rhythm does not act by shifting a single limit cycle oscillator, but rather acts by shifting the oscillations of individual clock neurons which in turn induce a shift in the collective rhythms produced by the ensemble. The recognition of this distinction helped motivate the development of the theory of collective phase response curves which describe the collective phase shift of an entire population of coupled oscillators subjected to a stimulus [73, 77, 81, 89]. Collective phase resetting is especially important for the mammalian circadian response to light, because only a fraction of the clock cells are phase shifted in response to the stimulus [98]. This may induce non-trivial transient dynamics on the system following a light perturbation and forms a major focus of this work [107].

In general, the phase-shifting behavior of a coupled ensemble of oscillators differs from the behavior of a single autonomous oscillator. In this work we study the transformation between the response of a single circadian cell to a light-pulse (microscopic PRC) and the collective phase response described by the shift in the mean-phase of the population of oscillators. A growing literature on collective phase resetting has revealed coupling, oscillator heterogeneity and network structure can all lead to significant differences between the microscopic and collective PRCs in networks of
coupled oscillators [89, 81, 77, 73]. Within the circadian literature, examinations of collective phase resetting have led to the formation of a rule of thumb that increasing phase dispersion in the oscillator population leads to a monotonic increase in the amplitude of the collective phase response [125, 3] and thus the entrainment range of the collective oscillator [156].

In addition to the role of light input in ensuring the circadian clock is synchronized to the outside environment, the SCN is also responsible for storing seasonal day-length information [23, 97, 143]. The ability of seasonal day-lengths to alter the core circadian clock was established in early circadian studies, where it was noticed that entrainment of mammals to long/short day-lengths caused lasting changes in the endogenous circadian period when organisms were transferred to a dark environment [122]. These effects are known as seasonal after-effects and have been described for many mammal species [28, 122].

Recently, significant progress has been made in characterizing the physiological changes in the SCN underlying seasonal day-lengths changes [147, 106, 105, 40, 18]. The physiological changes in the SCN which encode the seasons have been shown to affect the phase response to brief light pulses. When organisms are entrained to long (summer) days the phase shift caused by brief light pulse is seen to decrease [126, 147]. This seemingly contradicts the rule of thumb for collective phase resetting, because experimental evidence has also shown the phase dispersion in the SCN increases in longer day-lengths [147]. A primary goal of this work is to provide a unified theory of collective phase resetting to light in mammals, consistent with seasonal changes in SCN physiology.

In order to study phase resetting to light we make use of the $m^2$ ansatz (Chapter. II) to derive a three-dimensional model for the core circadian clock. Significantly, the $m^2$ ansatz is supported by experimental evidence and the resulting model gives variables and parameters which may be interpreted physiologically in the SCN [93].
Our work utilizes the framework for studying collective phase resetting developed in Levnajic and Pikovsky [89], and we apply this theory specifically to light induced phase resetting in mammals. We extend the results of Chapter III to consider oscillator networks where only a fraction of the population receives the phase-shifting stimulus. Additionally, we develop a perturbation technique which can be applied generally to characterize the effects of coupling on collective phase resetting.

The principal biological impacts of our work are three-fold. First, we provide a general theory for the effect of the collective amplitude on the phase-shifting capacity of the circadian clock. Our analysis reveals that the rule of thumb that lower amplitude rhythms give larger phase shifts in response to a stimulus is incomplete and more detailed analysis is required for many real-world phase response curves. Secondly, our analysis reveals that the reduction in light-shifting capacity observed for organisms entrained to long day-lengths may be explained by an adjustment of the coupling strengths with the seasonal day-length. Finally, we find this adjustment of coupling strengths is consistent with current theories for seasonal day-length encoding and is required to explain seasonal after-effects to light entrainment in mammals.

This chapter is organized as follows: In Sec. 4.2 we specify the circadian model, define the components of the collective PRC and derive the collective phase response for a single population model. In Sec. 4.3 we derive the collective phase response curve for the two population circadian model, In Sec. 4.4 we study the effect of seasonal day-length on light phase resetting in mammals. The results and conclusions are discussed in Sec. 4.5.
4.2 Formulation of the Model

4.2.1 Circadian Model

The suprachiasmatic nucleus (SCN) is a collection of about 20,000 neurons which form the core circadian pacemaker in mammals. Individual neurons in the SCN contain a biochemical feedback loop which cycles with a period of approximately 24 hours. While the SCN produces a variety of spatiotemporal patterns it can be functionally and physiologically broken into the ventral (core) and dorsal (shell) populations [45].

In mammals light input comes in through the eyes and is channeled to the SCN along the retinohypothamic tract (RHT) [98]. It is remarkable that the core circadian clock receives light information through a direct pathway from the eyes, which underscores the importance of light in entraining mammalian circadian rhythms. However, only a fraction of the clock cells in the SCN receive light input directly with the majority of cells receiving input in the ventral region [98]. Therefore, for the purposes of our model we split the SCN into ventral and dorsal phase clusters and allow light input into only the ventral population (Fig. 4.1).

Coupling between clock neurons in the SCN is mediated by a large suite of neurotransmitters [87]. In this chapter we focus on the functional coupling between the regions, although it may assist the reader to give an interpretation of the coupling in reference to two predominant neurotransmitters in mammalian circadian rhythms: vasoactive intestinal polypeptide (VIP) and \( \gamma \)-aminobutyric acid (GABA) whose properties have been characterized experimentally. Perhaps, the best understood coupling agent in the SCN is VIP which is released by the ventral population and is received by all or nearly all the oscillators [6]. VIP is known to be a synchronizing force in the SCN (phase attractive) [96]. Recent experimental results [105, 42] and detailed mathematical modeling [32] suggest that GABA mediated coupling is more subtle. GABA is released and received by all or nearly all clock neurons in
Figure 4.1: Subpopulations and coupling in the SCN. Light input comes into the sensor cells in the ventral SCN through the retino-hypothalamic tract (RHT). The majority of the dorsal cells do not receive direct input from the RHT but are bidirectionally coupled to the ventral sensor cells. Coupling terms are labeled as in Eqs. 4.1.

the SCN and has been identified as both a synchronizing [91] and desynchronizing [48, 10] agent among clock cells, although recent evidence suggests these properties vary spatially in the SCN [105, 32]. Evidence suggests that both VIP and GABA are involved in the communication of phase shifts between the ventral and dorsal SCN as well as the storage of seasonal day-length information in the SCN [99, 105, 32, 19].

Here we assume the combined action of VIP and GABA act to modulate the strength of the coupling between the ventral and dorsal phase clusters in the SCN as a function of the entrained day-length. This conceptional model, summarized in Fig. 4.1, may be translated into a coupled phase oscillator system,

\[
\frac{d\phi^v_k}{dt} = \omega^v_k + \frac{K_{vv}}{M_v} \sum_{j=1}^{M_v} \sin(\phi^v_j - \phi^v_k) + \frac{K_{vd}}{M_d} \sum_{j=1}^{M_d} \sin(\phi^d_j - \phi^v_k) + \epsilon Q(\phi^v_k) \delta(t - t') + \sqrt{D} \eta^v_k(t),
\]

\[
\frac{d\phi^d_k}{dt} = \omega^d_k + \frac{K_{dd}}{M_d} \sum_{j=1}^{M_d} \sin(\phi^d_j - \phi^d_k) + \frac{K_{vd}}{M_v} \sum_{j=1}^{M_v} \sin(\phi^v_j - \phi^d_k) + \sqrt{D} \eta^d_k(t),
\]

(4.1a) (4.1b)

where \(Q(\phi)\) gives the microscopic phase response curve of the ventral oscillators to light and \(\eta^v,d_k\) defines a white noise process i.e. \(\langle \eta_k(t) \rangle = 0\) and \(\langle \eta_k(t) \eta(t') \rangle = 2\delta_{kk} \delta(t - t')\). The \(\epsilon\) factor scales the microscopic phase response curve and is taken to be a small parameter. The coupling strengths are given as \(K_{from, to}\) and we let \(M_{v,d}\) indicate the total number of oscillators which fall into the ventral and dorsal phase clusters.
define \( q = \frac{M_v}{M_v + M_d} \) to be the fraction of ventral (sensing) oscillators in the population and \( p = 1 - q \).

Finally, we allow the oscillators within the ventral and dorsal regions to be heterogeneous in their intrinsic frequencies and assume each cluster has a Cauchy (Lorentzian) distribution of frequencies,

\[
g_{v,d}(\omega) = \frac{1}{\pi} \frac{\gamma}{(\omega - \omega_{0}^{v,d})^2 + \hat{\gamma}^2},
\]

with the mean frequency \( \omega_{0}^{v,d} \) and dispersion parameter \( \hat{\gamma} \).

In addition to daily timekeeping, the SCN is also responsible for storing seasonal day-length information [23, 97, 144]. It has been shown by several experimental groups that the phase difference between the dorsal and ventral clusters grows with the seasonal day-length, making this a leading hypothesis for how seasonal information is encoded in the SCN [105, 40]. Additionally, it has been suggested the physiological root of this seasonal variation in the phase difference is alterations in the coupling forces in the SCN [105, 32, 18]. Thus, we incorporate seasonal effects (day-lengths) into our model by allowing the coupling strengths \( K_{vd} \) and \( K_{dv} \) to vary with the seasonal day-length, as these coupling terms will be seen to control the phase difference between the ventral and dorsal populations.

### 4.2.2 Macroscopic Model

The model for the mammalian SCN as given in Eq. 4.1 gives a high-dimensional representation of the dynamical state of the circadian rhythm as \( M_v + M_d = \mathcal{O}(10^4) \). This high dimensional representation of the system makes analytical analysis of the light-response difficult. Therefore, we make use of the \( m^2 \) ansatz to derive a low-dimensional macroscopic model for the ventral and dorsal phase clusters (see Chapter. II). Crucially, the use of this ansatz may be justified through comparison of the
core assumption with experimental data on the phase distribution of cellular oscillators in the mammalian SCN.

First, we define the Daido order parameters [31, 30] for the ventral and dorsal phase clusters as:

\[
Z_n^v = \frac{1}{M_v} \sum_{j=1}^{M_v} e^{in\phi_j^v}, \quad Z_n^d = \frac{1}{M_d} \sum_{j=1}^{M_d} e^{in\phi_j^d},
\]

(4.3a)

where \(n \in \mathbb{Z}\). The special case of \(n = 1\) gives the classical Kuramoto order parameter \(Z_1^v, d = R_1^v, d e^{i\psi_1^v, d}\), where \(R\) is known as the phase coherence and gives a measure of the overall synchrony in the population: when \(R = 1\) the population is phase locked in perfect synchrony and \(R = 0\) when the population is completely desynchronized. Additionally, \(\psi_1\) gives the mean phase of the population. For simplicity of notation we will drop the subscript for the Kuramoto order parameters, i.e. \(Z_1^v, d = Z^v, d = R^v, d e^{i\psi^v, d}\). Using these order parameter definitions we may rewrite Eqs. 4.1 as,

\[
\frac{d\phi_k^v}{dt} = \omega_k^v + K_{vv} \text{Im}[e^{-i\phi_k^v} Z^v] + K_{dv} \text{Im}[e^{-i\phi_k^d} Z^d] + \sqrt{D} \eta_k^v(t) \quad (4.4a)
\]

\[
\frac{d\phi_k^d}{dt} = \omega_k^d + K_{dd} \text{Im}[e^{-i\phi_k^d} Z^d] + K_{vd} \text{Im}[e^{-i\phi_k^v} Z^v] + \sqrt{D} \eta_k^d(t), \quad (4.4b)
\]

with \(\text{Im}\) denoting the imaginary part of the expression. In the continuum limit \(M_s, n \to \infty\) Eqs. 4.4 give rise to continuity equations for the phase density functions \(f^{v,d}(\omega, \phi, t)\),

\[
\frac{\partial f^{v,d}}{\partial t} + \frac{\partial}{\partial \phi}(f^{v,d} W_{v,d}) + D \frac{\partial^2 f^{v,d}}{\partial \phi^2} = 0 \quad (4.5a)
\]

\[
W_v = \omega + K_{vv} \text{Im}[e^{-i\phi} Z^v] + K_{dv} \text{Im}[e^{-i\phi} Z^d] \quad (4.5b)
\]

\[
W_d = \omega + K_{dd} \text{Im}[e^{-i\phi} Z^d] + K_{vd} \text{Im}[e^{-i\phi} Z^v]. \quad (4.5c)
\]
Let us consider the Fourier series representation of the phase density functions $f^{v,d}(\omega, \phi, t)$,

$$f^{v,d} = \frac{g^{v,d}(\omega)}{2\pi} \left( 1 + \sum_{k=1}^{\infty} A^{v,d}_{k}(\omega, t) e^{ik\phi} + \text{c.c.} \right), \quad (4.6)$$

where c.c stands for the complex conjugate. Inserting the Fourier series representation into the continuity equation gives a system for the Fourier coefficients $A^{v,d}_{k}(\omega, t)$,

$$\frac{(A^{v}_{k})'}{k} + (i\omega + Dk)A^{v}_{k} + \frac{K^{vv}}{2} \left[ \tilde{Z}^{v} A^{v}_{k+1} - Z^{v} A^{v}_{k-1} \right] + \frac{K^{dv}}{2} \left[ \tilde{Z}^{d} A^{v}_{k+1} - Z^{d} A^{v}_{k-1} \right] = 0,$$

$$\frac{(A^{d}_{k})'}{k} + (i\omega + Dk)A^{d}_{k} + \frac{K^{dd}}{2} \left[ \tilde{Z}^{d} A^{d}_{k+1} - Z^{d} A^{d}_{k-1} \right] + \frac{K^{vd}}{2} \left[ \tilde{Z}^{v} A^{d}_{k+1} - Z^{v} A^{d}_{k-1} \right] = 0,$$

with the tilde representing the complex conjugate. In the continuum limit the Daido order parameters $Z^{v,d}_{n}$ are given by,

$$Z^{v,d}_{n}(t) = \int_{0}^{2\pi} \int_{-\infty}^{\infty} f^{v,d}(\omega, \phi, t) e^{in\phi} d\omega d\phi,$$

$$Z^{v,d}_{n}(t) = \int_{-\infty}^{\infty} \tilde{A}^{v,d}_{n}(\omega, t) g_{v,d}(\omega) d\omega,$$

using that all the terms in the Fourier series integrate to zero except the $n = k$ term. Further, since we approximate the natural frequency distribution as a Cauchy/Lorentzian distribution (Eq. 4.2) we may evaluate the integral (Eq. 4.8b) under the assumption that $A_{k}(\omega, t)$ may be analytically continued into the complex $\omega$ plane [114]. Thus we have that,

$$Z^{v,d}_{n}(t) = \tilde{A}^{v,d}_{n}(\omega_{0}^{v,d} - i\hat{\gamma}, t). \quad (4.9)$$
This substitution into Eqs. 4.7 gives,

\[
\frac{(Z^v_k)'}{k} = i \omega Z^v_k - \dot{\gamma} Z^v_k + \frac{K_{vv}}{2} \left[ Z^v_{k-1} - \tilde{Z}^v_{k-1} \right] + \frac{K_{dv}}{2} \left[ Z^d_{k-1} - \tilde{Z}^d_{k-1} \right] - D k Z^v_k
\]

(4.10a)

\[
\frac{(Z^d_k)'}{k} = i \omega Z^d_k - \dot{\gamma} Z^d_k + \frac{K_{dd}}{2} \left[ Z^d_{k-1} - \tilde{Z}^d_{k-1} \right] + \frac{K_{vd}}{2} \left[ Z^v_{k-1} - \tilde{Z}^v_{k-1} \right] - D k Z^d_k
\]

(4.10b)

Finally, we consider the system with \( k = 1 \) and apply the \( m^2 \) ansatz (\( Z_m = |Z_1| m^2 - m Z_1^m \) or \( R_m = R_1^m, \psi_m = m \psi_1 \)). Applying the \( m^2 \) ansatz and separation into the real and imaginary parts of the expressions gives a four dimension system describing the phase coherence \( R_{v,d} \) and mean phase \( \psi_{v,d} \) of each cluster. However, with a change of variables \( \theta = \psi_{d} - \psi_{v} \) ("phase gap") and letting \( \Delta \omega = \bar{\omega}_d - \bar{\omega}_v \) and \( \gamma = \dot{\gamma}_{v,d} + D \) we arrive at a three dimensional system of equations:

\[
\dot{R}_v = -\gamma R_v + \frac{K_{vv}}{2} R_v \left( 1 - R_v^4 \right) + \frac{K_{dv}}{2} R_d \left( 1 - R_d^4 \right) \cos(\theta)
\]

(4.11a)

\[
\dot{R}_d = -\gamma R_d + \frac{K_{dd}}{2} R_d \left( 1 - R_d^4 \right) + \frac{K_{vd}}{2} R_v \left( 1 - R_v^4 \right) \cos(\theta)
\]

(4.11b)

\[
\dot{\theta} = \Delta \omega - G \sin(\theta)
\]

(4.11c)

\[
G = \frac{R_v R_d}{2} \left[ K_{vd} \left( R_v^2 + \frac{1}{R_d^2} \right) + K_{dv} \left( R_d^2 + \frac{1}{R_v^2} \right) \right].
\]

(4.11d)

By setting \( \bar{\omega} = q \omega_0^v + p \omega_0^d \), we can define \( \Omega = q \dot{\psi}_v + p \dot{\psi}_d \) as the collective frequency of the system in a synchronous state,

\[
\Omega = \bar{\omega} + H \sin(\theta)
\]

(4.12a)

\[
H = \frac{R_v R_d}{2} \left[ q K_{dv} \left( R_v^2 + \frac{1}{R_v^2} \right) - p K_{vd} \left( R_d^2 + \frac{1}{R_d^2} \right) \right].
\]

(4.12b)

We note that both the collective amplitudes \( R_v, R_d \) and the frequency \( \Omega \) depend on the phase gap variable \( \theta \) within our model. In order to facilitate our analysis we define
Table 4.1: Parameter sets used for numerical simulations in this chapter (default parameter set). These parameters give steady state values of $R^*_v = 0.81$, $R^*_d = 0.84$, $\theta^* = 0.06$. To ease the numerical simulations we assume $\gamma$ is determined by the heterogeneity and set the noise strength to zero ($D = 0$).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_v$</td>
<td>$2\pi/24.5$</td>
</tr>
<tr>
<td>$\omega_d$</td>
<td>$2\pi/23.5$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.024</td>
</tr>
<tr>
<td>$K_{vv}$</td>
<td>0.095</td>
</tr>
<tr>
<td>$K_{dd}$</td>
<td>0.07</td>
</tr>
<tr>
<td>$K_{vd}$</td>
<td>$\alpha K_{dv}$</td>
</tr>
<tr>
<td>$K_{dv}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2.0</td>
</tr>
<tr>
<td>$q$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

a default parameter set for this model given in Table 4.1. Under this parameter set Eqs. 4.11 evolve to a fixed point $(R^*_v, R^*_d, \theta^*)$ with a collective frequency $\Omega^*$-we will use starred quantities to refer to fixed points solutions.

Finally, we note that experimental evidence has shown that the phase gap between the dorsal and ventral populations is typically a small variable $\theta^* \in [0, 0.5]$ radians for photoperiods in the range of 6-18 hours of light [105], although it may grow considerably when mice are kept in twenty hours or more of light each day [40].

4.2.3 Components of the Collective Phase Response Curve

The collective phase response to a stimulus may be defined by the shift in the mean-phase $\psi = Arg(Z)$ induced by the light perturbation. For a brief (Dirac $\delta(t-t')$ function) stimulus we may break the collective phase shift into two components [89]:

1. The prompt phase shift ($\Delta_0$) induced at $t = t'$ the instant the stimulus is applied.

2. The relaxation phase shift ($\Delta_R$) which results from phase shifts induced as the system relaxes back to its asymptotic state.
The collective phase shift \( \Delta_\infty \) is then given by,

\[
\Delta_\infty = \Delta_0 + \Delta_R = \text{Arg} \left( \frac{\bar{Z}}{Z_0} \right) + \Delta_R
\]  

(4.13)

where we define \( Z_0 \) as the order parameter just prior to the perturbation and \( \bar{Z} \) as the order parameter just after the perturbation. Notationally, barred quantities will refer to the quantity just after the perturbation is applied.

It is also useful to define the amplitude response curve \( \Lambda \) as a measure of the perturbations transient effect on the amplitude of the collective rhythm,

\[
\Lambda = \left| \frac{\bar{R}}{R_0} \right| .
\]

(4.14)

Given the assumed stability of the limit cycle, perturbations of the amplitude \( R \) are expected to decay, thus the amplitude response curve is defined in terms of the initial amplitude reduction imposed on the system.

### 4.2.4 Single Population Case

We first consider the collective phase response for a single population of oscillators, that is, we consider the case where all oscillators in the population receive the light stimulus. These results will aid our consideration of the two population case, as they can be used to describe the initial phase shift in the ventral oscillator population. In Chapter III, we derived an asymptotic formula for the collective phase response of a single population of Kuramoto-Sakaguchi oscillators making use of the Ott-Antonsen formalism. In this section we adapt those results to study phase shifts in a population which follows the \( m^2 \) ansatz as has been found in experimental measurements of the SCN phase distribution (Chapter II). For times close to the perturbation \( t \approx t' \) we
may approximate the single population continuity equation as,

\[ f_t + \frac{\partial}{\partial \phi} [\epsilon f(\omega, \phi, t)Q(\phi(t))\delta(t)]. \quad (4.15) \]

We have previously shown that for small \( \epsilon \) we may approximate the solution of Eq. 4.15 as,

\[ \bar{f}(\omega, \phi, t) = f(\omega, \phi - \epsilon Q(\phi))e^{-\epsilon Q(\phi - \epsilon Q(\phi))}, \quad (4.16) \]

by employing the method of characteristics. Expanding Eq. 4.16 to leading order in \( \epsilon \), multiplying by \( e^{i\phi} \) and integrating with respect to \( \phi \) and \( \omega \) gives an expression relating the order parameter after the perturbation \( \bar{Z} \) to the order parameter just prior to the perturbation \( Z_0 \).

\[ \bar{Z} \approx Z_0 + i\epsilon \int_{-\pi}^{\pi} \int_{-\infty}^{\infty} f(\omega, \phi, t)Q(\phi)e^{i\phi}d\omega d\phi. \quad (4.17) \]

Now, we replace the microscopic PRC \( Q(\phi) \) with its Fourier Series representation,

\[ Q(\phi) = \frac{A_0}{2} + \sum_{n=1}^{\infty} A_n e^{in\phi} + \tilde{A}_n e^{-in\phi}, \quad (4.18a) \]

\[ = \frac{A_0}{2} + \sum_{n=1}^{\infty} a_n \sin(n\phi) + b_n \cos(n\phi). \quad (4.18b) \]

Substitution of the Fourier series representation into Eq. 4.17 and applying the definition of the Daido order parameters gives,

\[ \bar{Z} = Z_0 + i\epsilon \left[ \frac{A_0}{2}Z_0 + \sum_{n=1}^{\infty} A_n Z_{n+1} + A_n^* Z_{n-1} \right]. \quad (4.19) \]
Now we apply the $m^2$ ansatz \[ R_m = R^{m^2}, \psi_m = m\psi \] to arrive at an expression for \( \bar{Z} \) in terms of \( Z_0 \),

\[
Z = Z_0(1 + i\epsilon \hat{Q}(\psi, R)) \tag{4.20a}
\]

\[
\hat{Q} = \frac{A_0}{2} + \frac{1}{R} \sum_{n=1}^{\infty} A_n R^{(n+1)^2} e^{in\psi} + A^*_n R^{(n-1)^2} e^{-in\psi}. \tag{4.20b}
\]

By applying Eq. 4.13 and Eq. 4.14 we may derive expressions for the prompt resetting \( \Delta_0 \) and the amplitude response curve \( \Lambda \) respectively,

\[
\Delta_0 = Arg \left( \frac{\bar{Z}}{Z_0} \right) = \epsilon Re[\hat{Q}(\psi)] \tag{4.21a}
\]

\[
\Lambda = \left| \frac{\bar{R}}{R_0} \right| = 1 - \epsilon Im[\hat{Q}(\psi)]. \tag{4.21b}
\]

The real part of \( \hat{Q}(\psi) \) can be compactly expressed in terms of the Fourier series for the microscopic PRC Eqs. 4.18,

\[
Re[\hat{Q}] = \frac{A_0}{2} + \sum_{k=1}^{\infty} f_k(R)[a_k \sin(k\psi) + b_k \cos(k\psi)] \tag{4.22a}
\]

\[
f_k(R) = \frac{1}{2} R^k \left( R^{2k} + \frac{1}{R^{2k}} \right). \tag{4.22b}
\]

From these expressions we can see the principal effect of the phase distribution on the shape of PRC is to re-weight the Fourier harmonics according to \( f_k(R) \). As \( R \to 1 \) we have that \( f_k \to 1 \) and the collective and microscopic prompt phase response curves coincide. However, when \( R < 1 \) the first harmonic of the microscopic phase response curve is amplified like \( R^3 + \frac{1}{R} \) while the higher harmonics are damped out by higher powers of \( R \).
The imaginary part of \( \hat{Q}(\psi) \) can be expressed as,

\[
\text{Im}\left[ \hat{Q} \right] = \sum_{k=1}^{\infty} g_k(R) [a_k \cos(k\psi) - b_k \sin(k\psi)]
\]

(4.23a)

\[
g_k(R) = \frac{1}{2} R^k \left( \frac{1}{R^{2k}} - R^{2k} \right).
\]

(4.23b)

In this case we see that the modulation term \( g_k(R) \) goes to zero as \( R \to 1 \) meaning the amplitude is unaffected by the stimulus in this limit. Additionally we observe that,

\[
a_k \cos(k\psi) - b_k \sin(k\psi) \propto \frac{dQ}{d\psi},
\]

so we expect the amplitude shifts \( \Lambda \) to be greatest around the zeros of the microscopic phase response curve, with transient increases in \( R \) around stable points and decreases around unstable zeros.

4.2.5 Application to Light PRCs

The mammalian phase response curve to light has been characterized over a large variety of species and conditions [137, 72]. Generally, the mammalian circadian rhythm shows small sensitivity to light during the subjective day, phase delays during the early subjective night and phase advances in the late subjective night [121]. Although we expect our results to hold more generally we will focus our attention on phase response curves with this general shape.

The single population results derived in the last section indicate that for microscopic PRC’s dominated by their first harmonic, as are commonly assumed in the circadian literature [125, 3], a general amplification in the phase response is expected as the oscillators are more dispersed in phase (either through weaker coupling or greater frequency heterogeneity in the population). This expectation has surfaced in the circadian literature under a variety of guises in the context of both phenomenological and biochemically motivated models [3].
These observations have led to the formation of a rule of thumb in the circadian literature that the magnitude of the phase response should increase when the collective amplitude (phase coherence) decreases [3]. However, our analysis shows this prediction will only hold when the underlying individual/microscopic phase response curve is dominated by its first harmonic—otherwise an overall reduction in the amplitude may be observed [61] (Eq. 4.22). An example of this effect is shown in Fig. 4.2 for a first harmonic phase response curve and a light-like PRC shape. The first harmonic curve shows a uniform increase in amplitude as the phase coherence of the sensing population decreases, whereas the light-like PRC shows a initial decrease in amplitude as the higher harmonics are dissipated.

The general shape of the mammalian phase response curve to light has significant power at higher harmonics [137]. Therefore, the rule of thumb does not necessarily apply in this case. For example, the phase coherence of the ventral (sensor) population is known to decrease with increasing day-length [17] which leads to the expectation of increasing amplitude in the response to light. However, as previously noted the opposite trend has been observed experimentally where organisms entrained to longer day-lengths show decreased sensitivity to light-pulses [147].

This reduction in amplitude of the collective phase response, in spite of a reduction in the phase coherence of the sensing population, may be at least partially explained when the higher harmonics in the microscopic phase response to light are taken into consideration. This effect has been noted in the course of simulations [147] and is readily explained by the theory given here using the $m^2$ ansatz and detailed previously for cases adhering to the Ott-Antonsen ansatz (Chapter III) [61].

In the following section we investigate the effects of only having a fraction of the total population shift in response to a light pulse. This analysis reveals an additional effect which allows the amplitude of the collective phase response to be modulated depending on the degree of asymmetry in the coupling between the ventral and dorsal
Figure 4.2: Collective phase response curves for two assumed microscopic phase re-
response curves: (left) Simple phase response curve $Q(\psi) = \sin(\psi)$, (right) Light-like
PRC shape $Q(\psi) = H(-\sin(\psi)) \sin(-2\psi)$. Shown for three phase coherence $R$ values:
R=1 (solid black) R=0.6 (dashed green) and R=0.3 (red circles)

populations.

4.3 Two Population Phase Response Curves

We now consider the collective phase response of the circadian model Eqs. 4.11
to brief light pulses using that $\Delta_{\infty} = \Delta_0 + \Delta_R$. In the first section we compute the
prompt phase shifting behavior $\Delta_0$ for the circadian model with a subset of sensor
cells and observe the effects on the initial phase shifting behavior ($\Delta_0$). In the next
subsection, we present a perturbation technique to determine the relaxation phase
shift ($\Delta_R$).

In the figures for this section we consider a microscopic phase response curve $Q(\psi)$
which is fit to experimental measurements of the human phase response curve to brief
light pulses [137].

4.3.1 Prompt Resetting $\Delta_0$

We begin by studying the prompt phase shifting curve $\Delta_0$ for the circadian model.
By applying Eq. 4.20 and using that the dorsal population is unaffected by the per-
turbation, we find the order parameter just after the perturbation $\bar{Z} = q\bar{Z}_v + p\bar{Z}_n =$
\[ qZ_v(1 + i\epsilon\hat{Q}(\psi_v)) + pZ_d. \] Therefore the prompt phase shift \( \Delta_0 \) for the SCN model can be derived as:

\[ \Delta_0 = \text{Arg} \left( \frac{\bar{Z}}{Z} \right) = \text{Arg} \left( \frac{qZ_v(1 + i\epsilon\hat{Q}(\psi_v)) + pZ_d}{qZ_v + pZ_d} \right) \]  

(4.24a)

\[ = \text{Arg} \left( 1 + i\epsilon\mu\hat{Q}(\psi_v) \right), \quad \mu = \frac{R_v}{R_v + \eta R_d e^{i\theta}} \]  

(4.24b)

\[ = \arctan \left( \frac{\epsilon R e[\mu\hat{Q}(\psi_v)]}{1 - \epsilon i m[\hat{Q}(\psi_v)]} \right) \]  

(4.24c)

\[ = \epsilon R e[\mu\hat{Q}(\psi_v)] + O(\epsilon^2) \]  

(4.24d)

where \( \eta = p/q \) is the ratio of dorsal to ventral (sensors) in the population. We may now expand Eq. 4.24d,

\[ C = \frac{R_v[R_v + R_d\eta \cos(\theta)]}{R_v^2 + 2R_vR_d\eta \cos(\theta) + R_d^2\eta^2} \]  

(4.25a)

\[ D = \frac{R_vR_d\eta \sin(\theta)}{R_v^2 + 2R_vR_d\eta \cos(\theta) + R_d^2\eta^2} \]  

(4.25b)

\[ \Delta_0 = C\Delta_v^v + D(\Lambda_v - 1). \]  

(4.25c)

Which gives an analytical expression for the prompt resetting in our system using our expressions for \( \Delta_v^v \) and \( \Lambda_v \) for a single population of oscillators (Eqs. 4.21). We note that Eq. 4.25 has the expected limits: As \( \eta \to 0, \Delta_0 \to \Delta_v^v \) and the system converges to the behavior of a single population of oscillators, in addition as the dorsal population grows (\( \eta \to \infty \)) we see that \( \Delta_0 \to 0 \) causing the system to become unresponsive to perturbations. This analytical approximation gives an accurate approximation for the prompt resetting curve when compared with numerical simulations (Fig. 4.3).

It is interesting to note the differences between our system and a single population of oscillators which all shift in response to the stimulus. In the two population system the damping of higher harmonics in the microscopic PRC is also observed, however we additionally see a decrease in the initial shift as a function of the fraction of oscillators...
which receive the light pulse. We note that under the assumption that $\theta \approx 0$ we may approximate Eq. 4.25a as,
\[
C \approx \frac{q R_v}{q R_v + p R_d},
\]
and $C \approx q$ when $R_v \approx R_d$, providing the intuitive result that the overall amplitude of the initial response scales with the fraction $q$ of ventral sensor cells in the population.

In addition, unlike the single population case we see the prompt phase response curve depends on the amplitude response function $\Lambda_v$. This dependence leads to a slight change in the zeros (entrainment points) of the prompt PRC when compared to the microscopic PRC since $\Lambda_v$ will be largest about the zeros of $Q$. Moreover, this effect is dependent on having a non-zero phase gap between the two populations ($\theta \neq 0$).

### 4.3.2 Relaxation Phase Shift $\Delta_R$

We now consider the relaxation shift $\Delta_R$ which describes the phase shift induced during the return of the system to equilibrium following a perturbation. For the single population case this relaxation phase shift was directly computable from the
Ott-Antonsen equations describing the collective dynamics [89]. This computation relied on the relatively simple spiral isochrons of the Kuramoto-Sakagucki coupling scheme [61, 118, 89].

For the circadian model presented here this quantity can no longer be easily computed by direct integration. However, the relaxation phase shift occurs during the transient decay of the system back to the dynamical fixed point \((R^*_v, R^*_d, \theta^*)\) of the macroscopic model. The collective frequency of the unpreturbed system is given by \(\Omega^* = \Omega(R^*_v, R^*_d, \theta^*)\). Therefore, the phase shift induced as the system relaxes back to the equilibrium state is given as,

\[
\Delta R = \int_0^\infty \Omega(R_v(t), R_d(t), \theta(t)) - \Omega^* dt = \int_0^\infty \Delta \Omega(t) dt \tag{4.27}
\]

Thus, we may calculate the relaxation phase shift by integrating the frequency mismatch between the perturbed system and the steady state system along the trajectory of the system as it returns to equilibrium. The relaxation trajectory may be approximated by a perturbation about the fixed point under the assumption the light-pulse does not induce a large deviation from \((R^*_v, R^*_n, \theta^*)\). We set,

\[
\begin{align*}
R_v(t) &= R^*_v + \sigma R^1_v(t) + \mathcal{O}(\sigma^2) \tag{4.28a} \\
R_d(t) &= R^*_d + \sigma R^1_d(t) + \mathcal{O}(\sigma^2) \tag{4.28b} \\
\theta(t) &= \theta^* + \sigma \theta^1(t) + \mathcal{O}(\sigma^2) \tag{4.28c}
\end{align*}
\]

with initial conditions \(R_v(0) = R^*_v + \Delta R_v, R_d(0) = R^*_d, \theta(0) = \theta^* + \Delta \theta\) using that the dorsal population is initially unaffected by the light stimulus. The initial changes in \(R_v\) and \(\theta\) can be written in terms of the prompt phase and amplitude response curves for the ventral population: \(\Delta R_v = R_v(1 - \Lambda_v)\) and \(\Delta \theta = (\psi_d - \bar{\psi}_v) - (\bar{\psi}_d - \psi_v) = \psi_v - \bar{\psi}_v = -\Delta \theta^v\).
Therefore, the leading order terms in $\sigma$ for the relaxation phase shift is given by,

$$\Delta_R \approx A(1 - \Lambda_v) - B\Delta^*_v,$$

(4.29)

with the $(A,B)$ constants determined by the model parameters. In practice we find the leading order term in $\sigma$ is sufficient to provide a good approximation to the numerical solutions (see Fig. 4.4) although higher order terms may be taken in the perturbation series (Eq. 4.28) if additional accuracy is required. We note that $(A,B)$ are a measure of the sensitivity of the collective frequency of the system to perturbations in the amplitude $(R_v)$ and phase gap $\theta$ respectively, and are weighted by the stiffness of the system to perturbations in those directions.

To gain intuition of how the circadian model parameters will affect the relaxation phase shifts, we solve for the relaxation terms analytically for a simplified system (see Appendix C). If the amplitude of the ventral and dorsal populations are fixed (without loss of generality let $R_{v,d} = 1$) we find that,

$$B = \frac{q - p\alpha}{1 + \alpha}, \quad \alpha = \frac{K_{vd}}{K_{de}}.$$  

(4.30)

From this simplification we can see that $B \in [-p, q]$ when both coupling terms are positive. Moreover the change occurs at $\alpha = \frac{q}{p}$ from a positive to negative value. Note, for symmetric coupling ($\alpha = 1$) between the regions and $q = p = \frac{1}{2}$ we have $B = 0$. In Fig. 4.5 we show the variation of $B$ with $\alpha$ using both the perturbation approach and the simplified formula Eq. 4.30.
Figure 4.4: Relaxation phase response curve \( \Delta R \) using a first order perturbation series to calculate \((A, B)\) in Eq. 4.29 (dotted green) versus numerical simulation(red crosses) for the default parameter values.

Figure 4.5: Network resistance to phase shifts \( B \) versus \( \alpha = \frac{K_{vd}}{K_{dv}} \) for the first order perturbation theory (circles) with the default parameter values varying \( K_{vd} \) and the approximate formula Eq. 4.30 (solid line) with \( q = 0.5 \) (red), \( q = 0.8 \) (blue), \( q = 0.2 \) (green).
4.3.3 Collective Phase Response Curve

When the prompt phase shift $\Delta_0$ is combined with the relaxation shift $\Delta_R$ we find the collective phase response curve $\Delta_\infty$,

$$\Delta_\infty = \Delta_0 + \Delta_R = (C - B)\Delta_0^v + (D - A)(1 - \Lambda_v),$$

(4.31)

with the constants $(A, B, C, D)$ as defined in the previous sections. In general, we find this approximate formula provides a good approximation to the numerically determined collective phase response (Fig. 4.6). To improve our understanding of the role of light-input to the mammalian circadian system we analyze these results further. Of particular importance is the amplitude of the collective phase response as this determines the entrainment range for weakly forced systems [156].

We first note that the collective PRC for the circadian system carries over many of the trends of the single population model. Namely, we expect that higher harmonics in the microscopic phase response curve will be damped with the first harmonic amplified like $R^3_v + \frac{1}{R_v}$. This transformation in the shape leads to an overall smoothing effect and is tied to the disorder in the underlying population.

Additionally, we note that the term proportional to the amplitude response curve $(D - A)(1 - \Lambda_v)$ is expected to be of comparatively small magnitude as it is proportional to $\frac{1}{R_v} - R^3_v \to 0$ as $R_v \to 1$. Moreover the amplitude response curve reaches its maximum values around the zeros of the individual phase response curve. Thus, the amplitude of the collective phase response curve is largely determined by the $(C - B)\Delta_0^v$ term, while a shift in the entrainment points is determined by the $(D - A)(1 - \Lambda_v)$ term.

From Eq. 4.31 we see the amplitude of the collective PRC is influenced by the sign of the $B$ constant as determined by the relaxation dynamics. Positive values of $B$ indicate the relaxation shift acts to decrease the initial phase shift thus providing
a resistance to the phase shift. Negative values of $B$ indicate the initial shift is reinforced/increased during the transient relaxation, while a value near zero indicates the relaxation shift has a small effect on the collective phase response.

The simplified expression in Eq. 4.30 allows for intuition on the scale and sign of $B$. In particular we can see the value of $B$ scales with the ratio of the feedforward coupling strength $K_{vd}$ to the feedback strength $K_{dv}$. For a balanced system $K_{vd} = K_{dv}$, $q = 0.5$ we observe that $B = 0$, although by varying this ratio of coupling strengths the system can toggle between a resistant/reinforcing behavior to the initial phase shifts.

For a pure feedforward network, where $K_{dv} = 0$, the $B$ term is positive and the effect of having a fractional sensor population on the amplitude of the collective phase response disappears. In this limit the phase shift in the ventral population is imposed on the dorsal population over time. Thus, when $K_{dv} \neq 0$ the non-sensing dorsal population can act as a feedback on the phase shifts and integrate the current phase shift against the past history.

Therefore, we see that the entrainment range of a two-population system is crucially dependent on the ratio of the coupling strengths between the sensing (ventral) and non-sensing (dorsal) populations (Fig. 4.7). By adjusting the ratio of these coupling strengths the size of the light response may be modulated.
4.4 Seasonal Effects on Light Resetting

Our study of the collective phase response in a two-population model identified the relative strengths of the intra-population coupling forces as an important factor in determining the amplitude of the phase response. Experimental evidence has found that the amplitude of phase shifts induced by a light-stimulus decreases in mammals entrained to long day-lengths [147, 126]. This could be explained in our framework by an increase in the network resistance to the phase shift ($B$), for animals exposed to long day-lengths.

To evaluate this hypothesis we may check for consistency against two other seasonal light effects on mammalian circadian rhythms: Seasonal encoding and light entrainment after-effects. First, we consider seasonal encoding. Experimental evidence has indicated that the phase difference between the dorsal and ventral phase clusters grows with the day-length [105, 40]. Within our model this corresponds to the variable $|\theta^*|$ growing with the entrained day-length. We make use of the hypothesis that these changes in $\theta$ occur through an adjustment of the coupling strengths rather than a change in the intrinsic periods in the ventral/dorsal SCN [32, 105, 40]. Thus, we consider the intrinsic periods to be constant while allowing the coupling
strengths to vary, an assumption which has some experimental justification [40].

Let $\chi \in [0, 1]$ be the photoperiod, or the fraction of the circadian day in which the organism is exposed to light. Considering Eq. 4.11 we see the steady state phase gap $\theta^*$ is given by,

$$\theta^*(\chi) = \arcsin \left( \frac{\Delta \omega}{G(\chi)} \right) \approx \left( \frac{\Delta \omega}{G(\chi)} \right)$$

(4.32a)

$$\frac{d|\theta^*|}{d\chi} = -\frac{|\Delta \omega| G'(\chi)}{G(\chi)^2}$$

(4.32b)

From this we can see that we must have $G'(\chi) < 0$ to allow the absolute value of the phase gap to increase with the photoperiod length.

Additionally, we observe that $\theta^*$ will only show significant variation for a small range $G(\chi) = \mathcal{O}(\Delta \omega)$ and will asymptote to a small value for $G(\chi)$ outside this range. This nonlinear dependence of the phase gap $\theta^*(\chi)$ with asymptotic values for short photoperiods has been observed in experiments using both $Per2$ and $Bmal$ circadian phase markers [105, 40].

Moreover, the macroscopic model also identifies a fundamental trade-off as the photoperiod is lengthened. As $G(\chi)$ decreases towards $\Delta \omega$ the phase gap increases quickly. However, a further increase in $\chi$ will cause the system to undergo a bifurcation where the ventral and dorsal regions decouple from one another. Thus, we predict that organisms which show robust seasonal adjustment necessarily must approach a bifurcation to desynchrony/large phase gaps at long photoperiods. Therefore, organisms which show robust decreases in $G(\chi)$, thereby showing larger changes in the phase gap variable $\theta^*$ as the photoperiod lengthens, will also approach a bifurcation to desynchrony more closely and display rhythm abnormalities.

In fact, several species of mammals show desynchrony or large phase gaps when perturbed outside their normal photoperiodic range by unnatural lighting conditions (e.g. constant light) [40, 162, 111]. Moreover, it has been observed that hamsters
which show robust seasonal adjustments to short daylengths have a higher propensity for rhythm abnormalities under constant lighting conditions-illustrating the trade-off identified by our analysis [38].

In order to relate these properties to reduced light phase-resetting responses at long photoperiods we now recall a predominant circadian after-effect to light-entrainment in mammals [105, 123]: Mammals entrained under short day-lengths show a transient increase in period when moved to a dark environment. The long day length after-effect works in an opposite direction by inducing a short period with the magnitude of the period change increasing with the entrained day length. In the context of our model this implies that $\frac{d\Omega}{d\chi} > 0$ in Eq. 4.12. Expanding this condition gives,

$$\frac{d\Omega}{d\chi} = H'(\chi) \sin(\theta^*) + H(\chi) \cos(\theta^*) \frac{d\theta^*}{d\chi} > 0.$$  \hspace{1cm} (4.33)

Applying the assumption that $\theta^*$ is a small variable we may simplify this condition to give,

$$\Delta \omega \left[ \frac{H'(\chi)G(\chi) - H(\chi)G'(\chi)}{[G(\chi)]^2} \right] > 0,$$  \hspace{1cm} (4.34)

and we consider the case that $\Delta \omega > 0$ as indicated by experimental evidence [11, 105, 106]. Under the approximation that $R_v \approx R_d$ we have that $2H(\chi) \approx qK_{dv}(\chi) - pK_{vd}(\chi)$ and $G(\chi) \approx K_{dv}(\chi) + K_{vd}(\chi)$. This simplification allows us to express our approximation for the network resistance to phase shifts $B$ (Eq. 4.30), in terms of $H$ and $G$,

$$\frac{1}{2} B(\chi) \approx \frac{H(\chi)}{G(\chi)}.$$  \hspace{1cm} (4.35)
Thus, taking the derivative with respect to the photoperiod $\chi$,

$$\frac{1}{2} \frac{dB}{d\chi} = \frac{H'(\chi)G(\chi) - H(\chi)G'(\chi)}{[G'(\chi)]^2} > 0,$$

we see that the network resistance to phase shifts $B$ will increase with the photoperiod directly from the after-effect condition (Eq. 4.34). This gives the surprising result that seasonal entrainment after-effects and the reduced sensitivity to light-pulses at long photoperiods are intimately related to one another. In fact, the presence of one implies the other in our model. Additionally, we see that the seasonal adjustment condition $G'(\chi) < 0$ is consistent with the after-effect and increasing phase shift resistance condition (Eq. 4.36). Therefore, we find the adjustment of coupling strengths required to explain three predominant light mediated circadian effects are all mutually consistent within our model.

### 4.5 Conclusions

In this work we focus on phase resetting to light in mammalian rhythms making use of the $m^2$ ansatz to derive a simplified model of the central clock. The reduced model holds the advantage that the collective variables ($R_v, R_d, \theta$) all have physiological interpretations and are measurable in experimental treatments. We have focused on the effects of heterogeneity in oscillator frequencies, the shape of the microscopic phase response curve to light, the effects of only a fraction of populations receiving direct light input and variation of the coupling strengths between regions on the phase resetting response.

Similar to previous work on this subject we find heterogeneity of the population changes the shape, amplitude and zeros of the collective phase response curve [61, 89]. Moreover, we note these alterations occur through a re-weighting of the Fourier components of the collective phase response with the first harmonic amplified and higher
harmonics being damped out as the oscillators spread out in phase. We find examination of only the first harmonic terms may give misleading results when considering phase resetting to light in mammals.

The effect of having a fraction of the population receive light-input can lead to a reduction in the overall amplitude of the collective phase response. However, we find this effect is dependent on the coupling between the oscillators in the SCN. In a feedforward network, where the sensing ventral cells project more strongly on the non-sensing dorsal cells than the feedback connection, the initial shift induced on the sensing population is largely imposed on the total population over time. Thus, for pure feedforward network architectures the effect of a fractional sensing population is to induce a time delay on the shift of the population mean phase.

However, when feedback coupling from the dorsal cells to the sensing ventral populations is significant we see the reduction in the initial shift caused by the fractional sensing is retained and even reinforced over time. This leads to the conclusion that the relative coupling strengths between the ventral and dorsal oscillators allows the system to weight phase shifts induced by light differently. The re-weighting of the coupling strengths between the subpopulations with seasonal changes in day length may act like the aperture on a camera by allowing the sensitivity of the clock to light to vary with the total amount of light input received. In short days the feed-forward connection is weighted more strongly to allow for larger responses when light input is more scarce. In contrast, relative weighting of the feedback connection more strongly in long days results in a reduction in light sensitivity when more light is received over the course of the day.

These results may also have applications to the study of aging in the circadian clock. In a similar manner to long-day lengths, older animals tend to show reduced phase coherence and the clock neurons are thought to be more weakly coupled as the animals age [41, 110, 109]. Moreover, these aged animals also show reduced phase-
shifts in response to light stimuli and slower entrainment to shifted light schedules [13, 131, 146, 14]. Our analysis reveals this reduction in phase shifting capacity may be explained in terms of a reduction in the ratio of the feed-forward to feedback coupling between the ventral and dorsal populations.

Our results are consistent with current ideas of how seasonal information is encoded in the mammalian circadian clock [105, 39] and provide an explanation for mammals showing reduced phase shifts to light when entrained to long day lengths [147, 126]. Furthermore, our model reveals an intimate connection between seasonal day-length encoding, seasonal entrainment after-effects and the amplitude of the phase-response to light. Additionally, we find the change in coupling strengths with the day-length required to explain each of these phenomena are mutually consistent within our model.

However, our results remain to be strengthened both from a biological and theoretical standpoint. In order to derive these results we have assumed an all-to-all connectivity between clock cells in the SCN and simple sinusoidal coupling between the oscillators. However, the connectivity in the SCN is known to be much more complex [2]. An important extension of these results would be to consider phase resetting in a general circadian network building on previous results [80, 79].

From a biological standpoint it remains to be tested whether an increasing resistance to phase shifts under long-day lengths underlies the decreased sensitivity to light pulses for organisms entrained to long day-lengths. This prediction seems testable by measuring initial phase shifts to light and comparing these with the asymptotic phase shifts obtained over long-times. This would be particularly interesting if the effect was seen to vary with the entrained day-length and could provide evidence for a variation in the relative coupling strengths between the ventral and dorsal SCN with seasonal day-length. Recent experimental evidence suggests that the coupling strength, as determined globally in the SCN, decreases with increasing day-lengths
which could provide indirect evidence for this hypothesis [18].
CHAPTER V

Macroscopic Models for Human Circadian Rhythms

5.1 Introduction

Disrupted circadian rhythms have been implicated in a vast array of both mental and physical health maladies including cancer, diabetes, addiction, depression and sleep disorders [1, 64, 49, 90]. Moreover, the efficacy of health treatments has been found to vary in a circadian manner meaning knowledge of a patient’s circadian phase could allow for more effective treatments with reduced side-effects [88, 66]. Therefore, it is a matter of vital importance to understand and predict human circadian rhythms.

The maintenance of healthy circadian rhythms requires them to be synchronized to environmental cycles by outside forces known as zeitgebers. In mammals, the most powerful zeitgeber is the daily light cycle [123]. Daily light cycles are sensed in the retina and passed directly along the retino-hypothalmic tract to the master circadian clock [98]. The mammalian master circadian clock has been localized to the suprachiasmatic nucleus (SCN) a cluster of twenty thousand neurons in the hypothalamus [103, 139]. Each of these thousands of clock neurons in the SCN contain an intricate genetic feedback loop which cycles with a period close to 24 hours [92]. The emergent rhythm produced collectively by these clock neurons drives peripheral
circadian cycles found throughout the body [33].

The study of human circadian rhythms has been approached using three principal paradigms. First, through the use of model organisms which allow for invasive examinations of the master clock, coupling agents and molecular details of the clock. Secondly, through careful laboratory based human studies which track circadian dynamics through the use of one of several reliable markers for the human circadian rhythm. Finally, in recent years technological advances have allowed for the collection of large datasets of self-reported survey data from individuals outside the laboratory setting [151, 128, 159].

Studies in model organisms have revealed the details of the genetic feedback loop present in each clock neuron as well as the coupling forces between the neurons which help shape the circadian waveform produced by the SCN. The circadian waveform is known to vary under a variety of conditions including age, seasonal day-length and light history of the animal [39]. Laboratory studies of human circadian rhythms have produced an increased understanding of how light-input is integrated into the master-circadian clock as well as careful measurements of key parameters such as the human circadian period. Large datasets of self-reported circadian data have been used to study the variation in circadian dynamics across the human population [151, 128, 159]. In particular, these studies have begun to uncover the prevalence of different chronotypes, defined by the angular relationship between the light and circadian cycles, in the human population.

From a mathematical modeling perspective, the increased knowledge of the details of circadian timekeeping has led to a divergence in the field. Detailed high-dimensional models have been created to explain and predict the molecular data sets generated through study of model organisms [32, 76]. In contrast, models of human circadian data have remained phenomenological and low-dimensional to avoid over-fitting the available data and to reduce the computational burden of simulations. However, these
two modeling approaches have not been integrated to allow for the exchange of knowledge between the molecular and human paradigms. In order to incorporate molecular data, models of human circadian dynamics need to be derived systematically from more detailed high-dimensional models of the master circadian clock.

A mathematical technique capable of supporting such a derivation was introduced by Edward Ott and Thomas Antonsen in 2008 [114]. Their technique can be used to reduce a large system of heterogeneous coupled phase oscillators to a low-dimensional macroscopic model. Recently this technique was applied to the study of circadian rhythms directly for the first time [93]. However, recent evidence has shown the accuracy of the Ott-Antonsen approach can be improved upon for describing mammalian circadian rhythms [62]. In Chapter II we introduced a new ansatz, the $m^2$ ansatz, which provides a systematic procedure for the extraction of low-dimensional macroscopic models for biological networks of coupled oscillators [62].

In this work we demonstrate the use of the $m^2$ ansatz [62] in modeling the light-response of human circadian rhythms. Starting from a phase oscillator description of the SCN we derive a low-dimensional model for the human circadian clock and fit the parameters to available data. The flexibility and extensibility of our approach allows for the derivation of both a single population and a two population description of the core clock. We validate the model parameter fits against three additional data sets, and compare the predictions of our models against a predominant phenomenological model for the human circadian clock.

5.2 Results

5.2.1 Previous Models

The most prolific models of human circadian dynamics are based on the van der Pol (VDP) limit cycle oscillator model [84, 155, 46]. The VDP oscillator provides a
low-dimensional and well understood basis to model the overt circadian rhythms as measured by markers such as core body temperature and melatonin levels. As our knowledge of the light-response of the human circadian rhythm has grown, a series of modifications have been introduced to the original models [68, 85, 46]. These progressive modifications have allowed the VDP models to continue to make accurate quantitative and qualitative predictions of the light-response of the human circadian rhythm.

For our purposes we choose to study the simplest VDP model currently used in predicting human circadian rhythms [46],

$$\frac{dx}{dt} = \frac{\pi}{12} (x_c + B(t)) \tag{5.1a}$$

$$\frac{dx}{dt} = \frac{\pi}{12} \left\{ \mu \left(x_c - \frac{4x_c^3}{3}\right) - x \left[ \left(\frac{24}{0.99669\tau_x}\right)^2 + kB(t) \right] \right\}. \tag{5.1b}$$

The parameters $\tau_x$ and $\mu$ determine the period of the oscillator and the stiffness of the oscillator, respectively. In Eq. 5.1 the variable $B(t)$ is a transformed version of the light stimulus $L(t)$ according to the Process $L$ formalism [85]. The dynamics of Process $L$ adds one dynamical dimension to the model and is given by,

$$\frac{dn}{dt} = 60 [\alpha(L)(1 - n) - \beta n] \tag{5.2a}$$

$$\dot{B}(t) = G(1 - n)\alpha(L) \tag{5.2b}$$

$$\alpha(L) = \left(\frac{L(t)}{I_0}\right)^p \tag{5.2c}$$

$$B(t) = \hat{B}(1 - 0.4x)(1 - 0.4x_c). \tag{5.2d}$$

We note that Eq. 5.2d, called the sensitivity modulation, assumes the amplitude of the transformed light input $B(t)$ varies as a function of the phase of the master circadian clock [46]. In order to tie the limit cycle to an experimental circadian marker, the minimum value of the dynamic variable $x$ is taken to coincide with the core body
temperature minimum. The parameter values we use are as specified in Serkh et al [132]. The accuracy and simplicity of this model has led to its application to many open questions in human chronobiology including jet-lag, sleep dynamics and the treatment of circadian disorders [117, 52, 132, 151].

Despite the tremendous success of the VDP formalism in modeling human circadian rhythms, the lingering phenomenological basis remains and can limit the models utility. The variables \((x_c, x)\) and parameter \(\mu\) do not have interpretations which can be tied to the known physiology of the master circadian clock. Thus, the circadian phase and amplitude measured experimentally can be only loosely interpreted within the VDP formalism. In addition, the lack of a physiological origin for the parameters makes the incorporation of many molecular data sets problematic. For example, the overt circadian rhythm described by the VDP models is known to be produced through the aggregation of the rhythmic contributions of thousands of coupled noisy heterogeneous biochemical oscillators. This large ensemble of coupled oscillators produces an intricate circadian waveform within the SCN which varies with age, seasonal day-length, light history, and a host of other factors [41, 38, 39]. The VDP model formalism has only a limited use in the study these phenomena.

In addition, large data sets have begun to shed more light on the diversity of chronotypes present in the human population [151, 128, 159]. In understanding human chronotypes the phenomenological basis for the VDP model could cripple the ability of researchers to incorporate differences between individual’s circadian rhythms beyond variations in the intrinsic circadian period [117]. Variations in the circadian period can only partially explain the variation observed in human chronotypes [35, 34]. In applications, the diagnosis and treatment of circadian disorders will likely require additional knowledge beyond variations in the intrinsic circadian period [34].
5.2.2 Derivation of a Macroscopic Model

Overcoming the limitations of the VDP modeling formalism will require moving beyond a phenomenological paradigm. In this spirit we begin with a high-dimensional model which describes the phase of each clock cell in the SCN. We assume the clock neurons are weakly coupled, that is we make the assumption that deviations off the autonomous limit cycle induced by the coupling forces are sufficiently small to be safely ignored. Additionally, we assume the coupling between the oscillators is all-to-all and is sufficiently weak that the contributions may be averaged into a coupling function with a single harmonic [86]. We allow for heterogeneity in the natural frequency $\omega_i$ of each clock cell and include a white noise factor in time progression of each oscillator. These assumptions lead to the following model for each clock neuron $i = 1, 2...N$,

$$\frac{d\phi_i}{dt} = \omega_i + \sqrt{D}\eta_i(t) + \frac{K}{N} \sum_{j=1}^{N} \sin(\phi_j - \phi_i) + B(t)Q(\phi_i)$$  \hspace{1cm} (5.3a)

$$Q(\phi_i) = \sigma - A_1 \sin(\phi_i + \beta_1) - A_2 \sin(2\phi_i + \beta_2)$$  \hspace{1cm} (5.3b)

where $\eta_i$ is a white noise process with $\langle \eta_i \rangle = 0$ and $\langle \eta_i(t)\eta_j(t') \rangle = 2\delta(t - t')\delta_{ij}$, and $\delta_{ij}$ is the Kronecker delta. For reasons that will become apparent in the course of the dimension reduction we will assume that the heterogeneity in the natural frequencies of the clock neurons follows a Cauchy (Lorentzian) distribution,

$$g(\omega) = \frac{\gamma}{\pi[(\omega - \omega_0)^2 + \gamma^2]},$$  \hspace{1cm} (5.4)

where $\omega_0$ is the median frequency and $\gamma$ sets the spread of the distribution about the median value. The $Q(\phi)$ function describes the phase response curve of the individual clock neuron to a brief light-stimulus and the coefficients $A_1, A_2$ scale the first and second harmonic components of the phase response curve respectively. Finally, as in
the VDP model the time-dependent input \( B(t) \) gives the form of the light stimulus after processing by the visual system. We model the processing of light information along the retino-hypothalamic tract using a slight modification in the \( \alpha(L) \) term of the Kronauer-Jewett Process L formalism (Eq. 5.2) [85]. That is, we define the transformation from the raw light input \( L(t) \) to the processed light input to the circadian clock \( B(t) \) as,

\[
\frac{dn}{dt} = 60 \left[ \alpha(L)(1 - n) - \delta n \right],
\]

\[
\alpha(L) = \frac{\alpha_0 L(t)^p}{L(t)^p + I_0},
\]

\[
B(t) = G(1 - n)\alpha(L).
\]

For a large system of coupled phase oscillators it is useful to define the Daido order parameters of the phase distribution [31, 30] as,

\[
Z_m(t) = R_m(t)e^{i\psi_m(t)} = \frac{1}{N} \sum_{j=1}^{N} e^{im\phi_j(t)},
\]

where \( \phi_j \) are the phases of the oscillators, \( R_m \) are the phase coherences and \( \psi_m \) are the mean phases. Typically, only the first term is considered \( Z_1 = R_1 e^{i\psi_1} \) and is known as the Kuramoto order parameter. Here \( R_1 \) measures the amplitude of the collective behavior of the oscillator population with \( R_1 \) near zero indicating a near-uniform distribution of phases among the oscillators and \( R_1 = 1 \) perfect synchrony with all oscillators in the same phase.

While the phase model coarse-grains over the biochemical details of each clock neuron, the large number of neurons in the SCN means it is still very high dimensional \( N = \mathcal{O}(10^4) \) model. Given this high-dimensionality it is natural to consider the continuum limit as the number of oscillators grows to infinity \( N \to \infty \). In the continuum limit, the oscillator population may be described as a phase density func-
tion $f(\omega, \phi, t)$ which gives the density of oscillators with frequency $\omega$ at phase $\phi$. The time-evolution of $f$ is given by a continuity equation,

$$\frac{\partial f}{\partial t} + \frac{\partial}{\partial \phi} (fv) + D \frac{\partial^2 f}{\partial \phi^2} = 0,$$

(5.7a)

$$v = \omega + \sigma B(t) + \text{Im} \left[ K e^{-i\phi} Z_1 + H_1(t) e^{-i\phi} + H_2(t) e^{-2i\phi} \right]$$

(5.7b)

$$H_1(t) = A_1 e^{-i\beta_1} B(t)$$

$$H_2(t) = A_2 e^{-i\beta_2} B(t)$$

(5.7c)

where $\text{Im}$ denotes the imaginary part of the expression. The Fourier series decomposition of $f$ is given by

$$f = \frac{g(\omega)}{2\pi} \left( 1 + \sum_{n=1}^{\infty} A_n(\omega, t) e^{in\phi} + \text{c.c.} \right),$$

(5.8)

where c.c. stands for the complex conjugate of the expression and $g(\omega)$ is the distribution of natural frequencies of the oscillators. Substitution of the Fourier series for $f$ into the continuity equation yields

$$\frac{\dot{A}_n}{n} + (i\omega + i\sigma B(t) + Dn) A_n + \frac{K}{2} (Z_{1n+1} - \bar{Z}_1A_{n-1})$$

$$+ \frac{1}{2} (H_{1n+1} - \bar{H}_1A_{n-1}) + \frac{1}{2} (H_{2n+2} - \bar{H}_1A_{n-2}) = 0,$$

(5.9)

where barred quantities are the complex conjugate. In the continuum limit the Daido order parameters $Z_m$ are given by

$$Z_m(t) = \int_0^{2\pi} \int_{-\infty}^{\infty} f(\omega, \phi, t) e^{im\phi} d\omega d\phi = \int_{-\infty}^{\infty} \bar{A}_m(\omega, t) g(\omega) d\omega \in \mathbb{C}$$

(5.10a)

using that all oscillating terms in the Fourier series for $f$ integrate to zero except for $n = m$. If $g(\omega)$ is given by a Cauchy distribution with median $\omega_0$ and dispersion parameter $\gamma$ (Eq. 5.4), the integral (Eq. 5.10a) can be evaluated as a residue by
arguing that $A_m(\omega, t)$ may be analytically continued into the lower half of the $\omega$ plane [114]. Evaluation of the contour integral gives $Z_m(t) = \tilde{A}_m(\omega_0 - i\gamma, t)$. Using this substitution for the Daido order parameters allows us to re-write Eq. 5.9 as follows,

$$\frac{\dot{Z}_n}{n} = (i\omega_0 + \sigma B(t) - \gamma - Dn)Z_n + \frac{K}{2}(Z_{n-1}Z_n - \bar{Z}_1 Z_{n+1}) + \frac{1}{2}(H_1 Z_{n-1} - \bar{H}_1 Z_{n+1}) + \frac{1}{2}(H_2 Z_{n-2} - \bar{H}_2 Z_{n+2}).$$

(5.11)

Now, we set $n = 1$ to get an equation of motion for the Kuramoto order parameter $Z_1 = R_1 e^{i\psi_1}$,

$$\dot{Z}_1 = (i\omega_0 + i\sigma B(t) - \gamma - D)Z_1 + \frac{K}{2}(Z_1 - Z_2 \bar{Z}_1) + \frac{1}{2}(H_1 - \bar{H}_1 Z_2) + \frac{1}{2}(H_2 \bar{Z}_1 - \bar{H}_2 Z_3).$$

(5.12)

However, we note that Eq. 5.12 is not a closed system for $Z_1$, as it depends on higher order Daido order parameters ($Z_2, Z_3$). Therefore, some simplification is required to achieve a reduction in the dimensionality of the system.

In Chapter II, we found that the higher order Daido order parameters may be expressed in terms of $Z_1$ for a large class of coupled oscillator networks [62]. We termed the relation the $m^2$ ansatz and it is given by, $Z_m = |Z_1|^{(m^2-m)}Z_1^m$ or $R_m = R_1^{m^2}, \psi_m = m\psi_1$. Significantly to this work, examination of the phase distribution of clock neurons in whole SCN explants shows the $m^2$ ansatz describes the phase distribution accurately [2, 62].

Applying this moment-closure and separating the real and imaginary parts for $Z_1$
gives the following two-dimensional model for the human circadian clock:

\[
\dot{R} = \left(\frac{K}{2} - D - \gamma\right) R_1 - \frac{K}{2} R_1^5 + L_R(R, \psi) \\
\dot{\psi} = \omega_0 + L_\psi(R, \psi)
\]

(5.13a) (5.13b)

\[L_R(R, \psi) = \frac{A_1}{2} B(t)(1 - R^4) \cos(\psi + \beta_1) + \frac{A_2}{2} B(t) R(1 - R^8) \cos(2\psi + \beta_2)\]

\[L_\psi(R, \psi) = \sigma B(t) - \frac{A_1}{2} B(t) \left(\frac{1}{R} + R^3\right) \sin(\psi + \beta_1) - \frac{A_2}{2} B(t) (1 + R^8) \sin(2\psi + \beta_2)\]

where we have dropped the subscripts on the Kuramoto terms \(Z = Re^{i\psi}\). The two variables of the model have the benefit of having direct physiological interpretations: \(R \in [0, 1]\) measures the collective amplitude of the oscillator population and \(\psi\) gives the mean phase of the population. The terms \(L_R\) and \(L_\psi\) give the impact of the light input on the amplitude and mean phase of the circadian clock respectively. Our systematic derivation also allows the parameters of the macroscopic model to be traced back to the properties of the high-dimensional microscopic model for each phase oscillator.

### 5.2.3 Two Population Model

Another advantage of our modeling approach is that alterations in the microscopic model may be easily incorporated and a new macroscopic model derived. To illustrate this process we note that physiological investigations of the mammalian SCN have revealed it may be functionally clustered into two principal regions: the ventral (core) and the dorsal (shell) clusters [45]. Especially pertinent to the study of light on the mammalian circadian clock, is the discovery that light information channeled to the SCN from the eyes along the retino-hypothalamic tract projects mainly onto the ventral cluster of oscillators [98]. As discussed in Chapter IV this can have significant effects on the phase-resetting properties of the system as only a fraction of the oscillator population phase-shifts in response to a stimulus. This also allows
for more complex processing of the light-information as the phase-shift of the sensing ventral population is integrated against the non-sensing population to produce a composite phase-shift (see Chapter IV).

Within our formalism we may easily generalize the derivation used for a single population model of the SCN to include the division of neurons into the ventral and dorsal clusters (see Chapter IV for a two population derivation). We assume the same structure and coupling terms as depicted in Fig. 4.1. The addition of the dorsal population of oscillators yields a five-dimensional macroscopic model for the circadian clock which describes the collective amplitude of the ventral and dorsal populations \((R_v, R_d)\) and the mean phase of each population \((\psi_v, \psi_d)\), along with the Process L light-processing variable \(B(t)\). The two population model is given by,

\[
\begin{align*}
\dot{R}_v &= -\gamma_v R_v + \frac{K_{vv}}{2} R_v (1 - R_v^4) + \frac{K_{vd}}{2} R_d (1 - R_d^4) \cos(\psi_d - \psi_v) + L_R(R_v, \psi_v) \\
\dot{R}_d &= -\gamma_d R_d + \frac{K_{dd}}{2} R_d (1 - R_d^4) + \frac{K_{vd}}{2} R_v (1 - R_v^4) \\
\dot{\psi}_v &= \omega_v + \frac{K_{dv}}{2} R_d \left( \frac{1}{R_v} + R_v^3 \right) \sin(\psi_d - \psi_v) + L_\psi(R_v, \psi_v) \\
\dot{\psi}_d &= \omega_d - \frac{K_{vd}}{2} R_v \left( \frac{1}{R_d} + R_d^3 \right) \sin(\psi_d - \psi_v) \\
L_R &= \frac{A_1}{2} B(t)(1 - R_v^4) \cos(\psi_v + \beta_1) + \frac{A_2}{2} B(t) R_v (1 - R_v^8) \cos(2\psi_v + \beta_2) \\
L_\psi &= \sigma B(t) - \frac{A_1}{2} B(t) \left( \frac{1}{R_v} + R_v^3 \right) \sin(\psi_v + \beta_1) - \frac{A_2}{2} B(t)(1 + R_v^8) \sin(2\psi_v + \beta_2),
\end{align*}
\]

with the Process L light-processing variable \(B(t)\) defined as for the single population model. A distinct advantage of the two-population model is that it allows for finer adjustments of the coupling forces within the SCN. Thus, the coupling strengths may be adjusted to allow for seasonal variations in the circadian waveform found in model organisms. For example, studies in rodents have found that in longer day-lengths
the ventral and dorsal populations tend to separate in phase [105]. Within the two-
population model this may be included by allowing the inter-region coupling strengths $K_{vd}, K_{dv}$ to decrease in increasing day-lengths. As shown in the last chapter this 
manipulation of the coupling strengths can lead to the reduction in the phase-shifting 
response observed experimentally when organisms are entrained to long day-lengths 
as seen experimentally [126, 147].

5.2.4 Parameter Fitting

In order to allow for prediction of human circadian rhythms we fit our model 
to available data on the human circadian light response. We make use of three 
experimental measurements of the human phase response curve to light to calibrate 
our model [75, 138, 26]. These three phase response curve studies use a similar 
protocol for the assessment of circadian phase shifts while varying the light stimulus 
applied considerably. Hilaire et al [138] use a single bright white stimulus one-hour in 
length, while Khalsa et al [75] employ a 6.7 hour bright light pulse. Finally, Czeisler 
et al [26] use a three pulse stimulus delivered over a period of 72 hours. The single 
light pulse curves show weak or Type 1 phase resetting, meaning the phase response 
curve is continuous and the phase transition curve (initial phase plotted against final 
phase) shows an average slope of one [156]. Conversely, the three pulse phase response 
curve shows Type 0 resetting where the phase transition curve has an average slope 
of zero [26, 156]. Type 0 resetting is associated with the stimulus driving the system 
to a phase singularity and produces large phase shifts in the circadian phase [156].

In addition to the phase resetting data-sets, we also make use of experimental 
measurements of the human light intensity dose response curve [163]. These results 
study the effects of the differing light intensities on the magnitude of phase delays 
induced by a light stimulus applied during the early subjective night. The intensity 
response curve was found to be nonlinear and sigmoidal, with the inflection point
near the light intensities typical of indoor lighting [163].

In order to compare a model with experimental data we define the collective phase $\psi = \pi$ in the single population model and $\psi_v = \pi$ in the two population model, to correspond with the minimum of the core body temperature in humans. In addition, for the two-population model we make the assumption that the core body temperature marker is driven by the ventral SCN. We find this assumption is required for the model to provide good fits to the Type 0 resetting data.

Optimal parameters sets were found using a genetic algorithm based global optimization over the parameter space, with a least-squares cost function. Similar to the process used to fit the VDP model [46], we fit the parameters to a biharmonic function for the Type I phase resetting curves and a smoothed curve for the Type 0 data (Fig. 5.1). In addition, we constructed Markov Chain Monte Carlo (MCMC) ensembles about these optimal parameter sets in order to see the effects of parameter variations on model performance (see Methods). Optimal parameters sets for both models and MCMC quantiles may be found in Appendix D.

A comparison between the VDP model [46] and our models shows each of them are capable of describing the phase response curve data well (Fig. 5.1). However, the alteration of the light processing we introduce allows for an improved fit to the light intensity dosage response curve in our models (Fig. 5.1). In addition, we note that in order to achieve fits to the data for the VDP model the authors introduced an ad-hoc sensitivity modulation function (Eq. 5.2d), which requires the assumption of a significant variation in the light processing as a function of the circadian phase [46]. In fitting our models we find this sensitivity function is not required to describe the phase shifting data.
Figure 5.1: (a-c) Single population model parameter fits plotted for three experimental measurements of the human phase response curve to light. (d) Shows the light intensity dosage response curve fits. Thick blue curves show the single optimal parameter fits and the green shading shows the density across the MCMC parameter ensemble. Green dots show experimental data points [75, 138, 26, 163]. Thin black lines show fits using the VDP model [46] for parameter values as given in [132].
Figure 5.2: (a-c) Two population model parameter fits plotted for three experimental measurements of the human phase response curve to light. (d) Shows the light intensity dosage response curve fits. Thick blue curves show the single optimal parameter fits and the green shading shows the density across the MCMC parameter ensemble. Green dots show experimental data points [75, 138, 26, 163]. Thin black lines show fits using the VDP model [46] for parameter values as given in [132].
5.2.5 Model Validation

In addition to the data sets used in the parameter fitting procedure, we also simulated the model response for three additional experimental protocols in order to validate our parameter fits. The first two of these data sets consider phase-resetting in subjects exposed to intermittent light exposures in the phase delay [57] and phase advance regions [127] of the phase response. In the Rimmer et al experiments subjects were exposed to intermittent bright light exposures of 5.3 and 46 minute lengths alternating with episodes of darkness over a total of 5 hours [127]. The phase shifting efficacy of these intermittent exposures were compared with a base line constant bright light exposure of 5 hours. These intermittent light exposures were found to produce nearly the same magnitude of phase advances as the full light exposure, with the 90 minute intermittent light schedule yielding approximately 90% of the baseline phase shift and the 25 minute schedule producing 70% of the value of the baseline phase shift measured in terms of the median phase shifts of each group. For this validation data set we find the two-population model out performs both the single population and the VDP model (Fig. 5.3(a)). Although each of the models have the property that intermittent light exposures retain a large percentage of the phase shifting capacity of the base line constant light exposures.

The second validation data set measured the effects of intermittent light exposures in the phase delay region of the phase response [57]. Subjects were exposed to a intermittent light schedule consisting of six 15 minute bright light pulses separated by sixty minutes in very dim light. The phase delaying effects of this intermittent light schedule were compared against a baseline light exposure of 6.5 hours of constant bright light. For this data set we find each of the models capture the experimental data closely (Fig. 5.3(b)).

The third validation data set we considered is a duration response curve, measuring the phase delays induced by bright light exposures of different lengths (0.2,1.0,2.5
and 4.0 hours) [21]. Similar to the intermittent light experiments, we find each model reproduces the qualitative results. Both the single and two population model were found to reproduce the mean phase shifts accurately (Fig. 5.3). While the VDP model matches the experimental results for shorter light pulses with degrading accuracy for the longer light pulses (Fig. 5.3(c)).

### 5.2.6 Differences in Model Predictions

A major difference between the VDP model and the models we propose here lies in the assumed sensitivity modulation function (Eq. 5.2d) of the VDP based models. The sensitivity modulation function introduces a strong circadian phase dependence into the amplitude of the processed light input $B(t)$ presented to the circadian oscillator.
The sensitivity function allows the VDP model to match the Type 0 (three-pulse) phase resetting experimental data. Functionally, the sensitivity modulation function amplifies the phase shifts in the critical region for stimuli occurring near the core body temperature minimum. This enables the VDP model to demonstrate Type 0 resetting for relatively high stiffness values $\mu$, which in the absence of the sensitivity function would prevent the oscillator from showing Type 0 resetting. Our formalism does not require the introduction of an ad-hoc sensitivity function to match the Type 0 phase resetting behavior. To compensate for the loss of the sensitivity function, the amplitude recovery dynamics of our models differ significantly from the VDP model.

We find the amplitude recovery rates of the models differ significantly in the absence of time cues. In both the single and two population models, circadian amplitude recovery from small amplitudes takes significantly longer than is predicted by the VDP model (Fig. 5.4(a)). However, when the light entrainment cues are provided the amplitude recovery rate speeds up considerably, such that it is comparable with the rate predicted by the VDP model (Fig. 5.4(b)). This slower amplitude recovery has been observed in laboratory treatments when participants are exposed to circadian amplitude suppressing bright light pulses [70, 69]. The one participant who was kept in darkness following an amplitude suppression showed little evidence of amplitude recovery after four circadian cycles [69]. However, in participants who received an additional light pulse following amplitude suppression, the circadian amplitude was observed to recover to typical levels within three circadian cycles [69]. This overestimate of the amplitude recovery rate from small amplitudes by the VDP model has been noted previously in the literature [67]. However, attempts to remedy this deficiency for VDP based models introduced higher order terms into the dynamics of the amplitude recovery [67]. By comparison, our models do not require higher order terms in the amplitude recovery function, but rather make the hypothesis of weaker coupling forces in the SCN. For small amplitude reductions both the VDP model
and our models predict the amplitude recovery will occur quickly, in accordance with experimental results [69].

The difference in the amplitude recovery dynamics also manifests itself in the entrainment of the models to regular light schedules. To study the entrainment of the models we compute the days required to entrain to shifted light schedules in each of the models. To assess entrainment times we compute the number of days required to entrain to within 0.1 radians or ≈ 22 minutes of the final stable entrainment angle beginning from all amplitude states and initial phases. The single and two population models make similar predictions for the number days required to entrain to the shifted schedules, however the VDP model predicts significantly longer entrainment times for larger phase shifts (Fig. 5.5). Observing the entrainment dynamics via stroboscopic plots we see our models entrain more quickly due to increased circadian amplitude suppression in response to large shifts in the light schedule (Fig. 5.5). Finally, we note that similar to the VDP model our models demonstrate an asymmetry between the entrainment times for east and west shifts in the light schedule. Of note we find this asymmetry in our models for experimentally measured values of the circadian clock period ≈ 24.2 hours [27, 20]. This contrasts with the mechanism suggested
Figure 5.5: Entrainment times to sudden time zone shifts in the single population, two population and VDP models. Colors indicate the days required to entrain to a regular light schedule starting from the amplitude and phase indicated in the circular plot. The amplitudes are normalized between the models to allow comparison, and the orientation of the VDP model plot is reversed for the same reason. Arrows show stroboscopic snapshots of the phase and amplitude at 24 hour intervals during the entrainment process.

by a recent macroscopic model, using the Ott-Antonsen ansatz, which requires an assumption that the human circadian period exceed 24.5 hours [93].

The differences between the model’s predictions for entrainment time following a sudden shift in the light schedule should alter model predictions of light therapy prescriptions used in the treatment of circadian maladies [132]. In particular, the increased amplitude malleability of our models will likely have significant effects on predictions of optimal light schedules for re-entrainment, which typically seek to push the system towards the phase singularity to allow for a faster entrainment [132].

In addition to the amplitude recovery and entrainment time differences, we find the entrainment angle is more sensitive to the strength of the entraining stimulus in our models than is predicted by the VDP model. For example, for an individual living on a regular 16:8 light dark schedule with room light levels (100 lux) the core body temperature (CBT) minimum lights occurs 2.9 hours before lights on in both the single and two population models. Under the same 100 lux lighting conditions
the VDP model makes a similar prediction that the CBT minimum will occur 2.4 hours before lights on. However, when the light intensity is raised to 10,000 lux (typical of outdoor sunlight) our models predict that lights on will occur at an earlier biological time [2.6 hours (single population) and 2.3 hours (two population) after the CBT minimum]. The VDP model predicts a shift in the opposite direction with the difference between lights on and the CBT minimum increasing to 2.8 hours under bright light entrainment. Therefore, our models predict individuals who receive higher light intensities during day-light hours will wake at an earlier biological time. A similar trend was found when subject’s circadian markers were compared between natural/outdoor light:dark cycles and an artificial light dominated environment [160].

5.3 Discussion

The $m^2$ ansatz is consistent with experimental measurements of the phase distribution of circadian neurons and allows for the systematic reduction of high-dimensional stochastic phase oscillator models to low-dimensional macroscopic models. In this work we have shown how the $m^2$ ansatz may be applied to derive two new models for human circadian dynamics. The $m^2$ ansatz and the associated dimension reduction procedure are extremely extensible, enabling our models and assumptions to be updated to incorporate new experimental results.

Since our models are derived from high-dimensional phase models describing the phase of each circadian neuron in the SCN, the variables and parameters have inherent physiological interpretations which can be traced back to the high-dimensional single cell model. This allows for the easier incorporation of new experimental results and greater falsifiability than can be achieved with phenomenological models currently in use [46]. Moreover, as our knowledge of population variability increases the physiological interpretations of parameters in our models could allow for personalized models to be constructed based on the peculiar properties of each individual’s
circadian dynamics.

To provide predictive models, we fit our macroscopic models to measurements of the human circadian light response. The parameter fits were validated against three additional data sets to evaluate the accuracy of the model predictions. Moreover, we highlight some key differences between our model predictions and a previous phenomenological model based on the van der Pol oscillator. In particular, we find the elimination of the sensitivity modulation function used in the VDP model significantly alters the model predictions on the amplitude recovery dynamics. Our models predict a slower amplitude recovery at smaller amplitudes in the absence of time cues, with a much faster recovery of amplitude predicted when rhythmic light input is provided. This is consistent with available experimental data on circadian amplitude recovery [70, 69].

In addition, we find our models differ significantly from the VDP model in predictions of entrainment times. Weaker coupling in our models leads to predictions of shorter entrainment times to large shifts in the light schedule than predicted by the VDP model. This difference in predictions could significantly change predictions of optimal light based chronotherapies for circadian misalignment [132]. Finally, we observe that our models and the VDP model make opposite predictions on the influence of zeitgeber strength on the entrainment angle. Our models predict entrainment to bright light conditions, typical of the outdoors, will shift circadian rhythms earlier in the solar day while the VDP model shows a weak effect in the opposite direction. Our models predictions align with an experimental study of the influence of outdoor living on circadian rhythms [160].

5.4 Methods

Model simulations were run using a custom C++ library, employing a variable step-size fourth order Runga-Kutta explicit solver for the ODE integrations. Light
schedules for the fitting and validation were reproduced in silico from the various experimental protocols [75, 138, 26, 163]. The model was entrained to a regular light schedule for 50 days prior to initialization of the experimental protocols. To mimic the experimental circadian phase determination, the core body temperature (CBT) crossing times [defined to be $\psi = \pi, \psi_v = \pi$ for our models] were used to determine the phase shifts induced by the light stimulus.

To quantify the model’s adherence to the fitting data sets, we defined a least-squares cost function. Model outputs were evaluated against functions fit to the experimental data, rather than the raw data points. For the Type 1 resetting data we fit a biharmonic function to the data sets [75, 138]. For the Type 0 data each branch of the discontinuous PRC was fit to a function of the form $a + bx + cx^2 + d/(\theta - x)^2$ [26]. Given the ambiguity present in the data on the exact placement of the discontinuity, $\theta$ was allowed to vary in the range $\theta \in [8.8, 10.05]$ and the minimum distance was assumed in each comparison with the model simulations. For light intensity response curve data we used the four parameter logistic function as specified by the authors in the original work [163].

Optimal parameters were identified using a genetic algorithm for global optimization using a population size of 200 and running for 100 generations. The optimal parameter sets were then selected from the final population produced by the genetic algorithm.

We also implemented a MCMC algorithm in order to explore the cost basin around our optimal parameter sets. Statistical inferences based on the parameter ensemble require knowledge of the variance of the measurements in our fitting data sets. Given the small sample sizes of human studies, estimates of the variance of measurements are lacking. Thus, we assume fixed variances for each measurement in the four experimental protocols used in fitting [$\sigma_C = 0.85$ (Type 0), $\sigma_K = 0.50$ (6.7 hour), $\sigma_H = 0.50$ (1 hour), $\sigma_Z = 0.30$ (Intensity response)]. The MCMC algorithm was implemented
as a custom Metropolis-Hasting’s walk across the cost basin. Simulations were run for $N = 1000$ steps in the parameter space and thinned by a factor of five to remove any autocorrelation from the random walk.
A crucial choice in the art of mathematical modeling is the choice of what to leave out of the model. In many cases this choice can be aided by focusing on a scale for the model commensurate with the experimental data the model seeks to explain. For example, in building a model of the circadian rhythms at the cellular scale, the inclusion of a large number of biological components may be appropriate [47, 76, 100, 32]. This level of detail will allow the model to be compared against detailed measurements of the components, and enable the model to make testable predictions of the phenotypes of mutant cells with components removed [47, 76, 100]. However, at the scale of whole organism circadian rhythms a low-dimensional phenomenological model may be more appropriate and offer greater insights into the phenomena [46, 156].

However, biological systems and circadian rhythms in particular are inherently multiscale phenomena and models which are limited to one spatial or temporal scale will suffer from inherent predictive limitations [161]. In circadian rhythms, daily oscillations in behavior and physiology are produced by cellular processes which operate on very short time and spatial scales. These molecular clocks are then integrated into a complex spatial network of interacting clock neurons. This spatial network produces the collective oscillations which drive behavioral oscillations emergently from
the rhythmic contributions of thousands of clock neurons.

Therefore, multiscale mathematical models must be developed which can synthesize hierarchical data and make predictions across divergent time and spatial scales. One answer to the multiscale challenge is the development of numerical methods which allow for the efficient simulation of multiscale models [32]. Alternatively, the multiscale challenge may be addressed through the development of mathematical techniques which allow for freedom of movement between temporal and spatial scales. In this work we have focused on the development of mathematical tools which enable the study of multiscale dynamics in coupled oscillator networks.

The Ott-Antonsen approach is a powerful example of a multiscale mathematical technique which may be applied to coupled oscillator systems to move from a high-dimensional microscopic model to a low-dimensional macroscopic model [114]. We apply the Ott-Antonsen technique to study the response of collective oscillations to perturbations in Chapter III. The application of the Ott-Antonsen technique allowed for the derivation of analytical results detailing how the phase sensitivity of an oscillator population differs from its component oscillators.

In addition, we provide the first investigation of the applicability of the Ott-Antonsen technique to the study of coupled biological oscillators (Chapter II). To assess the applicability of the Ott-Antonsen technique to biological systems we extracted phase distribution estimates from measurements of cellular timecourses in the mammalian circadian clock [2]. We also generated several phase distribution in silico data sets for coupled biological oscillators (Repressilators [36, 50], Morris-Lecar neurons [104], and Noisy Modified Goodwin Oscillators [76, 140]). Analysis of these data sets showed that a key assumption of the Ott-Antonsen technique is invalid for these systems. However, we do find evidence of low-dimensional macroscopic dynamics and discover a modification of the Ott-Antonsen technique, the $m^2$ ansatz, which does describe these systems well. The emergence of the $m^2$ ansatz is justified through a
simple argument relying on the general phase-locking of oscillators. Moreover, we demonstrate the validity of the $m^2$ ansatz for a wider class of models then can be studied with the Ott-Antonsen approach (Chapter II). Finally, we demonstrate how the $m^2$ ansatz may be used to extract a macroscopic model for the stochastic heterogeneous Kuramoto equation.

We apply the $m^2$ ansatz in Chapter IV to characterize the impact of light on mammalian circadian rhythms. Our analysis clarifies the conditions for a rule of thumb in the circadian literature that oscillators show increasing phase sensitivity as the oscillator amplitude is decreased [125, 3, 156]. In particular, we find this rule depends on the harmonic content of the oscillator’s phase response to the stimuli and provide analytic scaling results for the dependence of phase shifting on the collective amplitude. Surprisingly, our analysis reveals an intimate connection between three light-induced effects of mammalian circadian rhythms: seasonal encoding, seasonal after-effects to light entrainment and reduced light sensitivity in long-day lengths. We find each of these phenomena can be parsimoniously explained within our model by an adjustment of coupling forces within the master circadian clock as a function of entrained day-length.

Finally, in Chapter V we apply the $m^2$ ansatz to derive two simple models for human circadian rhythms. We fit the parameters of our models using the phase response curve measurements in human subjects for three different light stimuli [138, 75, 26]. In addition, we use an experimental human intensity response curve to calibrate and fit our model [163]. We validate our parameter fits through comparison with three additional data sets, and compare our model’s predictions with a popular phenomenological model for human circadian rhythms based on the van der Pol (VDP) oscillator [46]. We find our models predict slower amplitude growth than the VDP oscillator model in the absence of light input. This also induces differences between our model’s and the VDP based model’s predictions of entrainment times to abrupt
shifts in the light schedule. This has particular significance in applications for light
based treatments of circadian misalignment disorders such as jetlag or shift work.
Finally, we find our models make different predictions on the effect of bright light
on the entrainment angle of the circadian clock. Our models predict that extended
exposure to bright light typical of the outdoors will lead to circadian alignment such
that lights on occurs at an earlier biological time, while the VDP model makes a
prediction of a slight shift in the opposite direction.
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Supplementary Information for the $m^2$ ansatz

Data and Mathematical Model Details

Circadian Data

The circadian data shown in Figure 2.1(a) of the main text is described in detail in Abel et al 2016 [2] and was generously provided publicly by those authors and may be downloaded from https://github.com/JohnAbel/scn-resynchronization-data-2016. In total the public data set has measurements from five different whole SCN explants. In the main text we show the estimated equilibrium phase distribution for SCN 1 in the Abel et al data set. In Fig. A.1 we show the plots for SCN 1-3 (A-C) and SCN 5(D). We excluded SCN 4 from our analysis due to difficulties in estimating the phases of the oscillators from the raw bioluminescence data.

$m^2$ Ansatz Phase Distribution Function

For the plots in Figure 2.1 of the main text we show the experimental (numerical) data phase distribution against a theoretical $m^2$ phase distribution. In this section we show how the theoretical distribution was calculated. We consider the phase
Figure A.1: The low-dimensional structure in the phase distribution of coupled oscillator systems from the Abel et al 2016 [2] circadian data set. (A-D) Show the results from whole suprachaismatic nucleus (SCN) recordings for four different SCN samples (top row) Each green point shows a time measurement of the phase distribution of circadian oscillators. The solid black line shows the relation $R_m = R_{m1}$ and the dashed line the COA relation $R_m = R_{m2}$. Inset plots show the circular mean vector of $\psi_m - m\psi_1$ across all observations. (bottom left) shows a histogram of the experimental phase distribution indicated by the blue star in in top row, against the $m^2$ ansatz phase distribution black line. (bottom right) We plot the first ten Daido order parameters for the experimental phase distribution (green circles) against the $m^2$ ansatz prediction (black line).
distribution function \( f(\omega, \phi, t) \) in the limit as \( N \to \infty \) so that it may be considered continuous. Now, consider the Fourier series decomposition of the phase distribution,

\[
f(\omega, \phi, t) = \frac{g(\omega)}{2\pi} \left( 1 + \sum_{m=1}^{\infty} A_m(\omega, t) e^{im\phi} + \bar{A}_m(\omega, t) e^{-im\phi} \right),
\]

where the bar indicates the complex conjugate and \( g(\omega) \) is the distribution of natural frequencies. Integrating both sides with respect to \( \omega \) yields an expression in terms of the Daido order parameters,

\[
f(\phi, t) = \frac{1}{2\pi} + \frac{1}{2\pi} \sum_{m=1}^{\infty} Z_m(\phi) e^{im\phi} + Z_m e^{-im\phi},
\]

using the property that

\[
Z_m(t) = \int_{-\infty}^{\infty} \bar{A}_m(\omega, t) g(\omega) d\omega.
\]

Finally, applying the \( m^2 \) ansatz \( Z_m = R_m^0 e^{im\psi} \) and simplifying gives,

\[
f_{MS}(\phi, t) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{m=1}^{\infty} R_m^0 \cos(m(\phi - \psi)),
\]

where \( f_{MS} \) is the \( m^2 \) ansatz phase distribution. To compare with experimental and numerical data we set \( \psi = 0 \) and choose \( R \) to match the experimental (numerical) data.

**Coupled Repressilator Model**

We used the coupled repressilator model largely as specified in Garcia-Ojalvo et al 2004 [50]. The repressilator is a network of three transcriptional repressors which each mutually inhibit one another [36]. For our purposes we consider a large collection \((N = 10^4)\) of cells which each contain a repressilator genetic oscillator. As in Garcia-
Ojalvo 2004, we assume the cells are coupled through a mean-field quorum-sensing mechanism. The model for each cell $i$ is given by,

$$
\frac{da_i}{dt} = -a_i + \frac{\alpha}{1 + C_i^n} \tag{A.5a}
$$

$$
\frac{db_i}{dt} = -b_i + \frac{\alpha}{1 + A_i^n} \tag{A.5b}
$$

$$
\frac{dc_i}{dt} = -c_i + \frac{\alpha}{1 + B_i^n} + \frac{\kappa S_i}{1 + S_i} \tag{A.5c}
$$

$$
\frac{dA_i}{dt} = \beta_i(a_i - A_i) \tag{A.5d}
$$

$$
\frac{dB_i}{dt} = \beta_i(b_i - B_i) \tag{A.5e}
$$

$$
\frac{dA_i}{dt} = \beta_i(c_i - C_i) \tag{A.5f}
$$

$$
\frac{dS_i}{dt} = -k_{s0}S_i + k_{s1}A_i - \eta(S_i - Q\bar{S}) \tag{A.5g}
$$

where lower case variables refer to mRNA and upper case values the protein form of a gene. The parameter values were as specified in Garcia-Ojalvo 2004, for Figure 1(B). We vary the parameter $Q$ to change the coupling strengths between the oscillators. Additionally, heterogeneity was added to the population by drawing $\beta_i$ from a normal distribution ($\mu = 1$, $\sigma^2 = 0.05$) which produces period heterogeneity in the repressilator population [50].

**Morris-Lecar Neural Model**

The Morris-Lecar neuronal model [104] for $N = 10^3$ neurons with all-to-all electrical coupling was simulated with parameter values as given in Table. E.1 for
type II membrane regime. The Morris-Lecar model for each neuron is given by,

\[ C \frac{dV_i}{dt} = -\bar{g}_{ca}m_\infty(V_i)(V_i - V_{ca}) - \bar{g}_Kw_i(V_i - V_K) - \bar{g}_L(V_i - V_L) \]  
(A.6a)

\[ + \frac{1}{N} \sum_{j=1}^{N} g_{syn}(V_j - V_i) + I_{app}^i \]  
(A.6b)

\[ \frac{dw_i}{dt} = \phi \frac{w_\infty(V_i) - w_i}{\tau_w(V_i)} \]  
(A.6c)

\[ m_\infty(V_i) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{V_i - \bar{V}_1}{V_2} \right) \right] \]  
(A.6d)

\[ w_\infty(V_i) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{V_i - \bar{V}_3}{V_4} \right) \right] \]  
(A.6e)

\[ \tau_w(V_i) = \frac{1}{\cosh \left( \frac{V_i - \bar{V}_3}{2V_4} \right)} \]  
(A.6f)

Heterogeneity was added such that the firing frequencies of the neurons were normally distributed. Coupling strengths between the neurons were adjusted through the \( g_{syn} \) parameter.

**Stochastic Modified Goodwin Model**

The modified Goodwin model is a simple model of the genetic oscillator in mammalian circadian neurons [76]. Each cell in the population of \( N = 10^3 \) oscillators is modeled using the modified Goodwin oscillator,

\[ \frac{dM_i}{dt} = \alpha_1 f(P_i, A_i, K_d) - \beta_1 M_i + \kappa(M - M_i) + \sqrt{D} \eta_1(t) \]  
(A.7a)

\[ \frac{dP_{c_i}}{dt} = \alpha_2 M_i - \beta_2 P_{c_i} + \sqrt{D} \eta_2(t) \]  
(A.7b)

\[ \frac{dP_i}{dt} = \alpha_3 P_{c_i} - \beta_3 P_i + \sqrt{D} \eta_3(t) \]  
(A.7c)

\[ f(P, A, K_d) = \frac{A - P - K_d + \sqrt{(A - P - K_d)^2 + 4AK_d}}{2A} \]  
(A.7d)

\[ \bar{M} = \frac{1}{N} \sum_{i=1}^{N} M_i \]  
(A.7e)
The coupled modified Goodwin oscillator uses the model and parameters as described in Kim et al [76]. The coupling term is taken to be a mean-field average $\bar{M}$ of the mRNA in the population. The oscillators were taken to be identical using the parameters as specified in Kim et al [76] with a weak white-noise term with strength $D = 10^{-6}$ added to each of the species. This system was integrated using a Euler-Maruyama scheme with step-size $h = 0.001$ to generate the in silico data. Coupling strengths were manipulated through the $\kappa$ parameter.

**Emergence of the $m^2$ Ansatz for Complex Networks**

Here we give the details of the derivation for the $m^2$ ansatz for general noisy heterogeneous networks in the main text (Eq. 2.13). Let us begin with the linearized phase oscillator equation from the main text (Eq. 2.11),

$$
\dot{\phi}_i = \tilde{\omega}_i - KH'(0) \sum_{j=1}^{N} L_{ij} \phi_j + \sqrt{D} \eta_i(t),
$$

(A.8)

If we assume each $\phi_j \approx 0$ in equilibrium state $\phi^*$ the Daido order parameters $Z_m$ may be written as,

$$
Z_m = \frac{1}{N} \sum_{j=0}^{\infty} \frac{(im)^j ||\phi||_j^j}{j!} \approx 1 + \frac{im}{N} \sum_{k=1}^{N} \phi_k - \frac{m^2}{2N} \sum_{k=1}^{N} \phi_k^2 + ...
$$

(A.9a)

(A.9b)

Introducing a suitable rotation and using our symmetry assumption on the phase distribution allows us to set $\psi_m = m\psi_1 = 0$. Considering the expected value in time gives,

$$
\mathbb{E}[R_m]_t \approx 1 - \frac{m^2}{2N} \mathbb{E}[||\phi||_2^2]_t \approx \mathbb{E}[R_1^m]_t,
$$

(A.10)
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for $\mathbb{E}[\|\phi\|_2^2]_t$ small. We now consider Eq. A.8 about the deterministic steady state $\phi^* = L^{\dagger} \tilde{\omega} / (KH'(0))$ where $L^{\dagger} = \sum_{j=2}^{N} \frac{v_j v_j^T}{\lambda_j}$ is Moore-Penrose pseudoinverse of the normalized Laplacian matrix $L$. Our assumptions on the network mean that $L$ has real eigenvalues that may be ordered $\lambda_1 = 0 \leq \lambda_2 \leq \ldots \lambda_N$ with associated eigenvectors $\{v_1, \ldots, v_N\}$. A change of basis to the eigenvector basis such that $c_i = v_i \cdot \phi$ gives a system of decoupled stochastic differential equations,

$$\delta \dot{c}_i = -K\lambda_i H'(0) \delta c_i + \sqrt{D} \tilde{\eta}_i(t), \quad (A.11)$$

where $\delta c_i = c_i - c^*$ gives the deviation off the deterministic steady state $c^*_i = v_i \cdot \phi^*$. This gives a classic Ornstein-Uhlenbeck process for each $\delta c_i$ and we find,

$$\mathbb{E}[(\delta c_i)^2]_t = \frac{D}{K\lambda_i H'(0)} \quad (A.12)$$

$$\mathbb{E}[c_i^2]_t = (c_i^*)^2 + \frac{D}{K\lambda_i H'(0)} \quad (A.13)$$

Taking the long-time limit and considering fluctuations about the equilibrium gives,

$$\mathbb{E}[\|\phi^*\|_2^2]_t = \sum_{j=1}^{N} (c_j^*)^2 + \sum_{j=2}^{N} \frac{D}{K\lambda_j H'(0)} \quad (A.14a)$$

$$= \sum_{j=2}^{N} \left( \frac{|v_j \cdot \tilde{\omega}|}{K\lambda_j H'(0)} \right)^2 + \frac{D}{K\lambda_j H'(0)}. \quad (A.14b)$$

Therefore, we have derived the condition for the accuracy of the $m^2$ ansatz as given in the main text (Eq. 2.13).

**Network Simulation Details**

For the simulations of the heterogeneous noisy Kuramoto equation over complex networks shown in the main text (Fig. 2.3) we considered networks with $N = 10^3$ nodes with noise strength $D = 1$ and Gaussian heterogeneity with $\sigma = 1$. These
networks were run for a long-time in order to find the equilibrium phase distribution using a Euler–Maruyama scheme.

The networks were generated using the networkx python package. Barabasi-Albert networks we created using the preferential attachment algorithm with parameter $k = 5$ [12]. Watts-Strogatz networks were generated by local connections to the nearest five neighbors and randomly rewiring the edges with probability $p = 0.2$ [153].
Method of Characteristics for Phase Resetting

In this appendix we will consider the partial differential equation version for small perturbations of a coupled oscillator system. At the moment of the perturbation the continuity equation will look like:

\[ f_t + \frac{\partial}{\partial \phi} (\epsilon Q(\phi) f(\omega, \phi, t) \delta(t)) = 0 \]  
\[ f_t + \epsilon \delta(t) Q'(\phi) f + \epsilon \delta(t) Q(\phi) f_\phi = 0 \]  
\[ f_t + \epsilon \delta(t) Q(\phi) f_\phi = -\epsilon \delta(t) Q'(\phi) f \]

This may be solved using the method of characteristics. This yields three ordinary differential equations:

\[ \frac{dt}{ds} = 1 \implies t = s + t_0 \implies t = s \]  
\[ \frac{d\phi}{ds} = \epsilon \delta(t) Q(\phi) \]  
\[ \frac{dh}{ds} = -\epsilon \delta(t) Q'(\phi) h \]

To leading order in \( \epsilon \) we get that \( \phi(t) = \phi_0 + \epsilon Q(\phi_0) \) and \( h(t) = h_0 e^{-\epsilon Q'(\phi_0)} \). Thus,
the distribution after the perturbation $\bar{f}(\omega, \phi)$ may be expressed as,

$$\bar{f}(\omega, \phi) = f(\omega, \phi - \epsilon Q(\phi))e^{-\epsilon Q'\phi + \epsilon Q(\phi)}$$  \hspace{2cm} \text{(B.3)}

to leading order in $\epsilon$. Defining $\rho(\phi)$ as the phase density function,

$$\rho(\phi) = \int_{-\infty}^{\infty} f(\omega, \phi)d\omega,$$  \hspace{2cm} \text{(B.4)}

and integrating Eq. B.3 with respect to $\omega$ gives,

$$\bar{\rho}(\phi) = \rho(\phi - \epsilon Q(\phi))e^{-\epsilon Q'\phi + \epsilon Q(\phi)}.$$  \hspace{2cm} \text{(B.5)}

Let us expand equation B.5 under the assumption of small epsilon,

$$\bar{\rho}(\phi) \approx \rho(\phi) - \epsilon \rho(\phi)Q'(\phi) - \epsilon \rho_{\phi}(\phi)Q(\phi) + O(\epsilon^2),$$  \hspace{2cm} \text{(B.6)}
and recall that

\[ Z_0 = \int_{-\pi}^{\pi} \rho(\phi) e^{i\phi} d\phi \quad \quad \tilde{Z} = \int_{-\pi}^{\pi} \tilde{\rho}(\phi) e^{i\phi} d\phi. \]  

(B.7)

Therefore, multiplying B.6 by \( e^{i\phi} \) and integrating gives

\[ \tilde{Z} = Z_0 - \epsilon \int_{-\pi}^{\pi} \rho(\phi) Q'(\phi) e^{i\phi} d\phi - \epsilon \int_{-\pi}^{\pi} \rho(\phi) Q(\phi) e^{i\phi} d\phi \]  

(B.8)

Integrating the second term by parts, in order to move the \( \phi \) derivative yields,

\[ \tilde{Z} = Z_0 - \epsilon \int_{-\pi}^{\pi} \rho(\phi) Q'(\phi) e^{i\phi} d\phi - \epsilon \left[ [\rho Q(\phi) e^{i\phi}]_{-\pi}^{\pi} - \int_{-\pi}^{\pi} \rho(\phi) \frac{d}{d\phi} [Q(\phi) e^{i\phi}] d\phi \right] \]

Simplifying this results gives,

\[ Z = Z_0 + i\epsilon \int_{-\pi}^{\pi} \rho(\phi) Q(\phi) e^{i\phi} d\phi \]  

(B.9)
APPENDIX C

Two Population Relaxation Phase Shift

Simple Coupling

Here we derive an analytical approximation for the $B$ factor in Eq. 4.29 which describes effect of the relaxation (return to equilibrium) on the collective phase response. Considering Eqs. 4.11, 4.12 we make the approximation that $R_v, R_d$ are constant and without loss of generality we set $R_v, R_d = 1$ as any deviation from unity may be absorbed into the coupling strengths $K_{vd}, K_{dv}$. With this approximation the expressions simplify to give,

\begin{align*}
\dot{\theta} &= \Delta \omega - (K_{vd} + K_{dv}) \sin(\theta) \quad \text{(C.1a)} \\
\Omega &= \bar{\omega} + (qK_{dv} - pK_{vd}) \sin(\theta). \quad \text{(C.1b)}
\end{align*}

Now we assume the coupling strengths are sufficiently strong for a steady state $\theta^*$ to exist with collective frequency $\Omega^*$. We linearize $\theta(t) \approx \theta^* + \Delta \theta(t)$ to give,

\begin{align*}
\Delta \dot{\theta} &= -(K_{vd} + K_{dv}) \Delta \theta(t) \quad \text{(C.2)} \\
\Delta \theta(0) &= -\epsilon \Delta \theta(\psi). \quad \text{(C.3)}
\end{align*}
The induced phase shift as the system returns to its equilibrium value is thus given by,

\[
\Delta_R = \int_0^\infty \Omega(\theta(t)) - \Omega^* dt \\
\approx \int_0^\infty (qK_{vd} - pK_{vd})\Delta\theta(t) dt.
\]  

(C.4)

(C.5)

Therefore, we find that the relaxation shift may be approximated by:

\[
\Delta_R \approx \epsilon \Delta_0 \frac{qK_{vd} - pK_{vd}}{K_{vd} + K_{vd}}.
\]  

(C.6)

Therefore, the \( B \) factor may be written as,

\[
B = \frac{q - p\alpha}{1 + \alpha} \\
\alpha = \frac{K_{vd}}{K_{vd}}.
\]  

(C.7)

as given in the main text (Eq. 4.30).

**General Coupling**

Here we show the details of the first order calculation of the relaxation phase shift for two coupled phase oscillators with a general coupling function. Specifically we consider,

\[
\frac{d\phi_v}{dt} = \omega_v + K_b \Gamma(\phi_d - \phi_v) + \epsilon Q(\phi_v) \delta(t - t')
\]  

(C.8)

\[
\frac{d\phi_d}{dt} = \omega_d + K_f \Gamma(\phi_v - \phi_d)
\]  

(C.9)
where $\Gamma$ is a general coupling function between the two phase oscillators. Make the change of variables to $\theta = \phi_d - \phi_v$ and $\Omega = \frac{d}{dt} \frac{\phi_v + \phi_d}{2}$ yields,

\[
\dot{\theta} = \Delta \omega - \Gamma_o(\theta) \tag{C.10a}
\]

\[
\Omega = \bar{\omega} + \Gamma_e(\theta) \tag{C.10b}
\]

\[
\Gamma_o(\theta) = K_f \Gamma(\theta) - K_b \Gamma(-\theta) \tag{C.10c}
\]

\[
\Gamma_e(\theta) = \frac{1}{2} [K_f \Gamma(\theta) + K_b \Gamma(-\theta)] , \tag{C.10d}
\]

with $\Delta \omega = \omega_d - \omega_v$ and $\bar{\omega} = \frac{1}{2}(\omega_d + \omega_v)$. We assume the coupling is sufficiently strong for an equilibrium phase locked state $\theta^* = \Gamma_o^{-1}(\Delta \omega)$ to exist. A perturbation according to the phase response curve $Q(\phi_v)$ at time $t'$ gives $\Delta \theta(0) = -\epsilon Q(\phi_v)$. Linearization about the fixed point $\theta^*$ gives,

\[
\Delta \theta(t) \approx \Delta \theta(0)e^{-\Gamma_o(\theta^*)t} = -\epsilon Q(\phi_v)e^{-\Gamma_o(\theta^*)t} . \tag{C.11}
\]

The linear term for the frequency difference $\Delta \Omega = \Omega(t) - \Omega^*$ is given by,

\[
\Delta \Omega(t) = \Gamma_e'(\theta^*)\Delta \theta(t) \tag{C.12}
\]

Therefore, the phase shift as the system returns to equilibrium can be approximated by,

\[
\Delta R = \int_0^\infty \Delta \Omega(t) dt = -\epsilon Q(\phi_v)\frac{\Gamma_e'(\theta^*)}{\Gamma_o'(\theta^*)} , \tag{C.13}
\]

for a general coupling function between the two populations.
APPENDIX D

Human Model Supplementary Information

Parameter Values

Optimal parameter fits for the single population (Table. D.1) and two population (Table. D.2) are given below. In addition, we show the parameters of each model which were allowed to vary in the Markov Chain Monte Carlo (MCMC) algorithm (those parameters which were fixed during the MCMC run have N/A as quantiles). Given that the variability of the data-points is largely unknown for the fitting data sets, a strict statistical interpretation should not be assumed for the quantiles provided. However, the magnitude of the quantiles does give a measure of the how well the parameter values are constrained by the fitting data. In particular, we note that the parameters $\beta_1$ and $\beta_2$ are not well-constrained by the data. The $\beta_1$ parameter plays an important role in determining the entrainment angle of the model. This can be observed by plotting the entrainment angle (as measured by the phase at lights-on for a regular light schedule) against $\beta_1$ and $\beta_2$ (Figures. D.1 and D.2). The correlation between the $\beta$ parameters and the entrainment angle means the entrainment angle is also poorly constrained by the data.
Figure D.1: For the single population human model the MCMC parameter ensemble reveals the $\beta_1$ parameters is poorly constrained by the data and correlates strongly with the entrainment angle. The $\beta_2$ parameter is seen to be better constrained by the data and shows a weaker correlation with the entrainment angle.

In applications, this variation is significant because the entrainment angle to regular light schedules may be used to define an individual’s chronotype [128]. Chronotypes has been found to vary over a large range in human populations, similar to the large range observed for the MCMC ensemble [128, 151]. From the small sample sizes used in fitting the model it is unclear whether the principal source of the variation in the entrainment angle is due to differing chronotypes between study participants or if this variation may be solely attributed to noise in the data.
Figure D.2: For the two population human model the MCMC parameter ensemble reveals the $\beta_{1,2}$ parameters are poorly constrained by the data and each correlates with the entrainment angle.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimal Value</th>
<th>MCMC 95% Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>24.18</td>
<td>[24.09,24.33]</td>
</tr>
<tr>
<td>$K$</td>
<td>0.065</td>
<td>N/A</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.024</td>
<td>N/A</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.40</td>
<td>[0.377,0.40]</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.20</td>
<td>[0.18,0.22]</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.20</td>
<td>[-0.18,0.41]</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-1.80</td>
<td>[-4.57,-0.31]</td>
</tr>
<tr>
<td>$G$</td>
<td>33.75</td>
<td>N/A</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.0075</td>
<td>N/A</td>
</tr>
<tr>
<td>$p$</td>
<td>1.5</td>
<td>N/A</td>
</tr>
<tr>
<td>$I_0$</td>
<td>9325.0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table D.1: Single Population Model Parameter Values
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimal Value</th>
<th>MCMC 95% Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_v$</td>
<td>24.25</td>
<td>N/A</td>
</tr>
<tr>
<td>$\tau_d$</td>
<td>24.00</td>
<td>N/A</td>
</tr>
<tr>
<td>$K_{vv}$</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>$K_{dd}$</td>
<td>0.04</td>
<td>N/A</td>
</tr>
<tr>
<td>$K_{vd}$</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>$K_{dv}$</td>
<td>0.01</td>
<td>N/A</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.024</td>
<td>N/A</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.07</td>
<td>N/A</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.43</td>
<td>[0.35,0.43]</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.28</td>
<td>[0.26,0.40]</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.09</td>
<td>[-0.33,0.41]</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-1.49</td>
<td>[-2.99,-0.11]</td>
</tr>
<tr>
<td>$G$</td>
<td>33.75</td>
<td>N/A</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.0075</td>
<td>N/A</td>
</tr>
<tr>
<td>$p$</td>
<td>1.5</td>
<td>N/A</td>
</tr>
<tr>
<td>$I_0$</td>
<td>9985.0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table D.2: Two Population Model Parameter Values
APPENDIX E

Phase Model Approximation of the Morris-Lecar Model

In this appendix we give the details for the Morris-Lecar neural model as used in Chapter III to assess the applicability of the Ott-Antonsen based collective phase resetting results to biological systems. In addition, I give some additional details on how the comparison was made between the phase resetting by the full neural system and the analytical theory based on the Ott-Antonsen reduction of the Kuramoto-Sakaguchi equation.

Morris-Lecar Model

The Morris-Lecar model is a two dimensional conductance based model for neuronal firing originally derived to study Barnacle muscle fiber, but may also be used as a relatively simple model for neuronal firing [104]. The Morris-Lecar model is commonly used when studying the properties of Type I and Type II neurons, because by varying the model parameters we can see both Type I and Type II phase resetting. The Morris-Lecar dynamical system used in Chapter III is shown in (Eq. E.1) with the parameter values shown in Table E.1.
Table E.1: Parameter values used for the Morris-Lecar model for the Type I and Type II regimes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type I</th>
<th>Type II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>20 $uF/cm^2$</td>
<td>20 $uF/cm^2$</td>
</tr>
<tr>
<td>$g_{Ca}$</td>
<td>4.0 $mS/cm^2$</td>
<td>4.4 $mS/cm^2$</td>
</tr>
<tr>
<td>$g_K$</td>
<td>8.0 $mS/cm^2$</td>
<td>8.0 $mS/cm^2$</td>
</tr>
<tr>
<td>$g_L$</td>
<td>2.0 $mS/cm^2$</td>
<td>$mS/cm^2$</td>
</tr>
<tr>
<td>$V_{Ca}$</td>
<td>120 mV</td>
<td>120 mV</td>
</tr>
<tr>
<td>$V_K$</td>
<td>-84.0 mV</td>
<td>-84.0 mV</td>
</tr>
<tr>
<td>$V_L$</td>
<td>-60 mV</td>
<td>-60 mV</td>
</tr>
<tr>
<td>$V_1$</td>
<td>-1.2 mV</td>
<td>-1.2 mV</td>
</tr>
<tr>
<td>$V_2$</td>
<td>18.0 mV</td>
<td>18.0 mV</td>
</tr>
<tr>
<td>$V_3$</td>
<td>12.0 mV</td>
<td>2.0 mV</td>
</tr>
<tr>
<td>$V_4$</td>
<td>17.4 mV</td>
<td>30.0 mV</td>
</tr>
<tr>
<td>$\phi$</td>
<td>1/15</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Numerical Phase Reduction

To begin the numerical phase model reduction we computed the infinitesimal phase response curve to voltage pulses for the Morris-Lecar model for both the Type I and Type II parameter regimes for a variety of applied current values ($I_{app}$) (Figure. E.1).
Figure E.1: Infinitesimal phase response curve for the Morris-Lecar type I/II system for different values of applied current. For higher values of applied current and thus higher frequency oscillations the phase response curves becomes attenuated.

In order to compute the infinitesimal phase response curves we implemented a direct solver using the fundamental matrices about the limit cycle solution [108].

The attenuation of the phase response curves at increased applied voltages has been noted in previous work [44]. This property is only of importance for this work because we must ensure that we pick $I_{\text{app}}$ values near the respective bifurcation points in order to guarantee the individual phase response curves really are Type I and Type II shaped. We choose $I_{\text{app}} = 50.0$ for the Type I parameter regime and $I_{\text{app}} = 95.0$ for the Type II parameters.

The infinitesimal phase response curves $Q(\phi)$ can be used to find the averaged coupling functions for the Morris-Lecar system, as seen theoretically in Section 1.1.4. We estimate the coupling functions from the integral [86],

$$\Gamma(\psi) = \frac{1}{T} \int_0^T Q(\psi + t) [V(\psi + t) - V(t)] \, dt,$$

(E.2)

where $T$ is the period of the oscillator and $[V(\psi + t) - V(t)]$ is the interaction function between the neurons. For the simple electrical coupling assumed in our model the interaction function is just the voltage difference for values taken along the limit cycle.
Coupling Functions for Morris-Lecar Neurons

Figure E.2: Coupling function for the Morris-Lecar gap junction coupled system with Type I/II parameters. Blue dotted curves show the full numerical coupling functions, while the solid green curve shows the first harmonic approximation for the coupling functions.

Finally, in order to apply the analytical techniques utilizing the Ott-Antonsen dimension reduction technique we must truncate the Fourier terms of coupling function to include only the first order terms [95]. Figure E.2 shows the numerical coupling functions for the Morris-Lecar system with excitatory coupling via gap junctions and the first harmonic truncation to approximate the coupling function. The first harmonic truncation of the coupling functions may then be used to build a Kuramoto-Sakaguchi model to approximate the full Morris-Lecar model (Eq. E.1).
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