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ABSTRACT

The coming of Internet of Things (IoT) is expected to connect the physical world to the cyber world through ubiquitous sensors, actuators and computers. The nature of these applications demand long battery life and strong data security. To connect billions of things in the world, the hardware platform for IoT systems must be optimized towards low power consumption, high energy efficiency and low cost. With these constraints, the security of IoT systems become a even more difficult problem compared to that of computer systems. A new holistic system design considering both hardware and software implementations is demanded to face these new challenges.

In this work, highly robust and low-cost true random number generators (TRNGs) and physically unclonable functions (PUFs) are designed and implemented as security primitives for secret key management in IoT systems. They provide three critical functions for cryptographic systems including runtime secret key generation, secure key storage and lightweight device authentication. To achieve robustness and simplicity, the concept of frequency collapse in multi-mode oscillator is proposed, which can effectively amplify the desired random variable in CMOS devices (i.e. process variation or noise) and provide a runtime monitor of the output quality. A TRNG with self-tuning loop to achieve robust operation across -40 to 120 degree Celsius and 0.6 to 1V variations, a TRNG that can be fully synthesized with only standard cells and commercial placement and routing tools, and a PUF with runtime filtering to achieve robust authentication, are designed based upon this concept and verified in several CMOS technology nodes. In addition, a 2-transistor sub-threshold amplifier based ”weak” PUF is also presented for chip identification and key storage. This PUF achieves state-of-the-art 1.65% native unstable bit, 1.5fJ per bit energy efficiency, and 3.16% flipping bits across -40 to 120 degree Celsius range at the same time, while occupying only 553 feature size square area in 180nm CMOS.

Secondly, the potential security threats of hardware Trojan is investigated and a new Trojan
attack using analog behavior of digital processors is proposed as the first stealthy and controllable fabrication-time hardware attack. Hardware Trojan is an emerging concern about globalization of semiconductor supply chain, which can result in catastrophic attacks that are extremely difficult to find and protect against. Hardware Trojans proposed in previous works are based on either design-time code injection to hardware description language or fabrication-time modification of processing steps. There have been defenses developed for both types of attacks. A third type of attack that combines the benefits of logical stealthy and controllability in design-time attacks and physical ”invisibility” is proposed in this work that crosses the analog and digital domains. The attack eludes activation by a diverse set of benchmarks and evades known defenses.

Lastly, in addition to security-related circuits, physical sensors are also studied as fundamental building blocks of IoT systems in this work. Temperature sensing is one of the most desired functions for a wide range of IoT applications. A sub-threshold oscillator based digital temperature sensor utilizing the exponential temperature dependence of sub-threshold current is proposed and implemented. In 180nm CMOS, it achieves 0.22/0.19K inaccuracy and 73mK noise-limited resolution with only 8865 square micrometer additional area and 75nW extra power consumption to an existing IoT system.
CHAPTER 1

Introduction

1.1 Emerging Internet-of-Things Applications

Rapid developments of semiconductor industry over the last few decades have enabled technologies that were once considered far-fetched imaginations. For example, the development of personal computers opened the path towards a digital world, where information can be shared instantly and numerous life-changing services have been created. The coming of smart mobile devices further strengthen the trend and totally reshaped our daily life. This trend of shrinking electronic devices is predicted by Bell’s Law [1], as shown in Figure 1.1. This trend continues and the next generation of ubiquitous devices can be envisioned, which will internetwork our physical world to the cyber world and make everything smarter. Such a system is usually called the Internet of Things (IoT) or Internet of Everything (IoE). IoT will enable numerous life-changing applications, such as smart city, smart home, securely connected autonomous cars, and implantable/wearable medical devices.

The fundamental technology enablers of such systems are ubiquitous devices equipped with sensors, actuators, computers, and network connectivity that enable the physical things to collect and exchange data. Low-power and low-cost integrated circuits are foundations for hardware platforms of these devices. Nowadays, the need for better circuit designs with CMOS and post-CMOS devices is stronger than ever because we can no longer simply take advantage of CMOS technology scaling, as Moores law drawing to an end in near future. However, power and cost are not the only critical factors to consider. Since all the aforementioned applications demand tremen-
dous amount of devices to be connected and privacy/safety data to be processed and transmitted, security and privacy issues must be solved before IoT-led technology revolutions become reality. With so many alarming stories about attacks to commercial IoT systems nowadays (e.g. massive distributed denial-of-service (DDoS) attack to US east coast caused by insecure IoT web cameras in 2016 [2], carjacking of Jeep on highway [3] and the fear of former US Vice President Cheney’s heart defibrillator being hacked [4]), security is becoming a fundamental requirement rather than simply additional features. Securing IoT systems faces additional challenges beyond conventional computer system and Internet security due to limited computing resources of the devices, stringent power budgets, severe cost pressures, and physical accessibility of these devices to attackers. At the lowest level of the system stack, hardware security building blocks and defenses, are critical components to support the security of the complete system.
1.2 Secure Key Management in Silicon

Secret key is the most critical data to protect in most secure systems, because once the key is stolen or broken by attackers with any software or hardware attacks, the whole cryptographic system will be corrupted. Secret keys are used in a wide range of cryptographic primitives including secret (symmetric) key cipher for confidential communication, public (asymmetric) key cipher for data authentication, and secure hash functions for message integrity. The two basic functions for secret key management are run-time secret key generation and secure key storage for pre-installed keys.

For secret key generation, true random number generator (TRNG) harvesting entropy from physical random sources is preferred over pseudo random number generator (PRNG) based on mathematic functions and an initial “seed”. In computer systems, the “seed” usually comes from “random” user input or system events. But for IoT applications, relying on external inputs or system events is impractical and dangerous. The quality of generated true random numbers are verified by statistical testings, out of which NIST 800-22 random test suite [5] is the most comprehensive and strict test. In addition to randomness, robustness of TRNG to process, voltage and temperature (PVT) variations, resistance to intentional attacks (e.g. power attack), area, throughput and energy efficiency are other metrics to consider.

For secure key storage, conventional method of using non-volatile memories (NVM) suffers from a few issues, such as re-programming, data retention and direct optical reading. Moreover, NVMs mostly require extra processing steps and costs, which are not desirable for IoT systems. Physically unclonable function (PUF) has emerged as a potential solution to the secret key storage challenge. PUFs extract entropy from hardware intrinsic process variations. The responses are unique to each fabricated chip and therefore can be used as random and unique IDs and keys for authentication and encryption. PUFs also have the promise of lightweight and secure device authentication for IoT device communication and semiconductor supply chain protection. Uniqueness and reproducibility are the two fundamental requirements for PUFs, which can be measured by inter-PUF and intra-PUF Hamming Distances (see Section 4.3 for detailed explanations).

To design TRNGs and PUFs, available random sources in CMOS technologies include device variations and noise. Device variation shows an approximately normal distribution of threshold
voltages across fabricated devices while noise is changing over time and independent for different devices. Therefore, TRNG designs should maximize noise level to harvest entropy, while PUF designs should amplify device variations for uniqueness and suppress noise for reproducible readings. Within the contexts of IoT systems, these designs require robustness across wide environmental (voltage and temperature) conditions, compact design, technology portability and low power consumption.

1.3 Malicious Hardware Attack

There have been a wide range of attacks making use of software-level vulnerabilities and malicious Trojans. As most defense efforts also happen at software stacks, it can be expected that more attacks will be targeting lower stacks of a computer (i.e. hardware) that do not have much protections nowadays. Malicious hardware, or hardware Trojan, is one of such attacks that raises a lot of concerns. This attack aims at inserting back-doors in integrated circuits, which waits for certain triggering conditions to activate attacks that can bypass higher-level security protections. The threat of these attacks is accompanied by the globalization of semiconductor supply chain. Due to huge investment in the semiconductor industry, it has been divided into many sectors spread all over the world.

Both design-time and fabrication-time attacks have been described in literature. Design-time attack happens in 3rd party IPs or RTL designs, which means the attack exists in logical abstraction layer. Previous fabrication-time attacks targets to directly modify device parameters to cause malfunctions. There have been many defense efforts in literature as well, mostly fall in two categories: visual or side-channel inspection; and static and dynamic logic analysis.

To better protect against these attacks, it is important to consider both defenses to previous attacks presented and potential new attacks that thwart existing defenses. In this work, a new fabrication-time attack that possesses the advantages of previous design-time and fabrication-time attacks is introduced in Chapter 6. The attack, called A2, exploits the analog behavior of digital processors to trigger the attack. It can evade existing defenses and deploy powerful attacks to the system.
1.4 Low-power Temperature Sensing

Temperature sensing is one of the most desired functions for many IoT applications in medical, industrial, automotive and consumer fields. To enable long-term monitoring in IoT systems using batteries, the peak power consumption and energy per conversion should both be minimized for the sensors. At the same time, severe cost constraints limit the types of devices, silicon area and number of trimming points (i.e. the number of different temperatures the sensor must be tested for calibration).

The performance of temperature sensors is measured by inaccuracy (linearity), resolution, conversion time, and energy efficiency. First of all, inaccuracy measures the maximum linearity error between sensor reading and real temperature across a defined operation range. Long enough conversion time and averaging over many readings are used to filter out noise effects. Two metrics exist in literature: (1)$\sigma$ (standard deviation) value of the max error of each device over enough samples; or (2) the maximum error across all samples. Secondly, resolution is the effective minimum step of sensor readings, which is usually limited by noise, but can also be limited by quantization if each step is too large. Noise-limited resolution is measured by the standard deviation of many consecutive sensor readings of same device and at constant temperature. Thirdly, conversion time is the time it takes the sensor to provide one reading. The conversion time is usually directly related to the noise-limited resolution. Longer conversion time provides more noise averaging and therefore better resolution, at the cost of higher energy consumption. The total energy it takes a sensor to do a conversion is the energy per conversion. It should be noted that certain sensor structures (e.g. $\Delta\Sigma$-ADC) provide better conversion time with less energy requires longer setup time, which must be considered for low-power and heavy duty-cycled IoT systems. In summary, a trade-off between these parameters should be achieved through novel sensor designs, and ideally, should be optimized considering system architectures.

1.5 Contributions and Organization of this Work

The contributions of this work to developing future low-power and secure IoT devices include novel security primitives designs (true random number generators and physically unclonable func-
tions) for secret key management, a low-power and high accuracy temperature sensor and revealing the possibility of hardware Trojan attack using analog behaviors of digital circuits.

In Chapter 2, I present an all-digital Edge Racing TRNG based on the collapse time of two chasing edges in an even-stage ring oscillator (RO) with automatic tuning loop, demonstrating extensive robustness against PVT variations and intentional power supply attacks [6]. The usage of oscillation collapse time in even-stage RO provide three benefits. (1) Easy detection of collapse event: no phase detector is needed and thus there are less non-ideal effects involved; (2) Average collapse time is naturally an indicator of the operation condition of the TRNG, on which the automatic tuning loop is based. (3) Tuning does not introduce bias into output bits and a relatively wide target range is acceptable; this eliminates the need for high resolution tuning, minimizing design complexity and cost. The TRNG has been fabricated in 40nm CMOS demonstrating 2Mb/s and 23pJ/b at nominal 0.9V while passing all 15 NIST randomness tests across wide operating conditions (-40 to 120°C and 0.6 to 0.9V). A second prototype in 180nm demonstrates its portability to an older technology commonly used for ultra low power applications like sensor nodes.

In Chapter 3, a fully synthesized true random number generator (TRNG) from standard cells is described, which can pass all NIST randomness tests. The design is fabricated in both 28nm and 65nm CMOS, demonstrating ease of technology portability. The TRNG harvests entropy from the time it takes an oscillator initialized to its 3rd harmonics to return to its fundamental frequency. Since all three edges in the oscillator go through exactly delay cells, process variation of delay cells can be canceled. Thus, the TRNG requires no pre-calibration or post-processing to achieve good randomness. At 23.16Mb/s, it consumes 0.54mW and occupies 375µm$^2$ in 28nm. Tolerance to power supply injection attack is achieved using a noise filter and verified by a built in test structure.

In Chapter 4, I describe a physically unclonable function (PUF) based on sub-threshold 2-transistor amplifier implemented in 180nm for secret key storage in IoT applications. Older technologies are preferred by ultra-low-power systems but present challenges to PUF designers because of less device mismatch. The proposed PUF cell with local amplification has a small footprint ($553F^2$), achieves 0.05% instability after 11-bit temporal majority voting, and 3.16%/2.01% flipping bits over -40 120°C and 0.8 1.8V. Hamming Distance is nearly ideal, with $\approx700x$ separation between inter and intra Hamming Distances. The PUF runs at 4.8Gbps through wide paralleliza-
tion in an crossbar array, consuming 11.3 fJ/bit at 1.2 V and down to 1.5 fJ/bit at 0.8V.

In Chapter 5, an all-digital PUF with more than \(5.5 \times 10^8\) challenge/response pairs for chip authentication is designed in 40nm CMOS. The design is based on frequency collapse in an even-stage ring oscillator. Compared to conventional arbiter PUF using delay chains, the proposed design can average out thermal noise for better reproducibility and provide a direct indicator of the confidence of the current output. With the help of dynamic thresholding, complementary-to-absolute-temperature (CTAT) bias generator and current starved delay cells, a BER of 0 is maintained across operating conditions from -25°C to 125°C and 0.7V to 1.2V in measurements. Average inter-chip hamming distance is nearly ideal 0.5007. The PUF has an effective throughput of 1.6Mb/s and occupies an area of 867\(\mu\text{m}^2\).

In Chapter 6, we design and implement the first fabrication-time processor attack that mimics the triggered attacks often added during design time. As a part of our implementation, we are the first to show how a fabrication-time attacker can leverage the empty space common to Application-Specific Integrated Circuit (ASIC) layouts to implement malicious circuits. It is shown that an analog attack can be much smaller and more stealthy than its digital counterpart. The attack diverts charge from unlikely signal transitions to implement its trigger, thus, it is invisible to all known side-channel defenses. Additionally, as an analog circuit, the proposed attack is below the digital layer and missed by functional verification performed on the hardware description language. Moreover, the attack relies on a complex and unlikely analog trigger sequence, thus, it is impractical to simulate at the analog level. To fully evaluate the attack, we fabricate a full processor with the proposed Trojan inserted and verifies that the Trojan can be activated by malicious programs while not exposed by normal embedded system test-benches. In addition, the behavior of our fabricated Trojans are characterized across many chips and environmental conditions.

In Chapter 7, a timing-based temperature sensor is designed specifically for IoT devices. An accurate temperature sensor usually requires a carefully calibrated, high-accuracy analog to digital converter, which prevents its use in ultra-low-power IoT sensor nodes. Observing that accurate timing sources are always available in IoT systems as a real-time clock (RTC) for time synchronization and time stamping, we proposed building a digital sensor utilizing the RTC as a reference to minimize the sensors power/area costs while achieving state-of-the-art performance (inaccuracy, resolution, and efficiency). Conventionally, timing-based temperature sensors suffer from
lower linearity and bad line sensitivity. To solve this, a new fitting method derived from device models is proposed to improve its linearity, a new differential delay cell is designed to provide a more linear conversion from sub-threshold current to oscillation frequency, a native NMOS header is used to regulate a local sub-threshold VDD, and a new counting scheme is proposed for such an oscillator exponentially dependent on temperature.

Finally, Chapter 8 concludes the completed work and discusses future directions in the field.
CHAPTER 2

Robust All-Digital True Random Number Generator

2.1 Introduction

For higher security level in most cryptographic systems, true random number generator (TRNG) harvesting entropy from physical sources are preferred over pseudo random number generator (PRNG) that has a fixed pattern decided by the seed. On-chip TRNG is important for system miniaturization and device noise provides a good entropy source for circuit designers. There have been a variety of designs extracting random number from device noise in literature. The conventional method is to amplify noise directly with a high gain and high bandwidth amplifier followed by quantization [7–9]. Resistor thermal noise [7], oxide trap noise [8] and SiN device noise [9] have been employed as entropy sources in this scheme. These designs require careful calibrations of the amplifier and ADC to remove bias in generated random numbers. Extensive use of analog designs also make them less attractive in terms of system integration and technology portability.

Digital TRNGs offer the advantages of easy integration and lower sensitivity to process, voltage and temperature variations (PVT variation) over conventional analog designs [10]. For mobile and IoT applications, robustness to environmental variations becomes even more critical. Previous works have demonstrated digital TRNGs based on metastability [10, 11], oscillator jitter [12–16], and other device noise (e.g., time to oxide breakdown [17]). Metastability-based methods using cross coupled inverters provide excellent operating frequency and power efficiency but often require extensive design efforts and run-time calibration to remove systematic and temporal mismatch in devices which are sensitive to environmental variations [10, 11]. A soft oxide breakdown
based TRNG provides high entropy random bits but suffers from low performance and low power efficiency due to the nature of the entropy source [17]. Ring oscillator (RO) jitter based TRNGs offer design simplicity and portability. Conventional methods using a slow RO to sample a jittery fast RO provide relative low entropy and low performance due to limited jitter in a single digital RO [12]. This design is also vulnerable to power supply attacks as described in [18]. Efforts to increase entropy of RO based TRNG include combining outputs of several parallel ROs [13], chaotic ROs with multiple feedback paths (FIRO and GARO) [19] and including a dynamic duty cycle tuning loop to remove bias in output [16]. Recent RO based TRNGs employ new random bit extraction schemes like measuring time for a 3rd harmonic RO to collapse to fundamental frequency [14] and beat frequency between 2 ROs running at close frequencies [15]. These new schemes provide better randomness and performance thanks to the new jitter amplification approaches, but robustness was not verified across PVT conditions and could pose difficulties to their applications.

To alleviate the issues of PVT variations, this work presents an all-digital Edge Racing TRNG based on the collapse time of two racing edges in an even-stage RO with automatic tuning loop, demonstrating extensive robustness against PVT variations and intentional power supply attacks [6]. The usage of oscillation collapse time in even-stage RO provide three benefits. (1) Easy detection of collapse event: no phase detector is needed and thus there are less non-idealities; (2) Average collapse time is naturally an indicator of the operation condition of the TRNG, on which the automatic tuning loop is based. (3) Tuning does not introduce bias into output bits and a relatively wide target range is acceptable; this eliminates the need for high resolution tuning, minimizing design complexity and cost. The TRNG has been fabricated in 40nm CMOS demonstrating 2Mb/s and 23pJ/b at nominal 0.9V while passing all 15 NIST randomness tests across wide operating conditions (-40 to 120°C and 0.6 to 0.9V). A second prototype in 180nm demonstrates its portability to an older technology commonly used for ultra low power applications like sensor nodes.

The remainder of the chapter is organized as follows. The concept of using frequency collapse in an even-stage RO as entropy source for true random number generation is described in Section 2.2; a mathematical model of the entropy source is also provided in Section 2.2; detailed implementation of the TRNG prototype and automatic tuning loop against PVT variations are described in Section 2.3; measurement results of both 40nm and 180 nm test chips are provided in Section 2.4; and finally, a summary is presented in Section 2.5.
2.2 Frequency Collapse Based TRNG

2.2.1 Analytical Model of Frequency Collapse in Even-stage RO

The main concept of the all-digital PVT tolerant Edge Racing TRNG is using the frequency collapse time in an even stage RO Fig 2.1 as entropy source. Two edges (A, B) are injected through NAND gates into opposite nodes of an even-stage RO simultaneously. Because of even number of stages, “A” is always rising at OUT port while “B” is always falling. For CMOS inverters, rising delay and falling delay are separated and can be changed by process variations. As shown by the arrows in Fig 2.1, the two injected edges travel entirely different paths through the ring. Taking device mismatch and random noise into consideration, the time for 2 edges to travel around the ring are separate accumulations of ideal delay, delay mismatch and noise. The time points of Nth rising and falling edges at OUT port of a RO with S stages can be expressed as,

\[ T_{\text{fall},N} = D_1 + \sum_{n=1}^{N} \sum_{i=1}^{S} (\text{Ideal Delay}_{i,B} + \Delta \text{Delay}_{i,B} + \text{Jitter}_{n,i,B}) \]  

(2.1)

\[ T_{\text{rise},N} = D_2 + \sum_{n=1}^{N} \sum_{i=1}^{S} (\text{Ideal Delay}_{i,A} + \Delta \text{Delay}_{i,A} + \text{Jitter}_{n,i,A}) \]  

(2.2)

where \( D_1 \) and \( D_2 \) are the time for edge “B” and “A” to reach OUT after start (Figure 2.1); \( \text{Ideal Delay}_{i,B} \) and \( \text{Ideal Delay}_{i,A} \) are the ideal delay of stage i for edge “B” and “A” not considering process variation and noise; \( \Delta \text{Delay}_{i,A} \) and \( \Delta \text{Delay}_{i,B} \) are the delay differences in addition to ideal delay due to process variation at stage i for corresponding edge; \( \text{Jitter}_{n,i,A} \) and \( \text{Jitter}_{n,i,B} \) represent the random delay caused by device noise at stage i during nth iteration of corresponding edge. Jitter is usually modeled as a random variable following normal distribution \( N(0, \sigma^2) \). As modeled in [20], the variance of inverter delay due to white noise can be expressed as,

\[ \sigma^2 = \frac{4kT\gamma N t_{dN}}{I_N(V_{DD} - V_t)} + \frac{kTC}{I_N^2} \]  

(2.3)

where \( t_{dN} \) is the window that noise is integrated during output transition, \( I_N \) is charging/discharging current, \( V_t \) is threshold voltage, \( \gamma \) is a technology dependent noise coefficient, \( C \) is loading capacitor of the inverter and \( k \) is Boltzmann constant. The last two terms in Equation 2.1 and
Figure 2.1: Concept of TRNG based on frequency collapse of edge racing RO.

Equation 2.2 represent non-idealities of the RO and cause one edge to travel faster than the other, thus overtaking the other and collapsing the oscillation. There are two possible collapse conditions depending on the relative amount of delay added to the 2 edges by process variation (Figure 2.2), which can be written as,

\[ T_{\text{rise},N} = T_{\text{fall},N}, \text{if A is faster than B} \]  
(2.4)

\[ T_{\text{rise},N} = T_{\text{fall},N+1}, \text{if B is faster than A} \]  
(2.5)

Substitute Equation 2.1 and 2.2 into Equation 2.4 and 2.5 and considering the fact that \( \sum_{i=1}^{S} \text{Ideal \_ Delay}_{i,A} \) and \( \sum_{i=1}^{S} \text{Ideal \_ Delay}_{i,B} \) are identical, the collapse conditions can be expressed as,

\[ D_2 - D_1 = N \times \sum_{i=1}^{S} (\Delta \text{Delay}_{i,B} - \Delta \text{Delay}_{i,A}) + \sum_{n=1}^{N} \sum_{i=1}^{S} (\text{Jitter}_{n,i,B} - \text{Jitter}_{n,i,A}) \]  
(2.6)
**Condition 1:** Rising edge A is faster, \( T_{\text{rise},N} = T_{\text{fall},N} \),

**Condition 2:** Falling edge B is faster, \( T_{\text{rise},N} = T_{\text{fall},N+1} \),

---

Figure 2.2: Even-stage RO collapse conditions and waveforms.

\[
D_2 - D_1 - \sum_{i=1}^{S} (\Delta Delay_{i,B}) - \sum_{i=1}^{S} (Jitter_{N+1,i,B}) \\
= N \times \sum_{i=1}^{S} (\Delta Delay_{i,B} - \Delta Delay_{i,A}) + \sum_{n=1}^{N} \sum_{i=1}^{S} (Jitter_{n,i,B} - Jitter_{n,i,A})
\]

(2.7)

In Equation 2.6 and 2.7, left sides are constant for a given run, the first term on the right side is linear with number of cycles while the second term is accumulation of a normally distributed random variable. The right side can be viewed as a Gaussian random walk with drift in probability theory and therefore the model of the collapse event becomes the first-hitting-time model. As a result, the first-hitting-time (collapse time in our case) follows inverse Gaussian distribution [21]. Mean and variance of the time can therefore be derived from the model. Results of both conditions can be expressed in a unified form using absolute values, as shown below,

\[
\text{mean} = \frac{|D_2 - D_1|}{\sum_{i=1}^{S} (\Delta Delay_{i,B} - \Delta Delay_{i,A})}
\]

(2.8)

\[
\text{variance} = \frac{\text{mean}^3}{\lambda}, \lambda = \frac{(D_2 - D_1)^2}{2S\sigma^2}
\]

(2.9)

where \( \lambda \) is the shape parameter of the distribution and larger \( \lambda \) indicates less skewness. According to this model, the number of cycles until collapse depends on both systematic delay mismatch
and random jitter.

It should be noted that the model above does not consider supply noise, which could be very difficult to precisely model as described in [20]. Here, we consider only low frequency supply noise from power source or other circuits on chip. Following analysis in [20], supply noise adds correlated delay variations to all inverters in RO and can be viewed as an additional correlated variation to the $\Delta Delay_{i,A}$ and $\Delta Delay_{i,B}$ terms in equation 2.1 and 2.2. However, since the supply variation is common for all stages, variation of the delay difference between the 2 edges is not significant, which results in small fluctuations in the mean value of collapse time in equation 2.8. Despite the modulating of average cycles to collapse by supply noise, the cycles to collapse of a given run still follows inverse Gaussian distribution caused by thermal noise.

### 2.2.2 Systematic Mismatch vs. Random Jitter

As indicated by equation 2.8 and 2.9, the distribution of collapse time depends on the relative magnitude of systematic mismatch and random jitter. If systematic mismatch is small, noise will have a more significant impact, resulting in a longer collapse time with wider distribution. In this case, random bits can be obtained from the RO by recording the number of cycles to collapse. On the other hand, under large systematic mismatch, the RO will collapse in a few cycles with negligible variation. Such systematic behavior is unique for each die and therefore can be used to produce a chip ID or PUF [22] but is not useful for extracting random bits.

Typically systematic mismatch dominates in an even-stage RO and makes entropy extraction difficult. Hence, RO-based TRNGs have previously employed an odd-stage number RO where mismatch naturally cancels out [14]. However, we will show in Section 2.3 that, in fact, the process variation in an even-stage RO can be used as a natural source of tunability to enable a highly adaptive TRNG design that is robust to a wide range of environmental and other factors using an automatic tuning loop.

The relationship between process variation and tunability can be explained by our proposed model as well. $\Delta Delay_{i,A}$ and $\Delta Delay_{i,B}$ are the delay differences of each stage due to process variations, which follow independent normal distribution ($N(0, \sigma^2_{variation})$). Therefore the denominator term $\sum_{i=1}^{S} (\Delta Delay_{i,B} - \Delta Delay_{i,A})$ in equation 2.8 also follows normal distribution.
The process variation results in a wide distribution of the mean value in equation 2.8, which forms the foundation for our tuning method based on device mismatch. Distribution of the inverse of a normally distributed random variable \((y = \frac{1}{x}, x \sim N(0, \sigma_0^2))\) is,

\[
\text{pdf}(y) = \frac{e^{-\left(\frac{2\sigma_0^2}{y}\right)}}{\sqrt{2\pi \sigma_0^2} y^2} \quad (2.10)
\]

Combining equations 2.8 and 2.10, distribution of the average collapse time in equation 2.8 across process variations can be calculated as,

\[
\text{pdf}(x_{\text{mean}}) = \frac{e^{-\left(\frac{2|D_2 - D_1|\sigma_{\text{variation}}^2}{x_{\text{mean}}^2}\right)}}{\sqrt{2\pi S\sigma_{\text{variation}}}, x_{\text{mean}} > 0} \quad (2.11)
\]

This distribution is highly skewed with long tails and matches the measured distributions in Section 2.4.2. The peak occurs at,

\[
x_{\text{peak}} = \frac{|D_2 - D_1|}{\sqrt{2\pi S\sigma_{\text{variation}}}} \approx \frac{S \cdot \text{Ideal Delay}}{2 \cdot \sigma_{\text{variation}} \cdot \sqrt{2\pi S}} = \frac{S}{2 \cdot \text{Ratio} \cdot \sqrt{2\pi S}} \propto \sqrt{S} \quad (2.12)
\]

where Ratio is the spread \((\sigma/\mu)\) of a single delay stage in the oscillator due to local process variations. As discussed previously, we need small systematic variation for random number generation which corresponds to larger average collapse time. A design implication from equation 2.12 is that having more stages in RO increases our chance to get a RO with small enough systematic variation for TRNG.

### 2.2.3 Extracting Random Bits from Collapse Time

The analytical model above characterizes the behavior of oscillation collapse in even-stage RO and indicates that we can get larger variations in collapse time with less systematic variation in RO. To use the frequency collapse concept as entropy source for TRNG, the last step is extracting uniformly distributed random bits from collapse time following inverse Gaussian distribution. Our simple but efficient method shown in Figure 2.3 is to take the LSBs of the collapse count as outputs, which is based on dividing the distribution into small enough bins so that neighboring bins have negligible differences in probability. Similar strategies have already been applied in previous
The number of LSBs that can be used as random bits depends on the variance of the collapse time distribution, as shown in the measurement results in Figure 2.4. Small collapse time with small variations does not provide enough entropy and operation margins; while large collapse time results in low overall random bit throughput (defined as output frequency times number of useful bits) because the number of high entropy bits does not increase as fast as collapse time. Figure 2.4(b) shows number of random bits divided by average count as an approximation of throughput to show the desired range. Therefore we target a middle range of collapse time as a result of trade-offs.

2.3 All-digital Implementation of TRNG

The all-digital TRNG comprises only 3 parts, even-stage RO, control logic with a counter, and automatic tuning loop to counter process, voltage and temperature (PVT) variations. Such a simple design minimizes design efforts and offers good technology portability.

To make the RO working in the desired collapse condition discussed in the previous section,
Figure 2.4: (a) Standard deviation of cycles to collapse and the number of high entropy random LSBs versus average collapse cycles. (b) Number of random bits divided by average count as an approximation of throughput to illustrate the desired range.
the proposed approach in Figure 2.5 replaces each inverter stage in the ring with a set of identically
designed inverters and a multiplexer to select one of the inverters for the RO path as specified by
configuration bits. Due to process variations, each inverter has slightly different delays in fabri-
cated chips. Through different combinations of inverters, the delay differences between the two
edges can be adjusted to meet collapse time requirement. Such a mismatch based tuning method in-
roduces minimum overhead and provides fine enough tunability to satisfy the requirement. During
startup, a simple control program described in Figure 2.7 running on the host processor reconfig-
ures the RO as follows: An LFSR generates a random configuration trial and collects 500-5000
collapse times to calculate their mean and max values. If the mean collapse time is too low, system-
atic variations are not properly canceled out and a new configuration trial is attempted. Max count
value is used to tune the system clock frequency so that most runs collapse within a given period.
Mean and max collapse times that are out of range can also indicate intentional external attack as
shown in the measurements in next section. Once the mean collapse time is in the correct range
the RO is properly tuned and random numbers are generated while the host processor continues to
monitor collapse times to adapt to any environmental changes.

As shown in Figure 2.5, the TRNG is implemented using a 32-stage RO with 8 selectable
inverters per stage, providing a total of $8^{32} \approx 7.8 \times 10^{28}$ possible RO configurations. The selection
of this configuration for prototype is a trade-off between 3 major considerations: (1) Enough tuning
space is desired for robust design; (2) Shorter rings takes less area and has higher throughput
because the RO runs faster; (3) According to the model in equation 2.12, peak of the average
collapse time distribution increases with more stages in the ring, which increases the possibility to
find configurations with larger collapse count.

The RO is reset during negative phase of the clock (CLK) and started by the rising edge of
CLK. A 9b counter records the cycles to collapse (COUNT), which is sampled at the rising edge
of CLK. Edge collapse automatically stops the counter, eliminating the need for extra phase/fre-
quency detectors (PFD) and other peripheral circuits as in [14] and [15], saving power, area, and
potential non-idealities caused by PFD. The frequency of CLK should be chosen to allow most
runs collapse in one CLK period. If the RO doesn't collapse, COUNT will be a fixed maximum
value and causes bias in generated random bits. To eliminate this negative impacts, programmable
SR latches are included in counter, which sets an invalid flag once the counter value reaches the
Figure 2.5: TRNG block diagram and tunable RO with eight inverters per stage.

Figure 2.6: Operating waveform of TRNG.
programmed value. Since TRNGs are typically co-located with a SoC processor, the tuning algorithm can run on the host-processor (off-chip in our tests) although its simplicity makes it suitable for hardware implementation.

## 2.4 Measurement Results

The all-digital TRNG is implemented in 40nm CMOS GP technology with a nominal voltage of 0.9V. Measurement results in this section except section 2.4.5 are all based on the 40nm prototype. For many mobile and IoT applications, however, older technologies are used because of lower power and cost. To show the portability of the design and the functionality of the TRNG in an older technology with less process variation and noise, a second prototype is fabricated in 180nm CMOS technology. Measurement results of the 180nm chip are provided in Section 2.4.5. Figure 2.8 shows the die micrographs of the 40nm chip with a core area of 836 \( \mu m^2 \) and 180nm chip with a core area of 7250 \( \mu m^2 \).
### 2.4.1 Randomness and Performance of the TRNG

The randomness of the test chip is evaluated by NIST Pub 800-22 RNG testing suite (15 tests) with recommended settings and 100Mb raw data for each run [5]. The TRNG is robust and passes all NIST tests across all combinations of voltage (0.6 to 0.9V in 100mV steps) and temperature (-40 to 120°C in 30°C steps) with a required mean-count range of 70 to 90 cycles. As shown in Figure 2.9, at lower temperature, the spread ($\sigma/\mu$) of collapse count is lower due to less thermal noise, but the target mean count range ensures sufficient quality of 3 LSBs even at -40°C, while enabling successful RO tuning within an acceptable number of configuration trials. Table 2.1 shows NIST test suite results of 5 chips at one of the worst-case conditions (0.6V, -40°C). Throughput is decided by number of extracted bits per run and system clock frequency. The two factors are contradicting to each other. Number of high quality bits is decided by the target collapse condition, larger collapse counts provide more random bits but require slower system clock. Measurement shows that finding a region to extract 3 bits is optimal. Once the target region and number of extracted bits are decided, required system clock frequency and overall throughput can be determined based on RO frequency. The dependence of throughput on environmental conditions is same as that of a single RO. Figure 2.10 shows throughput of the TRNG ranges from 300kbps to 2Mbps and energy efficiency from 8.7 to 37.2 pJ/b across 0.5 to 1V at 25°C. A summary of measurement results and comparisons to prior works are given in Table 2.3.
Figure 2.9: Measured spread (standard deviation/mean) of cycles to collapse across temperatures.

Figure 2.10: Measured impacts of supply voltage on throughput of TRNG.
Table 2.1: Measured NIST test suite results of five chips at worst case condition (-40°C, 0.6V)

<table>
<thead>
<tr>
<th>NIST Pub 800-22, Randomness Test</th>
<th>Chip #1 21 trials</th>
<th>Chip #2 102 trials</th>
<th>Chip #3 34 trials</th>
<th>Chip #4 217 trials</th>
<th>Chip #5 63 trials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pvalue</td>
<td>Pvalue</td>
<td>Pvalue</td>
<td>Pvalue</td>
<td>Pvalue</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.69 0.987</td>
<td>0.28 0.990</td>
<td>0.13 0.993</td>
<td>0.97 0.993</td>
<td>0.13 0.993</td>
</tr>
<tr>
<td>Block Frequency</td>
<td>0.12 0.983</td>
<td>0.03 0.983</td>
<td>0.43 0.993</td>
<td>0.45 0.987</td>
<td>0.20 0.987</td>
</tr>
<tr>
<td>Cumulative Sum (1)</td>
<td>0.57 0.983</td>
<td>0.09 0.990</td>
<td>0.55 0.987</td>
<td>0.02 0.993</td>
<td>0.25 0.993</td>
</tr>
<tr>
<td>Cumulative Sum (2)</td>
<td>0.69 0.993</td>
<td>0.69 0.990</td>
<td>0.28 0.990</td>
<td>0.36 0.990</td>
<td>0.60 0.990</td>
</tr>
<tr>
<td>Runs</td>
<td>0.16 0.990</td>
<td>0.90 0.987</td>
<td>0.63 0.997</td>
<td>0.40 0.977</td>
<td>0.28 0.983</td>
</tr>
<tr>
<td>Longest Runs</td>
<td>0.70 0.990</td>
<td>0.98 0.997</td>
<td>0.86 0.990</td>
<td>0.44 0.993</td>
<td>0.93 0.990</td>
</tr>
<tr>
<td>Matrix Rank</td>
<td>0.02 0.993</td>
<td>0.12 0.990</td>
<td>0.22 0.983</td>
<td>0.11 0.987</td>
<td>0.12 0.990</td>
</tr>
<tr>
<td>FFT</td>
<td>0.39 0.983</td>
<td>0.24 0.980</td>
<td>0.20 0.990</td>
<td>0.52 0.993</td>
<td>0.44 0.993</td>
</tr>
<tr>
<td>Serial (1)</td>
<td>0.88 0.983</td>
<td>0.72 0.987</td>
<td>0.84 0.993</td>
<td>0.03 0.990</td>
<td>0.84 0.993</td>
</tr>
<tr>
<td>Serial (2)</td>
<td>0.93 0.983</td>
<td>0.21 0.990</td>
<td>0.29 0.987</td>
<td>0.05 0.983</td>
<td>0.57 0.983</td>
</tr>
<tr>
<td>Linear Complexity</td>
<td>0.93 0.987</td>
<td>0.17 0.990</td>
<td>0.60 0.990</td>
<td>0.40 0.983</td>
<td>0.03 0.977</td>
</tr>
<tr>
<td>Non Overlapping Template PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.19 1.000</td>
<td>0.63 0.980</td>
<td>0.65 0.980</td>
<td>0.57 0.970</td>
<td>0.83 0.980</td>
</tr>
<tr>
<td>Universal</td>
<td>0.21 0.990</td>
<td>0.38 0.970</td>
<td>0.26 0.980</td>
<td>0.70 0.960</td>
<td>0.49 0.990</td>
</tr>
<tr>
<td>Random Excursions PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>Random Excursions Variant PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>Approximate Entropy</td>
<td>0.03 0.960</td>
<td>0.35 0.970</td>
<td>0.26 0.980</td>
<td>0.43 0.990</td>
<td>0.55 1.000</td>
</tr>
</tbody>
</table>

* “PASS” means all sub tests pass minimum requirement.
** Minimum p-value $\chi^2$ is 0.0001. Minimum pass rate is 0.97 for first 10 tests (using $300 \times 40K$ bits) and 96/100 for the other 5 tests (using $100 \times 1M$ bits).
+“PASS” means all sub tests pass minimum requirement.
++ Minimum p-value $\chi^2$ is 0.0001. Minimum pass rate is 0.97 for first 10 tests (using $300 \times 40K$ bits) and 96/100 for the other 5 tests (using $100 \times 1M$ bits).
Table 2.2: Hit rate of random search under different environmental conditions

<table>
<thead>
<tr>
<th>Temp</th>
<th>VDD</th>
<th>Possibility in 70-90 range</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.9</td>
<td>8%</td>
</tr>
<tr>
<td>-40</td>
<td>0.9</td>
<td>6%</td>
</tr>
<tr>
<td>-40</td>
<td>0.6</td>
<td>5%</td>
</tr>
<tr>
<td>120</td>
<td>0.9</td>
<td>5%</td>
</tr>
<tr>
<td>120</td>
<td>0.6</td>
<td>6%</td>
</tr>
</tbody>
</table>

Table 2.3: TRNG performance summary and comparison with recent publications

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology</strong></td>
<td>40nm</td>
<td>180nm</td>
<td>65nm</td>
<td>28nm</td>
<td>45nm</td>
<td>65nm</td>
<td>130nm</td>
</tr>
<tr>
<td><strong>Bit Rate (Mb/s)</strong></td>
<td>2</td>
<td>0.45</td>
<td>1.08</td>
<td>0.18</td>
<td>2</td>
<td>23.16</td>
<td>2400</td>
</tr>
<tr>
<td><strong>Tested Operating Conditions</strong></td>
<td>0.6 to 1V</td>
<td>0.8 to 1.8V</td>
<td>0.8 to 1.2V</td>
<td>N/A</td>
<td>0.28 to 1.35V</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>NIST Pass</strong></td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>5</td>
</tr>
<tr>
<td><strong>Area (μm²)</strong></td>
<td>836</td>
<td>7250</td>
<td>6000</td>
<td>375</td>
<td>4004</td>
<td>1200</td>
<td>36300</td>
</tr>
<tr>
<td><strong>Power (mW)</strong></td>
<td>0.046</td>
<td>0.005</td>
<td>0.109</td>
<td>0.0037</td>
<td>0.13</td>
<td>0.54</td>
<td>7</td>
</tr>
<tr>
<td><strong>Efficiency (nJ/bit)</strong></td>
<td>0.023</td>
<td>0.011</td>
<td>0.101</td>
<td>0.021</td>
<td>0.066</td>
<td>0.023</td>
<td>0.0029</td>
</tr>
<tr>
<td><strong>Post Processing</strong></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Frequency Attack Robustness</strong></td>
<td>Yes (up to 500mV)</td>
<td>N/A</td>
<td>Yes (filter)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
2.4.2 Random Search Performance of the Tuning Loop

Since the tuning loop is based on random search, the number of trials to achieve desired configuration is random and affects the setup time of the TRNG. For each RO configuration, an average collapse time can be measured. Distributions of this value across 5000 configurations and 5 environmental conditions are shown in Figure 2.11. It can be seen that distributions are very similar across environmental variations. Small differences in distributions come from different variance of inverter delay under different conditions. Inverters have larger delay variations at lower VDD and lower temperature, according to simulation results. From the measured distribution, the possibility a random configuration falls in desired range is calculated and shown in Table 2.2. Assume the trials are random and independent, the probability that first success occurs at $n$th trial is,

$$P(n) = (1 - p)^{n-1} p$$  \hspace{1cm} (2.13)$$

where $p$ is the probability of success for one trial. Here, the worst case can be approximated as 5% from Table 2.2. The expectation of the distribution in equation 2.13 could be calculated as $1/p$ and therefore it should take 20 trials on average to find a proper configuration hitting target range.
In addition to this statistical approximation, it was found that the worst case throughout the whole testing process was 315 trials to meet targets.

2.4.3 Validation of TRNG Analytical Model

Measurement results also confirm the validation of the TRNG model presented in Section 2.2.1. In Figure 2.12, the measured distribution of cycles to collapse with different settings are shown in red lines while inverse Gaussian distribution calculated from measured mean and variance values are shown in blue lines. The correspondence of the two lines confirm the distribution of collapse time proposed in our model.

For simplicity and small area, no voltage regulation or dedicate de-coupling capacitors (decaps) are included on-chip and no external regulator is added to testing board, which emulates a worst-case noisy environment in SoC. In practical applications, decaps and possibly voltage regulators can be added to suppress supply noise. As discussed in Section 2.2, supply noise affects average collapse time causing fluctuations in the distribution. To better illustrate the effects, 3 random runs at nominal 0.9V and 25°C with different configurations are divided into 1000 partitions (1K runs in
each partition) with average values and standard deviations of each partition plotted in Figure 2.13. Fluctuation of average collapse time exists in our measurement with a spread \((\sigma/\mu)\) around 5%. In fact, all testing results in Section 2.4 are measured in same noisy environments and proved the overall distribution can still be approximated by inverse Gaussian distribution and is capable to generate high quality random bits.

### 2.4.4 Supply Noise Injection Attack to the TRNG

Supply noise injection is an effective attack technique to compromise TRNGs by injection locking [18]. Supply noise at multiples of RO frequency locks the oscillation with smaller jitter and greatly reduces entropy harvested by conventional RO based TRNG. To test the robustness of the proposed TRNG to injection locking, we implement a noise injection testing setup by coupling a sine wave to the DC supply voltage (Figure 2.14).

As shown in Figure 2.15, injection locking occurs at harmonics of the ring frequency \((f_{RO})\) and impacts both the collapse count and bit entropy. Here, the injection locking not only reduces...
the jitter of the oscillation, but also “locks” the distance between the 2 edges in the RO, causing the RO to collapse slower. When directly applying such a supply noise injection attack to a single configuration of the TRNG, it fails to pass NIST tests. Figure 2.15 and Figure 2.16 illustrate the impacts of injected supply noise frequency and amplitude on the average collapse time. Shannon entropy of generated random bits are shown by the right y-axis as a simple indicator of the randomness under different conditions. As can be seen, injection locking happens at multiples of RO frequency, and the effect is most severe at $3 \times f_{RO}$ and begins to degrade randomness after supply noise peak-to-peak amplitude is larger than 250mV. However, since the injection locking shifts the mean collapse count outside the specified range and changes the distribution of cycles to collapse (Figure 2.17), the control loop can automatically detect and reject the harvested bits. It then selects new configurations that provide slightly different oscillation frequencies, restoring the desired average count value and randomness. Hence, while operating the control loop, all NIST tests are passed with injection peak-to-peak amplitudes up to 500mV at the worst-case injection frequency of $3 \times f_{RO}$. If more sophisticated attacks are used, it is possible the tuning loop cannot restore normal operation of the TRNG but the attack can still be detected to minimize damage to the secure system.
2.4.5 Measurement Results of 180nm TRNG Prototype

180nm devices have much smaller conducting current and therefore have less delay variation due to noise, which poses difficulties to TRNG designs. Measurement results shows that a configuration with 75 average cycles to collapse has a standard deviation of 4 in 180nm, while in 40nm the standard deviation is 6.8. To overcome the decrease in variance, RO need to be configured to a operating region with 80-100 average cycles to collapse, which ensures the entropy of 3 LSBs. Figure 2.18 shows measured throughput from 1.08 Mbps to 0.18 Mbps and energy efficiencies from 101.7 pJ/b to 28.9 pJ/b across 1.8V to 0.8V supply voltages. NIST tests confirm the randomness
of the design from 1.8V down to 0.8V. A summary of the 180nm test chip measurement results is included in Table 2.3.

Another concern about the TRNG in 180nm is less process variation, which is used to tune collapse condition in the proposed design. Figure 2.19 shows the distributions of average cycles to collapse at different supply voltages. It can be seen that lower supply voltage shift the distribution left and make it less possible to find a proper configuration. Compared to 40nm results in
Figure 2.19: Measured distributions of average cycles to collapse across random configurations for 180 nm chip.

Figure 2.11, less process variation shifts the distribution right which compensates the increase in target values. The overall hit rate of random search is similar to that of 40nm design.

2.5 Summary

This work presents an all-digital true random number generator (TRNG) harvesting entropy from the frequency collapse event of two edges injected into an even-stage ring oscillator. The cycles to collapse serves as a good indicator of the quality of generated random bits. A configurable ring based on device mismatch and an automatic tuning loop based on cycles to collapse provides robustness across a wide range of temperature (-40 to 120°C), voltage (0.6 to 0.9V), process variation, and external attack. Due to the simplicity and robustness of the tuning scheme, no fine-grained tuning circuits or extensive voltage regulation is needed. Therefore, it is simple to port this all-digital design to other technologies. Measurement results prove that the TRNG works in 180nm CMOS technology commonly used for ultra-low-power sensor applications. Tested chips pass all NIST randomness tests across all measured operating conditions and power supply attacks.
CHAPTER 3

Fully Synthesized True Random Number Generator

3.1 Introduction

Chapter 2 introduces a robust silicon true random number generator (TRNG) for secret key generation, which requires a feedback loop to adjust the TRNG core to be robust against process, voltage and temperature variations. In this chapter, in order to further simplify the design of TRNGs for better technology portability and smaller footprint, the concept of frequency collapse in multi-mode ring oscillator introduced in Chapter 2 is extended to odd-stage ring oscillators. The new design eliminates the effects of process variations and can be implemented with only standard cells and automatic placement & routing tools. The designs fabricated in 28nm and 65nm can consistently pass all NIST randomness tests.

The remainder of the chapter is organized as follows. The concept of using frequency collapse in an odd-stage RO as entropy source for true random number generation is described in Section 3.2; detailed implementation of the TRNG prototype using only standard cells and commercial tools is shown in Section 3.3; measurement results of 40nm test chips are provided in Section 3.4; and finally, the paper is concluded in Section 3.5.

3.2 Frequency Collapse in Odd-Stage Ring Oscillator

In a conventional odd-stage ring oscillator (RO), the start signal injects one edge that propagates through the ring to generate oscillation, as shown in Figure 3.1. However, if multiple edges
are injected into a long enough ring, higher oscillation frequencies can also be supported. For example, three edges can be injected into a ring simultaneously to generate a 3 times faster oscillation frequency (Figure 3.1). Each edge propagates as in a conventional RO; the period of each edge is the same, but the three edges are $120^\circ$ phase shifted and overall frequency is boosted by $3$ times.

The pulse width of generated waveform depends on systematic delay of the ring as well as jitter in the oscillator. For a conventional RO, the pulse width is only affected by the most recent cycle, so that the variance of pulse width will not increase over time. Comparatively, as shown in Figure 3.2, the three edges independently accumulate jitter from thermal noise, causing an increasing variation of the pulse width with each completed cycle.

Given time, two of the three edges will eventually meet and collapse due to opposite phases of neighboring edges, forcing the RO back to its nominal $1 \times$ frequency mode (Figure 3.3). The time it takes to collapse reflects the accumulation of jitter and is used as the entropy source for random number generation. In contrary to the even-stage RO introduced in Chapter 2, all three edges go through the same path so systematic delay variation is inherently canceled. This property enables a TRNG design that can tolerate delay cell and interconnect variations. Therefore, the TRNG can be synthesized with only standard cells and implemented with standard placement & routing tools.
A conventional RO (RO_REF) with 2/3 as many stages as the 3-edge RO (RO_RNG) acts as a reference for the phase frequency detector (PFD) to determine the edge collapse event. Since the frequency change is large \((3 \times)\), a conventional digital implementation of the PFD is used, which enables a fully synthesizable design. To avoid setup and hold time violations in the sampling registers, a glitch removal stage and 2-bit shift register is added. This ensures that a collapse event is flagged only after two consecutive pulses. A 14-bit cycle counter triggered by the 3-edge RO records the number of cycles till collapse. An intermediate counter bit, COUNT \([8]\), is used to...
Figure 3.4: TRNG system block diagram and phase frequency detector (PFD) implementation

prevent false triggers in the first few cycles. Random number generation is initiated by a master clock, which is set sufficiently slow to ensure that the vast majority of collapse events (e.g., > 90% in the tested design) complete within the active phase duration. TRNG throughput is determined by the master clock frequency and the number of random bits harvested from each collapse event. The capture register reads the cycle counter when triggered by the PFD. As expected, the collapse cycle count follows log-normal distribution (Figure 3.5). To transform this into a uniform distribution, the collapse cycle counter is truncated, retaining the lower p bits while the LSB is dropped to eliminate sensitivity to mismatch in the counter sampling flip-flop.

All hardware TRNGs must consider interference from a potentially noisy environment as well as dedicated attacks. ROs are known to be sensitive to frequency injection, which can introduce errors in RO-based TRNGs [18]. The proposed TRNG uses accumulated jitter rather than jitter at
a specific time point, making it more robust to noise injection. We tested the TRNG’s sensitivity to deliberate attack with off-chip noise sources and also created on-chip test structures to inject and measure noise (Figure 3.5). A programmable noise generator controlled by an on-chip VCO introduces substantial noise to the TRNGs supply, locking the oscillation and impacting collapse event time. To measure noise amplitude on-chip, an asynchronous clock samples the supply voltage, compares it with an external reference voltage, and increments a counter accordingly. With sufficient samples ($2^{14}$ here) the noise amplitude can be determined from the counter value. In addition, an RC filter with 210MHz corner frequency is designed to mitigate the impact of supply noise (Figure 3.5).
3.4 Measurement Results

The TRNG is evaluated with two test chips as shown in Figure 3.6; one in 28nm CMOS with 8 different rings; the other in 65nm CMOS with 48 different TRNGs. The NIST Pub 800-22 RNG testing suite is used to evaluate the randomness of generated bits with 112M bits in total across 15 tests. Both 28nm and 65nm TRNGs pass all 15 NIST tests as shown in Figure 3.7. Shorter rings with higher frequency collapse faster but have a narrower distribution, reducing the number of random bits obtained per cycle (i.e., require higher truncation). Longer rings provide more random bits but overall throughput is limited by the slower master clock.

![28nm Die Micrograph](image)

![65nm Die Micrograph](image)

Figure 3.6: Die micrographs of 28nm and 65nm TRNG test chips.

Using an RF signal generator, up to 600mVpp noise is injected on the power supplies (after removing PCB decoupling caps) to test TRNG robustness against off-chip attack. The 65nm TRNGs retain randomness up to 360mVpp noise without filter and up to the 600mVpp generator limit with filter. To compensate for filter IR drop, TRNGs with filters operate at 5% increased supply voltage, incurring a slight power penalty. Since ROs in 28nm TRNGs operate at a higher frequency they are less sensitive to external attack; even unfiltered versions did not suffer randomness degradation.
Figure 3.7: Measured NIST randomness test results and impacts of RO length and the number of harvested random bits on output data entropy.

at the generator limit. Electromagnetic interference also did not cause failure in any randomness tests.

Figure 3.8 shows the impact of supply noise on TRNG performance using on-chip noise generation. Even though a deliberate attacker will not have access to such a noise source, this test can demonstrate how readily a 3-edge TRNG can be integrated with noisy circuits on an SOC. TRNGs showed sensitivity to supply noise at frequencies near 1× and 4× nominal RO frequencies, reducing collapse time mean and variance. Randomness degrades at > 125mV noise amplitude and 4× frequency without a filter, but is recovered using a filter. Denial of service occurs when a TRNG cannot generate outputs due to external influence. This is observed only in unprotected TRNGs with on-chip noise at exactly 3× nominal frequency since the ring locks to its 3× frequency mode, preventing collapse. In this case, yield (% of master cycles that generate outputs bits) drops to

<table>
<thead>
<tr>
<th>NIST Pub 800-22, rev. 1a, 2010</th>
<th>Randomness Tests</th>
<th>65nm, 21 stage RO, 0.9V, 2.80Mb/s</th>
<th>28nm, 21 stage RO, 0.9V, 23.16Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P-value $\chi^2$</td>
<td>Pass Rate</td>
<td>P-value $\chi^2$</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.785562</td>
<td>296/300</td>
<td>0.872947</td>
</tr>
<tr>
<td>Block Frequency</td>
<td>0.082177</td>
<td>297/300</td>
<td>0.746572</td>
</tr>
<tr>
<td>Cumulative Sum</td>
<td>0.462245</td>
<td>294/300</td>
<td>0.955835</td>
</tr>
<tr>
<td>Cumulative Sum</td>
<td>0.942895</td>
<td>295/300</td>
<td>0.329332</td>
</tr>
<tr>
<td>Runs</td>
<td>0.220931</td>
<td>296/300</td>
<td>0.574903</td>
</tr>
<tr>
<td>Longest Runs</td>
<td>0.329332</td>
<td>296/300</td>
<td>0.81047</td>
</tr>
<tr>
<td>Matrix Rank</td>
<td>0.046668</td>
<td>294/300</td>
<td>0.000682</td>
</tr>
<tr>
<td>FFT</td>
<td>0.030133</td>
<td>295/300</td>
<td>0.224821</td>
</tr>
<tr>
<td>Non Overlapping Template</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.878107</td>
<td>297/300</td>
<td>0.329332</td>
</tr>
<tr>
<td>Linear Complexity</td>
<td>0.487885</td>
<td>297/300</td>
<td>0.304126</td>
</tr>
<tr>
<td>Universal</td>
<td>0.935716</td>
<td>98/100</td>
<td>0.719747</td>
</tr>
<tr>
<td>Random Excursions</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
</tr>
<tr>
<td>Approximate Entropy</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
<td>PASS$^*$</td>
</tr>
<tr>
<td>Approximate Entropy</td>
<td>0.514124</td>
<td>100/100</td>
<td>0.275709</td>
</tr>
<tr>
<td>Serial</td>
<td>0.304126</td>
<td>99/100</td>
<td>0.897763</td>
</tr>
<tr>
<td>Serial</td>
<td>0.867692</td>
<td>99/100</td>
<td>0.595549</td>
</tr>
</tbody>
</table>

$^*$ “PASS” means all sub tests pass minimum requirement.

** Minimum p-value $\chi^2$ is 0.0001. Minimum pass rate is 291/300 for first 10 tests (using 300 × 40K bits) and 96/100 for the other 5 tests (using 100 × 1M bits).
Figure 3.8: Measured impacts of on-chip noise frequency and amplitude on randomness of protected and unprotected TRNGs (65nm, 21-stage RO TRNG).

7.37%. Generated bits remain random (i.e. passing all NIST randomness tests). Table 3.1 summarizes measurement results with comparisons to prior work. The 28nm TRNG generates random bits at 23.16Mb/s while consuming 0.54mW and 375µm².

3.5 Summary

In summary, a synthesizable true random number generator constructed entirely using standard cell library and conventional placement & routing tools is proposed, which represents a “soft IP” TRNG that can pass all NIST randomness tests without pre calibration of post processing. Frequency collapse phenomenon in odd-stage ring oscillators is employed because of its immunity...
Table 3.1: Summary of measurement results and a comparison with state-of-the-art hardware TRNG designs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>28nm</td>
<td>65nm</td>
<td>45nm</td>
<td>65nm</td>
<td>0.25μm</td>
<td>0.13μm</td>
<td>0.12μm</td>
</tr>
<tr>
<td>Entropy Source</td>
<td>Jitter in 3-edge RO</td>
<td>Metastability</td>
<td>Oxide breakdown</td>
<td>SiN MOS-FET Noise</td>
<td>Metastability</td>
<td>Oxide traps</td>
<td>Oscillator jitter</td>
</tr>
<tr>
<td>Design Method</td>
<td>Synthesized</td>
<td>Custom digital</td>
<td>Custom digital</td>
<td>Custom analog</td>
<td>Custom digital</td>
<td>Custom analog</td>
<td>All digital</td>
</tr>
<tr>
<td>Bit Rate (Mb/s)</td>
<td>23.16</td>
<td>2.8</td>
<td>2400</td>
<td>0.011</td>
<td>2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>NIST Pass</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>not reportedb</td>
<td>5</td>
<td>not reported</td>
</tr>
<tr>
<td>TRNG Core Area (μm²)</td>
<td>375</td>
<td>960 (1080b)</td>
<td>4004</td>
<td>1200</td>
<td>1200</td>
<td>36300</td>
<td>9000</td>
</tr>
<tr>
<td>Power (mW)</td>
<td>0.54</td>
<td>0.159</td>
<td>7</td>
<td>2</td>
<td>1.9</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>Efficiency (nJ/bit)</td>
<td>0.023</td>
<td>0.057</td>
<td>0.0029</td>
<td>181.81</td>
<td>0.95</td>
<td>5</td>
<td>0.25</td>
</tr>
<tr>
<td>Post Processing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Resistance to Attack</td>
<td>Yes</td>
<td>Yes</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
</tbody>
</table>

a Including 1/8th of filter area (MIM cap and poly resistor), filter is shared by 8 TRNG here and placed beneath the MIM cap.
b Only the given number of NIST test results are reported.
c Only NIST FIPS 140-2 test result is provided, which is out dated, less strict and requires only 20,000 bits compared to NIST Pub 800-22

to process variations. Since no calibration circuits is required, the design achieves a minimized area of 375μm² in 28nm technology. The low complexity and area features of this design make it appealing to low-cost devices.
CHAPTER 4

Physically Unclonable Function for Chip Identification and Secret Key Storage

4.1 Introduction

Physically Unclonable Functions (PUFs) are among the most promising security primitives as low-cost solutions for key storage, chip authentication, and semiconductor supply chain protection. A PUF is a function that maps an input code (“challenge”) to an output code (“response”) in a manner that is decided by random process variations and therefore unique for every chip. Two types of PUFs exist in literature: a “strong” PUF with a large challenge-response space [22, 23] and a “weak” PUF providing a limited length key (also known as chip ID) [24–28]. Theoretically, “strong” PUF can be used for a wider range of applications, such as key generation and device authentication, but a “weak” PUF is still appealing to many applications because of its guaranteed randomness and better reproducibility. A new “weak” PUF design is described in this chapter and a robust “strong” PUF design is shown in Chapter 5.

Weak PUFs typically have an array of identically designed PUF cells that leverage device mismatch in fabrication as static entropy source, and serve as a low-cost and more secure alternative to non-volatile-memory-based key storage. Output reproducibility across PVT variations and density of the array are two critical metrics directly related to the security and cost of a PUF. Recent works have presented custom PUFs based on NAND gates [24], current mirrors [25], PTAT [26], and cross-coupled inverters [27, 28]. These designs outperform conventional SRAM-based PUFs,
but all sacrifice some metrics comparing to each other. For example, \([25, 27]\) are large, \([26, 28]\) has lower native stability and energy efficiency, while \([24]\) is sensitive to supply voltage and may experience large short circuit current. Finally, IoT and wireless sensor nodes tend to use older technologies for lower cost and standby power, which is challenging for PUF design because of smaller process variations.

This work presents a PUF cell based on a simple sub-threshold 2-transistor (2T) amplifier implemented in 180nm CMOS featuring: (1) a small 553nm \(^2\) PUF cell, integrated in an array with all peripheral circuits; (2) excellent stability: 1.65% native unstable bits, reaching 0.05% unstable bits with 11b temporal majority voting (TMV), and 3.16% and 2.01% flipping bits across wide temperature (-40-120\(^\circ\)C) and voltage (0.8-1.8V) ranges; (3) high energy efficiency of 11.3fJ/b at nominal 1.2V and 1.5fJ/b at 0.8V; (4) high throughput (4.8Gb/s) via highly parallel operation, despite using an older technology. A masking technique using body bias is employed to find unstable bits without costly temperature sweeps. The design and implementation details of the PUF is described in Section 4.2; measurement results of 180nm prototype chip are included in Section 4.3; and finally, the work is summarized and compared with previous works in Section 4.4.

### 4.2 Weak PUF Cell using 2-Transistor Amplifiers

The key to improve reproducibility and uniqueness of PUF responses is to have static operation and in-cell amplification and quantization, because the impacts of noise and variation of shared quantizers can be minimized. A PUF cell based on a sub-threshold 2-transistor (2T) structure acting in two different ways (an amplifier and a voltage generator) is proposed following these guidelines with minimum overhead.

In this 2T structure shown in Figure 4.1, standard-\(V_{th}\) NMOS with \(V_{gs} = 0\) sets a sub-threshold current. When the PMOS gate is used as an input port, the 2T structure is a common-source amplifier with pseudo-resistor loading. Thanks to the large \(gm\) in sub-threshold, gain larger than 40 is provided by minimum-sized transistors. When the input and output of the amplifier are shorted as in Figure 4.2, the circuit generates an output voltage that is equal to the switching voltage of the amplifier. The voltage can be calculated as below.
\[ \mu_n C_{ox,n}(W/L)_n \exp(\frac{0-V_{th,n}}{kT/q}) = \mu_p C_{ox,p}(W/L)_p \exp\left(\frac{V_{dd} - V_{out} - |V_{th,p}|}{kT/q}\right) \]  
\[ V_{out} = V_{dd} + V_{th,n} - |V_{th,p}| + \frac{kT}{q} \ln\left(\frac{\mu_p C_{ox,p}(W/L)_p}{\mu_n C_{ox,n}(W/L)_n}\right) \] (4.1) (4.2)

This “switching” voltage tracks VDD and solely depends on the threshold voltage differences between top and bottom devices, assuming both devices have \(|V_{ds}| > 200mV\), allowing sub-threshold drain-current dependence on \(V_{ds}\) to be ignored. When a 2T amplifier is connected to the output of an identically sized 2T voltage generator with the same switching voltage (neglecting mismatch), the amplifier output voltage equals its input voltage. However, mismatch will induce a small difference in the switching voltages of the 2 structures, which will then be amplified by the
large amplifier gain. The switching voltage follows a normal distribution (Figure 4.2) and therefore
the difference also follows a normal distribution. Four amplifier stages are employed to amplify
the voltage difference to full rail in > 99.9% cases. This full-rail signal is then used as the digitized
PUF output.

To implement the design in CMOS and satisfy the requirements on $V_{ds}$, the two transistors must
have enough difference in their threshold voltages. We proposed two implementations shown in
Figure 4.4, one is based on body biasing the NMOS to lower its threshold voltage, and the other
one is directly using low $V_{th}$ NMOS. A complementary-to-absolute-temperature bias generator is
designed to provide body bias for the DNW version and found to be beneficial to the reproducibil-
ity of the PUF outputs. By embedding high gain amplification in the PUF cell, we significantly
improve PUF’s reproducibility and reduce its design complexity compared to shared amplifiers
with noise and offset cancellation. It also enables arrangement of the PUF cells in a 16 by 64
crossbar array (Figure 4.4). This improves PUF density and energy efficiency compared to us-
ing scan chains [25, 27] or multiplexers [24] to read the PUF outputs. Another advantage of the
crossbar configuration is that most SRAM read-assist techniques can be applied to improve read robustness and performance.

4.3 Measurement Results

The proposed PUF is implemented in 180nm CMOS for ultra-low power consumption and to prove that the design works in a mature technology with less process variations. A die photo along with PUF cell layouts are shown in Figure 4.5. To fully characterize the PUF across process, we tested both typical corner (TT) dies and intentionally skewed corner dies (FF, SS, FS, SF).

Uniqueness between PUF instances and uniformity within PUF array are fundamental requirements for PUFs. The Hamming Distance (HD) between two PUF response words of equal length provides a measure for uniqueness, which calculates the number of positions at which the corresponding symbols are different. Figure 4.6 shows both inter-die Hamming Distance (HD) characterizing the uniqueness between chips and intra-die HD charactering temporal stability of the output. Ideally, inter-die HD should have a normalized average value of 0.5, which indicates max-
imum uniqueness. As can be seen, both DNW and LVT versions of PUF exhibits close to ideal HD distributions. Intra-die HD shows only 0.0008 and 0.0007 bit differences for the 2 PUF versions, providing $> 600/700 \times$ separation between inter- and intra-die average HDs (identifiability of PUF), which has been significantly improved compared to the previous best reported value of $143 \times$ [25]. Uniformity among PUF cells inside the same array is demonstrated by spatial autocorrelations. Measurements in Figure 4.6 confirms that autocorrelation is bounded to 0.0173 and 0.0167 with 95% confidence level for the two implemented PUF versions.

PUF output reproducibility across process, voltage and temperature (PVT) variations is the most critical metric for PUFs. Several measurement methods exist in literature. Bit error rates (BERs) and percentage unstable bits ($\#$ of bit locations with at least one error across all evaluations) are common metrics for nominal condition reproducibility [27]. BER is a direct measure of noise effects while percentage of unstable bits is a stricter metric affected by number of samples. For temperature and voltage sweeping results, BER and percentage of flipping bits ($\#$ of bit locations that give flipped results even after long enough measurements) are most interesting metrics to consider [26], the former one includes both V/T and noise effects while the latter one considers only V/T effects. In this work, we measure all these metrics for a fair comparison with prior arts.
and also for studying the differences between their results. The measurement steps we take are shown in Figure 4.7.

Reproducibility results at nominal condition is shown in Figure 4.8. Figure 4.8a and 4.8b show the results of PUF with deep n-well and body bias, while Figure 4.8c and 4.8d plot the results of PUF using low $V_{th}$ NMOS transistors. From the comparison of the two metrics, it is clear that the BER results stabilize after a few hundred evaluations while the percentage of unstable bits plateaus after thousands of evaluations. This is expected because the latter metric consider more of
Figure 4.7: Measurement steps for various PUF reproducibility metrics.

the extreme cases in statistical measurements. As shown in all measurements results in Figure 4.8, the reproducibility of the 2T PUF can be further improved with 5-bit or 11-bit temporal majority voting (TMV), which means taking 5 or 11 consecutive measurements and do a majority voting of all measurements to filter out noise. The benefits of TMV saturates fast with number of bits and 11 is an optimal number for 2T PUF considering the trade-off between reproducibility and energy.

Measurement results of bit reproducibility across V/T variations are illustrated in Figure 4.9 and Figure 4.10. Average results of all corner chips show as few as 0.2% additional flipping bits per 10°C change and 0.2% per 0.1V change across 40-120°C and 0.8-1.8V. The DNW version flipping bit data at 4 corners is also plotted to show that stability is not significantly affected by global process variation.

As shown in Figure 4.11, the 180nm PUF delivers 4.8Gb/s with 64b wide outputs, thanks to the crossbar array, which can improve start-up time for duty-cycled IoT systems. The two versions of
Figure 4.8: Measured bit error rates (BER) and percentage of unstable bits over \( ♯ \) of PUF readings, with and without temporal majority voting (TMV) at nominal 1.2V supply voltage and 27°C.

PUF core consume 11.3fJ/b and 13.5fJ/b, respectively. This number includes PUF cell static power, bias generator/analog buffer static power, and bitline driver dynamic power. Using this energy measurement allows a fair comparison with prior works using scan chain to read PUFs. Total PUF cell static power is 26pW per cell while the shared bias generator/analog buffer consumes a total of 185pW. Total PUF array energy including all peripherals (timing generation, decoder, WL driver, and BL latches) is 91.1fJ/b. The PUF functions across 0.8 to 1.8V power supply because further lowering \( V_{DD} \) violates the assumption of large \( V_{ds} \) and make the reproducibility worse. From energy efficiency measurement results in Figure 4.12, the optimal efficiency occurs
Figure 4.9: Measured bit error rates and percentage of flipping bits across temperature variations.

Figure 4.10: Measured bit error rates and percentage of flipping bits across $V_{DD}$ variations.
at 0.8V with 1.5fJ/b core power and 52fJ/b total power for the DNW version. Table 4.1 summarizes measurement results for both PUF versions and compares them to state-of-the-art “weak” PUFs.

To further improve reproducibility, masking technique is commonly employed to filter out unstable bits (dark bits). Conventional approaches include: 1) finding unstable bits by many evaluations at room temperature [27], which often misses bit flips due to temperature variations; and 2) finding unstable bits by sweeping temperature [24], which incurs high testing cost. This work uses external control of the PMOS n-well voltage (connected to \( V_{DD} \) during normal operation) to generate threshold voltage shifts and emulate temperature changes. The PMOS threshold voltage affects both amplifier gain and the switching voltage, and as the input transistor, offers a larger impact than NMOS body biasing. The n-well body bias is swept at room temperature, avoiding the high costs of actual temperature sweeping. The percentage of bits that are marked as unstable at room temperature is shown in Figure 4.13, which increases as body biasing become stronger. Without n-well body biasing, masking only improves BER at -40 and 120\(^\circ\)C by 15.6% compared to no masking. As shown in Figure 4.14, the new body biasing technique improves BER by up to
Figure 4.12: Measured PUF efficiency across $V_{DD}$.

60% with ±0.3V body bias applied during initial room temperature testing.

4.4 Summary

As shown in Table 4.1, the proposed 2T PUF breaks the conventional trade-off between reproducibility, energy and area and achieves optimal all-around performance. The sub-threshold 2T structure is employed as both process variation generator and amplifier, which removes the extra power and area cost of shared quantizers and achieves optimal noise tolerance and reproducibility across V/T variations. The design can be readily used for chip identification and secret key storage applications. Its low-power and high-efficiency operation makes it suitable for IoT applications.
Figure 4.13: Percentage of masked bits at room temperature.

Figure 4.14: Bit error rates improvement at extreme temperatures as a function body bias applied during initial testing at room temperature.
Table 4.1: Summary of measurement results and a comparison with state-of-the-art silicon weak PUFs.

<table>
<thead>
<tr>
<th>Tested Operating Conditions</th>
<th>Temp (ºC)</th>
<th>Supply (V)</th>
<th>Bit Errors per 10ºC</th>
<th>Bit Errors per 0.1V</th>
<th>Bit Rate (Mb/s)</th>
<th>PUF Core Energy (fJ/bit)</th>
<th>Norm. Inter-PUF Hamming Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-40~120</td>
<td>0.8~1.8</td>
<td>0.21%</td>
<td>0.29%</td>
<td>4832 @ 1.2V</td>
<td>13.5 @ 1.2V</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>-25~85</td>
<td>-</td>
<td>0.15%</td>
<td>-</td>
<td>1.92</td>
<td>1.71 @ 0.8V</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>25~85</td>
<td>0.7~1</td>
<td>0.47%</td>
<td>0.17%</td>
<td>-</td>
<td>11.3 @ 1.2V</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>0~80</td>
<td>0.6~1.2</td>
<td>0.44%</td>
<td>-</td>
<td>10.2</td>
<td>1.51 @ 0.8V</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>25~50</td>
<td>0.7~0.9</td>
<td>-</td>
<td>0.49%</td>
<td>-</td>
<td>-</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>0~80</td>
<td>0.9~1.2</td>
<td>-</td>
<td>0.49%</td>
<td>2000</td>
<td>-</td>
<td>0.499</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>180nm</td>
<td>45nm</td>
<td>65nm</td>
<td>65nm</td>
<td>22nm</td>
<td>130nm</td>
<td></td>
</tr>
<tr>
<td>PUF Cell Area/Bit (F²)</td>
<td>782</td>
<td>553</td>
<td>2613</td>
<td>6036</td>
<td>756</td>
<td>9628</td>
<td>1092</td>
</tr>
<tr>
<td>Total Area/Bit (F²)</td>
<td>1082</td>
<td>843</td>
<td>-</td>
<td>~36450</td>
<td>1756</td>
<td>-</td>
<td>1767</td>
</tr>
<tr>
<td>Native Unstable Bits (# of evaluations)</td>
<td>1.73% (2000)</td>
<td>1.67% (2000)</td>
<td>-</td>
<td>1.73% (400)</td>
<td>6.54% (500)</td>
<td>30% (5000)</td>
<td>-</td>
</tr>
<tr>
<td>Native Unstable Bits (# of Majority voting)</td>
<td>0.69% (TMV 11)</td>
<td>0.50% (TMV 11)</td>
<td>-</td>
<td>-</td>
<td>2% (TMV 11)</td>
<td>3% (TMV 15)</td>
<td>-</td>
</tr>
<tr>
<td>Bit Error Rates (nominal condition)</td>
<td>0.08% (TMV 11)</td>
<td>0.13% (TMV 11)</td>
<td>0.1% a</td>
<td>-</td>
<td>-</td>
<td>8.3% 0.97% d</td>
<td>3.04%</td>
</tr>
</tbody>
</table>

Note:

- a. With 2-bit glitch detection
- b. Comparator is re-calibrated manually at each temperature
- c. Using off-chip ADC
- d. After burn-in, 15-bit temporal majority voting
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CHAPTER 5

Physically Unclonable Function for Robust Chip Authentication

5.1 Introduction

Chapter 4 introduces the concepts of physically unclonable functions (PUFs) and two types of them: “strong” and “weak” PUFs. In this chapter, a “strong” PUF design is proposed as a secure method for chip authentication in insecure environments [23, 29, 30].

Conventional authentication methods using secret keys, digital signatures, and encryption have high computational expense and are vulnerable to tampering attacks[30]. PUFs address this by generating their secret, unique challenge/response pairs (CRPs) using process variation, thus eliminating the expense of programming a secret key and the risk of compromising the stored data [23, 29, 30]. In addition, PUFs rely on hardware intrinsic variations to provide one-way function, which is completely different from mathematical hard-to-solve problems and ideally can be more difficult to attack. A basic PUF-based authentication protocol consists of two phases as illustrated in Figure 5.1. Enrollment happens in a secure environment where a known chip (♯2435 in our example) is interrogated with a large number of random challenges and the resulting CRPs are stored. After the device is deployed in an untrusted environment, a chip claiming to be ♯2435 is interrogated with a small subset of the stored challenges and the chips response is verified against golden values. If Chip ♯2435 was swapped with a fraudulent one, its response would not match and authentication would fail. It is critical that each verification attempt uses a new subset of stored challenges. Hence, illicit observation of previously used CRPs is harmless since each CRP is used only once. This is a key differentiator from “weak” PUFs, or chip IDs, which are considered PUFs
with only a limited CRP space. In such a case any observation in an untrusted environment of Chip $\sharp 2435$’s chip ID allows a malicious chip to impersonate Chip $\sharp 2435$ by storing and reporting the observed PUF response (chip ID).

Silicon PUFs have been proposed based on variations in gate and interconnect delay [31], ring oscillator frequency [14], and inverter maximum gain point [27]. Due to the sensitivity of device parameters to operating conditions (temperature, voltage, wearout), the PUF output may change between interrogations, manifesting as BER and possible authentication failures. Stabilizing approaches to address this includes majority voting, burn-in, ECC, and masking [23, 27, 29, 30]. However, these all require additional testing and calibration efforts for each chip.

This work presents a PUF based on multi-edge oscillation collapse in a ring-oscillator (RO). The PUF is validated in 40nm CMOS, featuring: (1) BER remains $< 10^{-8}$ across -25 to 125°C and 0.7 to 1.2V; (2) Average inter-chip hamming distance is 0.5007; (3) The all-digital design occupies $845\mu m^2$ and requires no calibration. In this chapter, the concept and implementation of using frequency collapse in an even-stage RO for “strong” PUF is described in Section 5.2; measurement results of 40nm test chip are provided in Section 5.3; and the work is summarized in Section 5.4.
5.2 Frequency Collapse based Physically Unclonable Function

The proposed PUF design translates physical variation to a digital output by injecting 2 edges into an even-stage RO (Figure 5.2). The two injected edges travel entirely different paths and hence accumulate delay cell mismatch, causing one edge to overtake the other and collapsing the oscillation. Depending on which path is faster, the output settles to either 0 or 1. Noise averaging along the paths of the two edges aids stability, which is further enhanced by simple dynamic thresholding based on cycles to collapse.

For the proposed structure to respond to a large set of challenges, each stage in the RO is selected from 8 identical delay cells (Figure 5.3). By selecting from 8 cells in each stage (3 bits of the challenge), rather than 2 cells (1 bit), the RO length is shortened, making the difference between the 2 paths larger (less averaging) and the output value more robust. To further increase response stability, we add a footer to each delay cell and bias it in near-threshold to ensure that the variation of the footer NMOS dominates the total delay. A CTAT is used to generate the bias voltage on-chip, which performs a first-order temperature compensation of the footer current to reduce the PUF temperature sensitivity. The RO and control logic is reset during the positive phase of the clock (CLK) with the PUF output generated during the negative phase.

Bit stability is an essential property for a reliable PUF. Modeling and measurement reveal that the number of cycles to collapse follows an inverse Gaussian distribution (see Chapter 2). Responses generated by slower frequency collapse have much larger average BER. This is expected
since a slow collapse results from the two paths having nearly matched delay, making it more likely that the response is determined by noise, not process variation. Therefore, we implement a simple yet effective dynamic thresholding technique based on the number of cycles to collapse. A 9-bit counter in the PUF control logic (Figure 5.3) records the number of cycles to collapse. A counter bit is then used to determine if the count exceeds the set threshold (output OVERFLOW), in which case the PUF output is discarded.

Figure 5.4 shows the overall authentication protocol. During enrollment, a chip is interrogated; only CRPs with a collapse cycle smaller than the threshold are recorded. During verification, the chip is interrogated with a stored challenge. If the collapse count is larger than the threshold, the CRP is skipped and the next stored CRP is used. If the collapse count is smaller than threshold, the response is checked against the stored golden CRP. The process is repeated until either a response does not match and the authentication is rejected, or a sufficient number of CRPs match and the authentication is approved.
Figure 5.4: A basic PUF authentication protocol employing the dynamic thresholding technique.

5.3 Measurement Results

The proposed PUF is implemented in 40nm CMOS technology and a micrograph of the test chip is shown in Figure 5.5. Measurement results confirms the relationship between collapse time and bit error rate as illustrated in Figure 5.6. Thanks to the runtime indicator, unreliable PUF responses can be discarded in the runtime with dynamic thresholding. As shown in Figure 5.7, this technique dramatically reduces the bit-error rates (BER) in worst-case operating conditions (-25°C, 0.7V $V_{DD}$) from 9% to 0.002% with a threshold value of 32, or down to 0 with a threshold value of 16. Smaller thresholds provides lower BER at the cost of more discarded CRPs and more evaluations during enrollment and verification. However, even at a threshold of 16, the total discarded CRPs is an acceptable 34%, of which 80% is discarded during the initial enrollment phase. Also, PUF throughput is not necessarily reduced with a smaller threshold because the
global clock can run faster due to faster collapse. Note also that unlike other stabilization methods in [27, 30], the proposed dynamic thresholding does not require any extra testing effort before each authentication.

Inter-chip and intra-chip Hamming distances (HD) are the other important metrics for a PUF, quantifying spatial uniqueness and temporal stability, respectively. Inter-chip HD are measured across 20 dies with 1000 challenges (Figure 5.8). Outputs are grouped into 100-bit keys; keys from different dies but the same challenge sets are compared in all possible pairs. Average normalized HD is 0.5007 (σ = 0.0627), very close to the ideal value of 0.5, which gives maximum uniqueness. Intra-chip Hamming distance is measured using 5000 challenges with each challenge evaluated 1000 times. The average intra-chip HD is 0.0101 (σ = 0.0635) at nominal conditions without dynamic thresholding. After applying dynamic thresholding with a threshold value of 16, the BER and intra-die HD remain 0. Even without thresholding, a 50× mean value separation between inter and intra-die HD is sufficient to authenticate a PUF with a failure probability as low as $1.2 \times 10^{-30}$ (assume 109 chips, 256-bit response and a tolerance of 15 error bits) [23]. In this case, false alarm rate (FAR) and false detection rate (FDR) are $1.16 \times 10^{-39}$ and $2 \times 10^{-73}$, respectively. Moreover, average HD between responses of different challenges on same die is 0.4722 (σ = 0.0496), showing good uniqueness among CRPs (Figure 5.8, upper right). Measurement results

Figure 5.5: Die micrograph of 40nm CMOS PUF test chip.
Figure 5.6: Measured distribution of cycles to collapse and its relation with bit error rates.

Figure 5.7: Measured distribution of cycles to collapse and its relation with bit error rates.

also show that autocorrelation of PUF responses is 0.0283 with 95% confidence (Figure 5.8, lower right).

A PUF will experience significant operating condition variations in a host device, especially
for Internet-of-Things devices. For secure authentication, bit flipping due to varying environments should be minimized. Thanks to the current-starved delay cells, CTAT bias voltage, and dynamic thresholding, the proposed PUF maintains a $< 10^{-8}$ BER across 25 to 125$^\circ$C and 0.7 to 1.2V ranges with the golden CRPs generated at nominal 25$^\circ$C and 0.9V (Figure 5.9). The percentage of discarded CRPs at different combination of voltage and temperature conditions are plotted in Figure 5.9 as well.

In 40nm CMOS, the PUF generates response bits at $\sim 1.6Mb/s$ while consuming 28.4$\mu W$. The design occupies only 845$\mu m^2$ to provide around $5.5 \times 10^{28}$ possible CRPs after thresholding. Figure 5.1 summarizes the PUF measurement results and compares it to prior arts.
In summary, a “strong” PUF based on frequency collapse in even-stage ring oscillators is presented to improve the reproducibility of “strong” PUFs. The collapse time serves as a runtime indicator of the confidence level of the current PUF response and enables a dynamic thresholding technique that significantly improves the bit error rate of the PUF across wide temperature and voltage variations (25 to 125°C and 0.7 to 1.2V). The dynamic thresholding technique also reduces error correction computation and memory cost compared to conventional stabilizing techniques. The high reproducibility also significantly relieves one constraints in protocol designs of using PUFs for authentication and secret key storage.
Table 5.1: Summary of measurement results and a comparison with state-of-the-art silicon PUF and chip ID designs.

<table>
<thead>
<tr>
<th>Technology</th>
<th>This work (25°C, 0.9V core supply)</th>
<th>JSSC 11 [30]</th>
<th>VLSI 04 [23]</th>
<th>DAC 07 [29]</th>
<th>ISSCC 14 [27]</th>
<th>VLSI 10 [31]</th>
<th>JSSC 08 [28]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>Digital</td>
<td>Analog</td>
<td>Digital</td>
<td>Synthesized</td>
<td>Digital</td>
<td>Digital</td>
<td>Digital</td>
</tr>
<tr>
<td>Number of possible CRPs</td>
<td>~5.5×10^28</td>
<td>10^25</td>
<td>1.4×10^20</td>
<td>523776</td>
<td>1 (Chip ID)</td>
<td>1 (Chip ID)</td>
<td>1 (Chip ID)</td>
</tr>
<tr>
<td>BER in Typical Case</td>
<td>0</td>
<td>0.009%</td>
<td>0.7%</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>3.04%</td>
</tr>
<tr>
<td>Tested Operating Conditions</td>
<td>Temp(°C)</td>
<td>25~125</td>
<td>27~67</td>
<td>-20~120</td>
<td>25~50</td>
<td>0~85</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Supply</td>
<td>0.7~1.2V</td>
<td>±10%</td>
<td>±2%</td>
<td>±10%</td>
<td>0.7~0.9V</td>
<td>±10%</td>
</tr>
<tr>
<td>BER in Worst Case</td>
<td>&lt; 1×10^-8 *</td>
<td>0.1%</td>
<td>4.8%</td>
<td>0.48%</td>
<td>0.97%**</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Bit Rate (Mb/s)</td>
<td>1.6***</td>
<td>0.00625</td>
<td>20</td>
<td>-</td>
<td>2000</td>
<td>625</td>
<td>1</td>
</tr>
<tr>
<td>Core Area (μm^2)</td>
<td>845</td>
<td>35000</td>
<td>-</td>
<td>-</td>
<td>4.66*256b=1193</td>
<td>1242</td>
<td>15288</td>
</tr>
<tr>
<td>Power (μW)</td>
<td>28.4</td>
<td>38</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>212.5</td>
<td>0.137</td>
</tr>
<tr>
<td>Efficiency (pJ/bit)</td>
<td>17.75</td>
<td>6080</td>
<td>-</td>
<td>-</td>
<td>0.19</td>
<td>0.34</td>
<td>1.6</td>
</tr>
<tr>
<td>Stabilizing Method</td>
<td>Dynamic thresholding</td>
<td>Mask</td>
<td>Voting</td>
<td>-</td>
<td>Voting, Burn-in, Mask, ECC</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

* Threshold is 16 for this BER measurement and BER is 0 in 100M bits tested.
** After ECC with BCH code, BER is 0.
*** Effective throughput = Clock frequency × (1 - Percentage of CRPs discarded during evaluation in worst condition).
CHAPTER 6
Exploiting the Analog Properties of Digital Circuits for Malicious Hardware

6.1 Introduction

Hardware is the base of a computing system. All software executes on top of a processor. Software must trust hardware to faithfully implement the instructions. For many types of hardware flaws, software has no way to check if something went wrong [32, 33]. Even worse, if there is an attack in hardware, it can contaminate all layers of a system that depend on that hardware—violating high-level security policies correctly implemented by software.

The trend towards smaller transistors while beneficial for increased performance and lower power, has made fabricating a chip expensive. With every generation of transistor comes the cost of retooling for that smaller transistor. For example, it costs 15% more to setup the fabrication line for each successive process node and by 2020 it is expected that setting-up a fabrication line for the smallest transistor size will require a $20,000,000,000 upfront investment [34]. To amortize the cost of the initial tooling required to support a given transistor size, most hardware companies outsource fabrication.

Outsourcing of chip fabrication opens-up hardware to attack. The most pernicious fabrication-time attack is the dopant-level Trojan [35, 36]. Dopant-level Trojans convert trusted circuitry into malicious circuitry by changing the dopant ratio on the input pins to victim transistors. This effectively ties the input of the victim transistors to a logic level 0 or 1—a short circuit. Converting
existing circuits makes dopant-level Trojans very difficult to detect since there are no added or removed gates or wires. In fact, detecting dopant-level Trojans requires a complete chip delayering and comprehensive imaging with a scanning electron microscope [37]. Unfortunately, this elusiveness comes at the cost of expressiveness. Dopant-level Trojans are limited by existing circuits, making it difficult to implement sophisticated attack triggers [36]. The lack of a sophisticated trigger means that dopant-level Trojans are more detectable by post-fabrication functional testing. Thus, dopant-level Trojans represent an extreme on a tradeoff space between detectability during physical inspection and detectability during testing.

To defend against malicious hardware inserted during fabrication, researchers have proposed two fundamental defenses: 1) use side-channel information (e.g., power and temperature) to characterize acceptable behavior in an effort to detect anomalous (i.e., malicious) behavior [38–41] and 2) add sensors to the chip that measure and characterize features of the chip’s behavior (e.g., signal propagation delay) in order to identify dramatic changes in those features (presumably caused by activation of a malicious circuit) [42–44]. Using side channels as a defense works well against large Trojans added to purely combinational circuits where it is possible to test all inputs and there exists a reference chip to compare against. While this accurately describes most existing fabrication-time attacks, we show that it is possible to implement a stealthy and powerful processor attack using only a single added gate. Adding sensors to the design would seem to adapt the side-channel approach to more complex, combinational circuits, but we design an attack that operates in the analog domain until it directly modifies processor state, without affecting features measured by existing on-chip sensors.

We create a novel fabrication-time attack that is controllable, stealthy, and small. To make our attack controllable and stealthy we borrow the idea of counter-based triggers commonly used to hide design-time malicious hardware [45, 46] and adapt it to fabrication-time. To make our attack small, we replace the hundreds of gates required by conventional counter-based triggers implemented using digital logic with analog components—a capacitor and a few transistors wrapped-up in a single gate. Our attack works by siphoning charge from a target wire every time it toggles and storing that charge in a capacitor. If the wire toggles infrequently, the capacitor voltage stays near zero volts due to natural charge leakage. When the wire toggles frequently, charge accumulates on the capacitor—faster than it leaks away, eventually fully charging the capacitor. When the voltage
on the capacitor rises above a threshold, it deploys the payload—whose output is attached to a flip-flop changing that victim flip-flop to any desired value.

To demonstrate that our attack works for real chips, we implement a privilege escalation attack in the OR1200 [47] open source processor. We attach our capacitor to a signal that infrequently toggles with normal software, but toggles at a high rate with specially-crafted, usermode trigger programs. For our victim flip-flop, we select the privilege bit (i.e., user or supervisor mode). Because the attack taps into both the digital layer and the analog layer, it is unable to be simulated completely using existing tools that operate at only a single layer. As such, we fabricate our malicious processor to verify its end-to-end operation. Experiments with our fabricated malicious processor show that it is trivial for a knowing attacker to activate the attack and escalate the privilege of their unprivileged process—all from usermode code, without operating system intervention. Experiments with an array of embedded systems benchmarks [48] show that it is unlikely that arbitrary software will trigger our attack.

This work presents three contributions:

1. We design and implement the first fabrication-time processor attack that mimics the triggered attacks often added during design time. As a part of our implementation, we are the first to show how a fabrication-time attacker can leverage the empty space common to Application-Specific Integrated Circuit (ASIC) layouts to implement malicious circuits.

2. We are the first to show how an analog attack can be much smaller and more stealthy than its digital counterpart. Our attack diverts charge from unlikely signal transitions to implement its trigger, thus, it is invisible to all known side-channel defenses. Additionally, as an analog circuit, our attack is below the digital layer and missed by functional verification performed on the hardware description language. Moreover, our attack relies on a complex and unlikely analog trigger sequence, thus, it is impractical to simulate at the analog level—which motivated us to fabricate a chip to verify that our attacks worked.

3. We fabricate the first openly malicious processor and then evaluate the behavior of our fabricated attacks across many chips and changes in environmental conditions. We compare these results to SPICE simulation models ¹.

¹We make both the software and hardware code pertaining to A2 publicly available [49].
6.2 Background

The focus of this paper is fabrication-time attacks that leverage analog characteristics of integrated circuits as a trigger. In this section, we start with an overview of the integrated circuit (IC) design process and possible malicious attacks at different phases. Then we discuss the threat model of our proposed attack.

6.2.1 Integrated Circuit Design Process

Figure 6.1 shows the typical design process of integrated circuits [50]. This process often involves collaboration between different parties all over the world and each step is likely done by different teams even if they are in the same company, which makes it vulnerable to malicious attacks by rogue engineers involved in any of the above steps.

6.2.2 Threat Model

It is possible to implement our attack at either the back-end phase or at the fabrication phase. Since it is strictly more challenging to implement attacks at the fabrication phase due to limited information and ability to modify the design compared to the back-end phase, we focus on that threat model.

The attacker starts with a Graphic Database System II (GDSII) file that is a polygon representation of the completely laid-out and routed circuit. This is a very restrictive threat model as it means that the attacker can only modify existing circuits or—as we are the first to show in this paper—add attack circuits to open spaces in the laid-out design. The attacker can not increase the dimensions of the chip or move existing components around. This restrictive threat model also means that the attacker must perform some reverse engineering to select viable victim flip-flops and wires to tap. As detailed in Section 6.6.3, a public specification of the chip to be fabricated makes this process easier. After the untrusted fabrication house completes fabrication, it sends the fabricated chips off to a trusted party for post-fabrication testing. Our threat model assumes that the attacker has no knowledge of the test cases used for post-fabrication testing, which dictates the use of a sophisticated trigger to hide the attack.
Figure 6.1: Typical IC design process with commonly-research threat vectors highlighted in red. The blue text and brackets highlights the party in control of the stage(s).
Leading up to the attacker getting a GDSII file, our threat model assumes that a design house correctly implements the specification for the chip’s behavior in some hardware description language (HDL). Once the specification is implemented in an HDL and that implementation has been verified, the design is passed to a back-end house. Our threat model assumes that the back-end house—who places and routes the circuit—is also trusted. This means that the delivered GDSII file represents a perfect implementation—at the digital level of abstraction—of the chip’s specification. The attacker is free to modify the design at both the digital level by adding, removing, or altering circuits and at the analog level (e.g., increasing electromagnetic coupling of wires through layout or adding analog components).

Note that the chip vendor is free to run any additional tests on the fabricated chip. We assume that the attacker has no knowledge or control about post-fabrication testing. We only assume that testing is bound by the limits of practicality.

6.3 Attack Methods

A hardware attack is composed of a trigger and a payload. The trigger monitors wires and state within the design and activates the attack payload under very rare conditions such that the attack stays hidden during normal operation and testing. Previous research has identified that evading detection is a critical property for hardware Trojans designers [51]. Evading detection involves more than just avoiding attack activation during normal operation and testing though, it includes hiding from visual/side-channel inspection. There is a tradeoff at play between the two in that the more complex the trigger (i.e., the better that it hides at run time), the larger the impact that trigger has on the surrounding circuit (i.e., the worse that it hides from visual/side-channel inspection).

We propose A2, a fabrication-time attack that is small, stealthy, and controllable. To achieve these outcomes, we develop trigger circuits that operate in the analog domain; circuits based on charge accumulating on a capacitor from infrequent events inside the processor. If the charge-coupled infrequent events occur frequently enough, the capacitor will fully charge and the payload is activated, which deploys a privilege escalation attack. We target the privilege bit in a processor, as privilege escalation constitutes a simple payload with maximum capability provided to the attacker. Our analog trigger similar to the counter-based triggers often used in digital triggers, except
using the capacitor has the advantage of a natural reset condition due to leakage.

We create the trigger using a custom analog circuit that a fabrication-time attacker inserts after the entire design has been placed and routed. Compared to traditional digitally described hardware Trojans, our analog trigger maintains a high level of stealth and controllability, while dramatically reducing the impact on area, power, and timing due to the attack. An added benefit of a fabrication-time attack compared to a design time attack (when digital-only triggers tend to get added) is that the fabrication-time attack has to pass through few verification stages.

To highlight the design space of our analog trigger technique, we show how an attacker can connect several simple trigger circuits to create arbitrary trigger patterns to improve secrecy and/or controllability. In addition to the number of stages, we show how an attacker can tune several design parameters to achieve trade-offs between the ease of triggering the payload and its stealthiness, even to the point of creating triggers that can only be expressed under certain process variation and/or environmental conditions. This trade-off space is only possible through the use of an analog-based trigger.

In the following sections, we describe the design and working principles of our analog trigger. We present the designs of both a base single-stage trigger and a more complex, but flexible, multi-stage trigger. We also describe our privilege escalation attack which also has analog components. We conclude with an analysis of how an attacker, bounded by our threat model, would go about attacking a processor.

### 6.3.1 Single Stage Trigger Circuit

Based on our threat model, the high-level design objectives of our analog trigger circuit are as follows:

1. **Functionality:** The trigger circuit must be able to detect toggling events of a target victim wire similar to a digital counter and the trigger circuit should be able to reset itself if the trigger sequence is not completed in a timely manner.

2. **Small area:** The trigger circuit should be small enough to be inserted into the empty space of an arbitrary chip layout after placement and routing of the entire design. Small area overhead also implies better chance to escape detection.
3. Low power: The trigger circuit is always actively monitoring its target signals, therefore power consumption of the design must be minimized to hide it within the normal fluctuations of entire chip’s power consumption.

4. Negligible timing perturbation: The added trigger circuit must not affect the timing constraints for common case operation and timing perturbations should not be easily separable from the noise common to path delays.

5. Standard cell compatibility: Since all digital designs are based on standard cells with fixed cell height, our analog trigger circuit should be able to fit into the standard cell height. In addition, typical standard cells use only metal layer 1\(^2\) for routing while higher metal layers are reserved for connections between cells, therefore it is desirable for the trigger circuit to use only metal layer 1 for easier insertion into final layout and detection more difficult.

To achieve these design objectives, we propose an attack based on charge accumulation inside capacitors. A capacitor acts as a counter which performs analog integration of charge from a victim\(^2\).

\(^{2}\)Several layers of metal wires are used in modern CMOS technologies to connect cells together, lower level metal wires are closer to transistors at bottom and have smaller dimensions for dense but short interconnections, while higher metal layers are used for global routing. The lowest layer of metal is usually assigned as metal layer 1 and higher metal layers have correspondingly larger numbers.
wire while at the same time being able to reset itself through natural leakage of charge. A behavior model of charge accumulation based trigger circuits comprises 2 parts.

1. Charge accumulation: Every time the victim wire that feeds the trigger circuit’s capacitor toggles (i.e., changes value), the capacitor increases in voltage by some $\Delta V$. After a number of toggles, the capacitor’s voltage exceeds a predefined threshold voltage and enables the trigger’s output—deploying the attack payload. The time it takes to activate fully the trigger is defined as trigger time as shown in Figure 6.2. Trigger time equals toggling frequency of input victim wire multiplied by the number of consecutive toggles to fill the capacitor.

2. Charge leakage: A leakage current exists over all time that dumps charge from the trigger circuit’s capacitor, reducing the capacitor’s voltage. The attacker systematically designs the capacitor’s leakage and accumulation such that leakage is weaker than charge accumulation, but just enough to meet some desired trigger time. When the trigger input is inactive, leakage gradually reduces the capacitor’s voltage even eventually disabling an already activated trigger. This mechanism ensures that the attack is not expressed when no intentional attack happens. The time it takes to reset trigger output after trigger input stops toggling is defined as retention time as shown in Figure 6.2.

Because of leakage, a minimum toggling frequency must be reached to successfully trigger the attack. At minimum toggling frequency, charge added in each cycle equals charge leaked away. trigger time is dependent on toggling frequency, lower toggling rate requires more cycles to trigger because more charge is leaked away each cycle, meaning less charge accumulated on the capacitor each cycle. retention time is only dependent on the strength of leakage current. Trigger time and retention time are the two main design parameters in our proposed analog trigger attack circuits that we can make use of to create flexible trigger conditions and more complicated trigger pattern as discussed in Section 6.3.2. A stricter triggering condition (i.e., faster toggling rate and more toggling cycles) reduces the probability of a false trigger during normal operation or post-fabrication testing, but non-idealities in circuits and process, temperature and voltage variations (PVT variations) can cause the attack to fail—impossible to trigger or trivial to accidentally trigger—for some chips. As a result, a trade-off should be made here between a reliable attack that can be expressed in every manufactured chip under varying environmental conditions and a more stealthy attack.
that can only be triggered for certain chips, under certain environmental conditions, and/or very fast toggling rate of trigger inputs generated by software.

To find a physical implementation of the function described previously, we first try a charge pump widely used in phase locked loop (PLL) designs as shown in Figure 6.3. Clk in the figure represents some toggling wire that adds charge to Cap capacitor during positive phase of Clk. The voltage step added to Cap during one positive phase can be calculated as,

\[
\Delta V = \frac{I_{ref} \times T_{positive}}{Cap}
\]  

(6.1)

This implies that the voltage on the cap can exceed a threshold in \( V_{\text{threshold}} / \Delta V \) cycles. Due to our area and power requirements, we need to minimize I_{ref} and Cap size while maintaining an acceptable number of cycles to trigger the attack. There are 3 common methods to implement capacitors in CMOS technology: transistor gate oxide cap (MOS cap), metal-insulator-metal cap (MIM cap) and metal-oxide-metal (MOM cap). The other 2 options require higher metal layers and have less capacitance density, therefore we select the MOS cap option. Given the area constraints, our MOS cap can be at most tens of \( fF \), which means the current reference should be in nA range. Such a current reference is nontrivial to design and varies greatly across process, temperature, and voltage variations. Therefore, we need a new circuit design to solve these problems for a more reliable and stealthy attack. However, the circuit in Figure 6.3 is useful for attacks that wish...
to impact only a subset of manufactured chips or for scenarios where the attacker can cause the victim wire to toggle at a high rate for hundreds of cycles.

A new charge pump circuit specifically designed for the attack purpose is shown in Figure 6.4. Instead of using reference current and positive phase period of $Clk$ to control $\Delta V$, the new scheme uses one additional small unit capacitor $C_{unit}$ to better control the amount of charge dumped on main capacitor each time. During the negative phase of $Clk$, $C_{unit}$ is charged to $V_{DD}$. Then during positive phase of $Clk$, the two capacitors are shorted together, causing the two capacitors to share charges. After charge sharing, final voltage of the two capacitors is the same and $\Delta V$ on $C_{main}$ is as,

$$\Delta V = \frac{C_{unit} \times (V_{DD} - V_0)}{C_{unit} + C_{main}}$$  \hspace{1cm} (6.2)

where $V_0$ is initial voltage on $C_{main}$ before the transition happens. As can be seen, $\Delta V$ is decreasing as the voltage ramps up and the step size solely depends on the ratio of the capacitance of the two capacitors. We can achieve different trigger time values by sizing the two capacitors. Compared to the design in Figure 6.3, the new scheme is edge triggered rather than level triggered so that there is no requirement on the duty cycle of trigger inputs, making it more universal. The capacitor keeps leaking over time and finally $\Delta V$ equals the voltage drop due to leakage, which sets the maximum capacitor voltage.

A transistor level schematic of the proposed analog trigger circuit is shown in Figure 6.5. $C_{unit}$
and $C_{\text{main}}$ are implemented with MOS caps. $M0$ and $M1$ are the 2 switches in Figure 6.4. A detector is used to compare cap voltage with a threshold voltage and can be implemented in two simple ways as shown in Figure 6.6. One option is an inverter, which has a switching voltage depending on sizing of the two transistors and when the capacitor voltage is higher than the switching voltage, the output is 0; otherwise, the output is 1. The other option is a Schmitt trigger, which is a simple comparator with hysteresis. It has a large threshold when input goes from low to high and a small threshold when input goes from high to low. The hysteresis is beneficial for our attack, because it extends both trigger time and retention time.

In practice, all transistors have leakage currents even in their off state and our capacitors are very small, therefore the cap voltage is affected by leakage currents as well. To balance the leakage current through $M0$ and $M1$, an additional leakage path to ground (NMOS $M2$ in Figure 6.5) is added to the design. An attacker must carefully calculate all leakage paths flowing to and out of the capacitor node in order to balance their effects to achieve the trigger time and retention time targets. There are three major leakage paths in our analog trigger design: sub-threshold leakage current through switch $M1$, transistor $M2$, and gate tunneling leakage current (as shown in Figure 6.5). Because leakage currents are sensitive to process, voltage and temperature variations, balancing all the leakage paths is the most challenging part in the implementation of a reliable trigger analog trigger.

For the trigger circuit to work, capacitor voltage without any toggling on its input wire should be low enough to not, in any manufacturing or environmental corner case, be self-triggering. Also, the maximum voltage under the fastest rate of toggling by the victim wire that the attacker can produce must be enough to have a good margin for successful attack, allowing a wider range of acceptable toggling rates that will eventually trigger the attack. These conditions should be met under all PVT variations for a reliable attack, or under certain conditions if attacker only want the attack to be successful under these conditions. No matter what the design target is, minimum voltage should always be kept lower than threshold voltage to avoid exposing the attack in normal use.

A SPICE simulation waveform is shown in Figure 6.7 to illustrate the desired operation of our analog trigger circuit after optimization. The operation is same as the behavioral model that we proposed in Figure 6.2, indicating that we can use the behavior model for system-level attack.
6.3.2 Multi-stage Trigger Circuit

The one-stage trigger circuit described in the previous section takes only one victim wire as an input. Using only one trigger input limits the attacker in two ways:

1. False trigger activations: Because fast toggling of one signal for tens of cycles triggers the single stage attack, there is still a chance that normal operations or certain benchmarks can expose the attack. We can imagine cases where there is only a moderately controllable wire available. A single-stage trigger might be prone to false activations in such a scenario, but a multi-stage trigger could use wires that normally have mutually-exclusive toggle rates as
inputs, making it stealthy and controllable.

2. Software flexibility: Certain instructions are required to cause fast toggling of the trigger input and there is not much room for flexible and stealthy implementation of the attack program. For example, some types of multi-stage triggers could support a wide range of attack programs. This would allow the attacker to repeatedly compromise a victim system.

To make the attack even more stealthy, we note that an attacker can make a logical combination of two or more single-stage trigger outputs to create a variety of more flexible multi-stage analog trigger. Basic operations to combine two triggers together are shown in Figure 6.8. When analyzing the behavior of logic operations on single stage trigger output, it should be noted that the single-stage trigger outputs 0 when trigger condition is met. Thus, for AND operation, the final trigger is activated when either A or B triggers fire. For OR operation, the final trigger is activated when both A and B triggers fire. It is possible for an attacker to combine these simple AND
and OR-connected single-stages triggers into an arbitrarily complex multi-level multi-stage trigger. Figure 6.8 show what such a trigger could look like, creating a two level multi-stage trigger with the logical expression \((OA \& OB) | OC\). This third trigger fires when trigger \(C\) and one of triggers \(A\) or \(B\) fire. Lastly, it is important to note that not only can the inputs \(A\), \(B\), and \(C\) be different, but the internal circuit parameters for each single-stage trigger can also be different (even though we treat them as identical for simplicity).

Due to the analog characteristics of the trigger circuits, timing constraints limit the construction of multi-stage triggers, but also make accidental trigger probability vanishingly rare. A single-stage trigger circuit has two timing parameters, \(\text{trigger time}\) and \(\text{retention time}\). For AND operation, the timing constraint is same as for a single-stage trigger, because only one of the triggers must activate. For OR operation, there are two methods to trigger the attack: 1) alternatively run the instructions to toggle victim wires \(A\) and \(B\) or 2) run the instructions to toggle \(A\) first for enough cycles to activate the trigger and then run the instructions to trigger \(B\). For the first method, the timing constraint is minimum toggling frequency, because adding \(n\) stages reduces the toggling frequency for each trigger circuit by \(n\) times. For the second method, the timing constraint is that \(\text{retention time}\) of the stage \(n\) should be larger than the total \(\text{trigger time}\) of the following stages.

6.3.3 Triggering the Attack

Once the trigger circuit is activated, payload circuits activate hidden state machines or overwrite digital values directly to cause failure or assist system-level attacks. The payload can also be extra delay or power consumption of target wires to leak information or cause failure. For A2, the payload design is independent of the trigger mechanism, so our proposed analog trigger is suitable for various payload designs to achieve different attacks. Since the goal of this work is to achieve a Trojan that is nearly invisible while providing a powerful foothold for a software-level attacker, we couple our analog triggers to a privilege escalation attack [52]. We propose a simple design to overwrite security critical registers directly as shown in Figure 6.9. In any practical chip design, registers have asynchronous set or/and reset pins for system reset. These reset signals are asynchronous with no timing constraints so that adding one gate into the reset signal of one register
Figure 6.9: Design of payload to overwrite register value. Gates in blue lines are inserted for attack.

does not affect functionality or timing constraints of the design. Since the analog trigger circuit output is 0 when activated, we insert an AND gate between the existing reset wire and our victim flip-flop for active-low reset flops and we insert a NOR gate for for active-high set flops. Moreover, because there are no timing constraints on asynchronous inputs, the payload circuit can be inserted manually after final placement and routing together with the analog trigger circuits in a manner consistent with our threat model.

6.3.4 Selecting Victims

It is important that the attacker validate their choice of victim signal; this requires showing that the victim wire has low baseline activity and its activity level is controllable given the expected level of access of the attacker. To validate that the victim wire used in A2 has a low background activity, we use benchmarks from the MiBench embedded systems benchmark suite. We select these benchmarks due to their diverse set of workload characteristics and because they run on our resource-limited implementation. We expect that in a real-world attack scenario, the attacker will validate using software and inputs that are representative of the common case given the end use for the attacked processor. For cases where the attacker does not have access to such software or the attacked processor will see a wide range of use, the attacker can follow A2’s example and use a multi-stage trigger with wires that toggle in a mutually-exclusive fashion and require inputs that are unlikely to be produced using off-the-shelf tools (e.g., GCC).

Validating that the victim wire is controllable requires that the attacker reason about their expected level of access to the end user system for the attacked processor. In A2, we assume that the
attacker can load and execute any unprivileged instruction. This allows us to create hand-crafted assembly sequences that activate the attack—remember that we selected victim wires that off-the-shelf tools will not produce code significantly activates. While this model works for attackers that have an account on the system, attackers in a virtual machine, or even attackers that can convince users to load code, we did not explore the challenges of less controllable attack scenarios. Two examples are triggering the attack from Javascript and triggering the attack situationally (e.g., radar containing the attacked chip senses a certain type of plane). We expect that our attack supports such triggering scenarios as there is no fundamental difference from running handcrafted unprivileged code: executable code contains a multitude of different instructions and different instructions activate different sets of wires in the processor. The difference is just an extra layer of abstraction. One challenge that we anticipate is the extra layer of abstraction will likely reduce the range of activity on potential victim wires. Our experimental results show that the attacker can deal with this by changing parameters of the analog trigger or even through careful use of a multi-stage trigger.
6.4 Implementation

To experimentally verify A2, we implement and fabricate it inside an open source processor with the proposed analog Trojans inserted in 65nm General Purpose (GP) CMOS technology. Because of the time and monetary cost of hardware fabrication, we include multiple attacks in each chip. One set of attacks are Trojans aimed at exposing A2’s end-to-end operation, while the other set of attacks are implemented outside the processor, directly connected to IO pins so that we can investigate trigger behavior directly. In this section, we detail the selection of the trigger and attack payload in an OR1200 processor, the activity trigger insertion flow, and analog trigger testing structures.

6.4.1 Attacking a Real Processor

We implemented a complete open source OR1200 processor [47] to verify our complete attack including software triggers, analog triggers and payload. The OR1200 CPU is an implementation of the 32-bit OR1K instruction set with 5-stage pipeline. The implemented system in silicon consists of OR1200 core with 128B instruction cache and an embedded 128KB main program memory connected through a Wishbone bus. Standard JTAG interface and custom scan chain are implemented to load program, control and monitor the processor.

The OR1K instruction set specifies the existence of a privileged register called the Supervision Register (SR). The SR contains bits that control how the processor operates (e.g., MMUs and caches enabled) and flags (e.g., carry flag). One particular bit is interesting for security purposes; SR[0] controls the privilege mode of user, with 0 denoting user mode and 1 denoting supervisor mode. By overwriting the value of this register, an attacker can escalate a usermode process to supervisor mode as a backdoor to deploy various high-level attacks [51, 52]. Therefore, we make the payload of our attack setting this bit in the SR to 1 to give a usermode process full control over the processor. In order to evaluate both the one-stage and two-stage triggers described earlier, we have our two-stage triggered attack target SR[1]. Normally, this register bit controls whether timer-tick exceptions are enabled, but since our system does not use the timer and SR[1] requires privileged software to change its value, it is a simple way to know if our two-stage attack works.

Our analog trigger circuits require trigger inputs that can have a high switching activity under
certain (attacker) programs, but are almost inactive during testing or common case operation so that the Trojan is not exposed \(^3\). To search for suitable victim wires to serve as trigger inputs, we run a series of programs on the target processor in a HDL simulator, capturing the toggling rates of all wire. Figure 6.10 shows a histogram of wire toggling rates for the basicmath benchmark from MiBench (see Section 6.5). As the figure shows, approximately 3% of total wires in the OR1200 have nearly zero activity rate, which provides a wide range of options for an attacker. The target signals must also be easy to control by attack programs. To find the low activity wires for attacker controllability, we simulate our attack program in the same setup and identify the wires whose toggle rates increased dramatically. In our attack, we select divide by zero flag signal as the trigger for one-stage attack, because it is unlikely for normal programs to continuously perform division-by-zero while it is simple for an attacker to deliberately perform such operations in a tight loop. Fortunately, the OR1200 processor only sets a flag in the SR when a division-by-zero occurs. For the two-stage trigger, we select wires that report whether the division was signed or unsigned as trigger inputs. The attack program alternatively switches the two wires by performing signed, then unsigned division, until both analog trigger circuits are activated, deploying the attack payload. Pseudo codes for both the one-stage and two-stage attack triggering software sequences are shown in Figure 6.11 and Figure 6.12.

Triggering the attack in usermode-only code that does not alert the operating system is only the first part of a successful attack. For the second part, the attacker must be able to verify that the triggering software worked—without risk of alerting the operating system. To check whether the attack is successful, we take advantage of a special feature of some registers on the OR1200: some privileged registers are able to be read by usermode code, but the value reported has some bits redacted. We use this privilege-dependent read behavior as a side-channel to let the attacker’s code know whether it has privileged access to the processor or not.

\(^3\)Exposing the attack during normal operation may be acceptable as non-malicious software does not attempt to access privileged processor state. Additionally, current operating systems blindly trust the processor, so they are likely to miss sporadic privilege escalations.
6.4.2 Analog Activity Trigger

Here we cover the implementation details of our analog triggers. To verify the first-order behavior of our analog trigger circuits, we implement, optimize, and simulate them using a SPICE simulator. Once we achieve the desired trigger behavior in simulation, we implement both the one-stage and two-stage trigger circuits in 65nm GP CMOS technology. Both trigger circuits are inserted into the processor to demonstrate our proposed attack. To fully characterize the performance of the trigger circuits, standalone testing structures are added to the test chip.
Implementation in 65nm GP technology

For prototype purposes, we optimize the trigger circuit towards a reliable version because we can only get a limited number of chips for measurement with no control of process variation and building a reliable circuit under process, temperature, and voltage (PVT) variations is always more challenging than only optimizing for a certain PVT range—i.e., we construct our attacks so that they work in all fabricated processors at all corner-case environments. For robustness, the Schmitt trigger shown in Figure 6.6 is used as detector circuit. Out of the three leakage paths shown in Figure 6.5, gate leakage causes most trouble because it has an exponential dependence on gate voltage, making the leakage much stronger when capacitor voltage ramps up. The gate leakage also has exponential dependence on gate oxide thickness of the fabrication technology, because gate leakage is physically quantum tunneling through gate oxide. Unfortunately, 65nm CMOS technology is not a favorable technology for our attack, because the gate oxide is thinner than older technologies due to dimension scaling and also thinner than latest technologies because high-κ metal gate techniques now being employed to reduce gate leakage (we use 65nm due to its cost savings and it is still a popular process node). Through careful sizing, it’s still possible to design a circuit robust across PVT variations, but this requires trading-off trigger time and retention time as shown in in the simulation waveform of our analog activity trigger depicted in Figure 6.7.

To reduce gate leakage, another solution is to use thick oxide transistors commonly used in IO cells as the MOS cap for $C_{main}$, which shows negligible gate leakage. This option provides larger space for configuration of trigger time and retention time, but requires larger area due to design rules. SPICE simulation results of the trigger circuits are shown in Figure 6.13. A zoomed waveform of the trigger operation is shown in the upper waveform, while the entire operation, including trigger and decay, is shown in the lower plot. A trigger time of 300ns and retention time of 25µs are marked on the waveforms. Trigger circuit using IO device is implemented for two-stage attack and the one without IO device is used for one-stage attack in the system.

We also performed exploratory simulations of our trigger circuits in 65nm Low Power technology, which has significantly less leakage current which is better suited for low power applications. In Low Power technology, no IO device is needed to achieve robust trigger circuits with large trigger time and retention time. Thus, from an attackers perspective, Low Power technology makes
implementing A2 easier and, as detailed in Section 6.5.3, harder to detect.

**Inserting A2 into existing chip layouts**

Since A2’s analog trigger circuit is designed to follow sizing and routing constraints of standard cells and have occupy the area comparable to a single standard cell, inserting the trigger circuit to the layout at fabrication time is not complicated. All digital designs nowadays are based on standard cells and standard cells are placed in predefined rows. In typical placement and routing cases, around 60% to 70% of total area is used for standard cells, otherwise routing can not complete due to routing congestion (our chip is more challenging to attack as it has 80% area utilization). Therefore, in any layout of digital designs, empty space exists. This empty space presents an opportunity for attackers as they can occupy the free space with their own malicious circuit. In our case, we requires as little space as one cell. There are 4 steps to insert a trigger into layout of a design:
Table 6.1: Comparison of area and power between our implemented analog trigger circuits and commercial standard cells in 65nm GP CMOS technology.

1. The first step is to locate the signals chosen as trigger inputs and the target registers to attack. The insertion of A2 attack can be done at both back-end placement and routing stage and fabrication stage. Our attack model focuses on the fabrication stage because it is significantly more challenging and more stealthy compared to attack at back-end stage. The back-end stage attacker has access to the netlist of the design, so locating the desired signal is trivial. But an attack inserted at back-end stage can still be discovered by SPICE simulation and layout checks, though the chance is extremely low if no knowledge about the attack exists and given the limits of current SPICE simulators. In contrast, fabrication time attacks can only be discovered by post-silicon testing, which is believed to be very expensive and difficult to find small Trojans. To insert an attack at during chip fabrication, some insights about the design are needed, which can be extracted from layout or from a co-conspirator involved in design phase, even split manufacturing technique may not prevent the attacker from finding the target wires, as discussed in Section 6.6.3.

2. Once the attacker finds acceptable victim wires for trigger inputs and attack payload target registers, the next step is to find empty space around the victim wire and insert the analog trigger circuit. Unused space is usually automatically filled with filler cells or capacitor cells by placement and routing tools. Removing these cells will not affect the functionality or

<table>
<thead>
<tr>
<th>Function</th>
<th>Drive Strength</th>
<th>Width†</th>
<th>AC Power†</th>
<th>Standby Power†</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAND2</td>
<td>X1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>NAND2</td>
<td>X4</td>
<td>3</td>
<td>3.7</td>
<td>4.1</td>
</tr>
<tr>
<td>NAND2</td>
<td>X8</td>
<td>5.75</td>
<td>7.6</td>
<td>8.1</td>
</tr>
<tr>
<td>DFF with Async Set</td>
<td>X1</td>
<td>6.25</td>
<td>12.7</td>
<td>2.9</td>
</tr>
<tr>
<td>DFF with Async Set</td>
<td>X4</td>
<td>7.25</td>
<td>21.8</td>
<td>6.8</td>
</tr>
<tr>
<td>DFF with Async Reset</td>
<td>X1</td>
<td>6</td>
<td>12.7</td>
<td>2.6</td>
</tr>
<tr>
<td>DFF with Async Reset</td>
<td>X4</td>
<td>7.75</td>
<td>21.8</td>
<td>7.2</td>
</tr>
<tr>
<td>DFF with Async Set and Reset</td>
<td>X1</td>
<td>7.5</td>
<td>14.5</td>
<td>3.3</td>
</tr>
<tr>
<td>DFF with Async Set and Reset</td>
<td>X4</td>
<td>8.75</td>
<td>23.6</td>
<td>8.1</td>
</tr>
<tr>
<td>Trigger w/o IO device</td>
<td>-</td>
<td>8</td>
<td>7.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Trigger w/ IO device</td>
<td>-</td>
<td>13.5</td>
<td>0.08</td>
<td>0.08</td>
</tr>
</tbody>
</table>

* DFF stands for D Flip Flop.
† Normalized values
timing, because they are inserted as the last step after all connectivity and timing checks. Because the layout of trigger circuit only uses metal 1, inserting it to unused space will not block routed signals because metal 1 is barely used for global routing.

3. To insert the attack payload circuit, the reset wire needs to be cut as discussed in Section 6.3.3. It has been shown that timing of reset signal is flexible, so the \textit{AND} or \textit{OR} gate only need to be placed somewhere close to the reset signal. Because the added gates can be a minimum strength cell, their area is small and finding space for them is trivial.

4. The last step is to manually do the routing from trigger input wires to analog trigger circuit and then to the payload circuits. There is no timing requirement on this path so that the routing can go around existing wires at same metal layer (jogging) or jump over existing wires by going to another metal layer (jumping), in order to ensure connection without shorting or design rule violation. If long and high metal wires become a concern of the attacker due to potential easier detection, repeaters (buffers) can be added to break long wire into small sections. Adding repeaters also reduces loading on the trigger input wire so that impacts on timing of original design is minimized. Furthermore, it is also possible that the attacker can choose different trigger input wires and/or payload according to the existing layout of the target design. This is possible because the proposed attack can be used to build variants of system level attacks.

In our OR1200 implementation, finding free space to insert the charge pump is trivial, even with the design’s 80% area utilization, because the charge pump is small and there is no timing requirement on the attack circuits, affording us the freedom to distribute our attack components over a wide area of the chip. In our implementation, the distance between trigger and victim flip-flop is in near the mean of all interconnects. Connecting our attack components does require some jogging and jumping for the connections, but this is a common routing technique in commercial settings, so the information leaked by such wires is limited.

In A2, we select the victim processor and we also synthesize the chip. This means that we can bridge the semantic gap between names (and by extension functionality) at the hardware description level and traces in the mask. This level of information is representative of what back-end design house attackers would have. We also expect that it is possible for a foundry-level attacker
to implement A2. This is more difficult because a foundry-level attacker only has access to the chip layout. To accomplish the attack, the attacker must be able to identify a victim wire and to identify the victim flip-flop. Viable victim wires must have a low baseline rate of activity (given the expected use of the processor) and be controllable by the attacker to have a high enough activity to fill the trigger’s capacitor. We observe that for processors, the existence of such a wire is not an issue. For the attacker to identify the wire, they must convert the chip layout back in to a purely digital representation, i.e., the structural netlist. Fortunately, this is an existing part of the back-end house design process known as Physical Verification. Thus, a foundry-level attacker can also use such a tool to obtain a netlist of the chip suitable for digital simulation. Once an attacker can simulate a chip, finding a suitable victim wire is a matter of simulating the expected workload and possible attack triggers; this is how we found viable victims for A2. Identifying the desired victim flip-flop in the generated netlist is challenging due to the lack of meaningful names. For A2, we are able to identify the victim flip-flop in a netlist with no meaningful names by writing test cases that expose the flip-flop by making it change value at a series of specific clock cycles.

**Side-channel information**

For the attack to be stealthy and defeat existing protections, the area, power and timing overhead of the analog trigger circuit should be minimized. High accuracy SPICE simulation is used to characterize power and timing overhead of implemented trigger circuits. Comparisons with several variants of NAND2 and Dflip – flop standard cells from commercial libraries are summarized in Table 6.1. The area of the trigger circuit not using IO device is similar to a X4 strength Dflip – flop. Using an IO device increases trigger circuit size significantly, but area is still similar to the area of 2 standard cells, which ensures it can be inserted to empty space in final design layout. AC power is the total energy consumed by the circuits when input changes, the power numbers are simulated by doing SPICE simulation on a netlist with extracted parasitics from our chip layout. Standby power is the power consumption of the circuits when inputs are static and comes from leakage current of CMOS devices.

In A2, the analog trigger circuit is directly feeds off of the victim wire, which is the only part in the attack that creates a timing disturbance to the original design. Before and after inserting the A2, we extract parasitics from the layouts to do high accuracy simulation of the victim wire’s
delay. Results show that rising and falling delay before trigger insertion are 19.76\(ps\) and 17.18\(ps\) while those after trigger insertion are 20.66\(ps\) and 18.45\(ps\). Extra delay is 1.2\(ps\) on average, which is the timing overhead of the attack. 1.2\(ps\) is only 0.33\% of 4\(ns\) clock period and well below the process variation and noise range. Besides, in practical measurement, 1.2\(ps\) is nearly impossible to measure. unless high resolution time to digital converter is included on chip, which is impractical due to its large area and power overhead.

**Comparison to digital-only attacks**

If we look at a previously proposed, digital only and smallest implementation of a privilege escalation attack [51], it requires 25 gates and 80\(\mu m^2\) while our analog attack requires as little as one gate for the same effect. Our attack is also much more stealthy as it requires dozens of consecutive rare events, where the other attack only requires two. We also implement a digital only, counter-based attack that aims to mimic our A2. The digital version of A2 requires 91 cells and 382\(\mu m^2\), almost two orders-of-magnitude more than the analog counterpart. These results demonstrate how analog attacks can provide attackers the same power, control, and more stealthiness as existing digital attacks, but at a much lower cost.

**Trigger characterization**

To fully characterize the fabricated trigger circuit, a standalone testing structure as shown in Figure 6.14 is included in the test chip. A digital clock divider and duty cycle controller takes parameters from the scan chain to generate a simulated victim wire for the trigger. A feedback loop connected to an AND gate is used to stop the trigger input when the trigger output is activated. A counter counts the number of transitions of the trigger input. It stops when the trigger output is activated. The counter value is read out using the scan chain. Combining the count, clock frequency and clock divider ratio (i.e., the toggle rate of the victim wire), we can calculate the trigger time. After the trigger activates and victim wire stops toggling due to the AND gate, the capacitor voltage will slowly leak away until the trigger is deactivated. Once it is deactivated, the counter will restart. By taking readings fast, we can roughly measure the time interval between counter stops and restarts, which is the retention time of the trigger circuit.
6.5 Evaluation

We perform all experiments with the fabricated 2.1mm$^2$ malicious OR1200 processor in 65nm CMOS technology. Figure 6.15 shows this processor, including where the different functional blocks are located within the processor. Figure 6.15 also shows where we add A2, with two levels of zoom to aide in understanding the challenge of identifying A2 in a sea of non-malicious logic. In fact, A2 occupies less than 0.08% of the chip’s area. Our fabricated chip actually contains two sets of attacks: the first set of attacks are one and two-stage triggers baked-in to the processor that we use to assess the end-to-end impact of A2. The second set of attacks exist outside of the processor and are used to fully characterize A2’s operation.

We use the testing setup shown in Figure 6.16 to evaluate our attacks’ response to changing environmental conditions and a variety of software benchmarks. The chip is packaged and mounted on a custom testing PCB to interface with personal computer. We use the LabVIEW program to control a digital interface card that reads and writes from the chip through a custom scan chain interface. The scan chain interface enables us to load programs to the processor’s memory and also to check the values of the processor’s registers. The testing board is kept in a temperature chamber to evaluate our attacks under temperature variations. To clock the processor, we use an on-chip clock generator that generates a 240MHz clock at the nominal condition (1V supply voltage and 25°C). We use a programmable clock divider to convert the 240MHz clock into the desired clock frequency for a given experiment.
Figure 6.15: Die micrograph of analog malicious hardware test chip with a zoom-in layout of inserted A2 trigger.

Figure 6.16: Testing setup for test chip measurement.
6.5.1 Does the Attack Work?

To prove the effectiveness of A2, we evaluate it from two perspectives. One is a system evaluation that explores the end-to-end behavior of our attack by loading attack-triggering programs on the processor, executing them in usermode, and verifying that after executing the trigger sequence, they have escalated privilege on the processor. The other perspective seeks to explore the behavior of our attacks by directly measuring the performance of the analog trigger circuit, the most important component in our attack, but also the most difficult aspect of our attack to verify using simulation. To evaluate the former, we use the in-processor attacks and for the later, we use the attacks implement outside the processor with taps directly connected to IO pins.
System attack

Malicious programs described in Section 6.4.1 are loaded to the processor and then we check the target register values. In the program, we initialize the target registers SR[0] (the mode bit) to user mode (i.e., 0) and SR[1] (a free register bit that we can use to test the two-stage trigger) to 1. When the respective triggers deploys the attack, the single-stage attack will cause SR[0] to suddenly have a 1 value, while the two-stage trigger will cause SR[1] to have a 0 value—the opposite of their initial values. Because our attack relies on analog circuits, environmental aspects dictate the performance of our attack. Therefore, we test the chip at 6 temperatures from $-25^\circ C$ to $100^\circ C$ to evaluate the robustness of our attack. Measurement results confirm that both the one-stage and two-stage attacks in all 10 tested chips successfully overwrite the target registers at all temperatures.

Analog trigger circuit measurement results

Using the standalone testing structure shown in Figure 6.14, number of cycles until trigger and retention time can be characterized. We use the 240MHz on-chip clock to simulate the toggling of a victim wire that feeds the trigger circuits under test. To show how our attack triggers respond to a range of victim activity levels, we systematically sweep clock division ratios which simulates a similar range of victim wire activities.

Figure 6.17 shows the measured distribution of retention time and trigger cycles at 3 different trigger toggle frequencies across 10 chips. The results show that our trigger circuits have a regular behavior in the presence of real-world manufacturing variances, confirming SPICE simulation results. retention time at the nominal condition (1V supply voltage and $25^\circ C$) is around 1µs for trigger with only core devices and 5µs for attacks constructed using IO devices. Compared to SPICE simulation results, in Figure 6.7 and Figure 6.13, trigger without IO devices has close results while trigger with IO device shows 4 times smaller retention time than simulations suggest. This is reasonable because gate leakage of IO devices is negligible in almost any designs and the SPICE model is a rough estimation. Table 6.2 provides the number of cycles until triggering for both trigger circuits (i.e., with and without IO devices) from fabricated chip measurements and SPICE simulations to validate the accuracy of simulation. An attacker wants the simulator to be as
<table>
<thead>
<tr>
<th>Trigger Circuit</th>
<th>Toggle Rate (MHz)</th>
<th>Measured (10 chip avg)</th>
<th>Simulated (Typical corner)</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o IO device</td>
<td>120.00</td>
<td>7.4</td>
<td>7</td>
</tr>
<tr>
<td>w/o IO device</td>
<td>34.29</td>
<td>8.4</td>
<td>8</td>
</tr>
<tr>
<td>w/o IO device</td>
<td>10.91</td>
<td>11.6</td>
<td>10</td>
</tr>
<tr>
<td>w/ IO device</td>
<td>120.00</td>
<td>12.6</td>
<td>14</td>
</tr>
<tr>
<td>w/ IO device</td>
<td>9.23</td>
<td>11.6</td>
<td>13</td>
</tr>
<tr>
<td>w/ IO device</td>
<td>1.88</td>
<td>13.5</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison of how many cycles it takes to activate fully the trigger for our fabricated chip (Measured) and for HSPICE (Simulated) versions of our analog trigger circuit.

accurate as possible as the cost and time requirement of fabricating test chips make it impractical to design analog attacks without a reliable simulator. Fortunately, our results indicate that SPICE is capable at providing results of sufficient accuracy for these unusual circuits based on leakage currents.

To verify the implemented trigger circuits are robust across voltage and temperature variations (as SPICE simulation suggests), we characterize each trigger circuit under different supply voltage and temperature conditions. Figure 6.18 and Figure 6.19 show how many cycles it takes (on average) for each trigger circuit to activate fully when the simulated victim wires toggles between 46MHz and 120MHz, when the supply voltage varies between 0.8V and 1.2V, and when the ambient temperature varies between −25°C and 100°C.

As expected, different conditions yield different minimum toggling rates to activate the trigger. It can be seen that temperature has a stronger impact on our trigger circuit’s performance because of leakage current’s exponential dependence on temperature. At higher temperature, more cycles are required to trigger and higher switching activity is required because leakage from capacitor is larger. The exception to this happens with the trigger constructed using IO devices, at very low temperature. In this case, leakage currents are so small that the change in trigger cycles comes mainly from the setup time of Schmitt trigger, higher toggling inputs spend more cycles during the setup time. SPICE simulation predicts these results as well.

Lastly, once the trigger activates, it will only remain in the activated state for so long, barring continued toggling from the victim wire. The window of time that a trigger stays activated is critically important for series-connected multi-stage trigger circuits. This window is also controlled by manufacturing variances and environmental conditions. Variation of retention time across −25°C
Figure 6.18: Measured trigger cycles under different input frequency at different supply voltages.
Figure 6.19: Measured trigger cycles under different input frequency at different ambient temperatures.
to 100°C is plotted in Figure 6.20, which shows that the retention time of both trigger circuits is long enough to finish the attack across wide temperature range. Trigger circuits constructed with IO devices have a larger dependence on temperature because of different temperature dependencies for different types of devices. The variation of *cycles until triggering* and *retention time* across PVT variations implies the possibility that an attacker can include the environmental condition as part of the trigger. For example, a low activity trigger input can only trigger the attack at low temperatures according to the measurement results; great news if you want your attack to work in the North Pole, but not the tropics. Attackers can also tune the circuits towards stricter requirement to trigger so that the attack is never exposed at higher temperatures to further avoid detections.

### 6.5.2 Is the Attack Triggered by Non-malicious Benchmarks?

Another important property for any hardware Trojan is not exposing itself under normal operations. Because A2’s trigger circuit is only connected to the trigger input signal, digital simulation of the design is enough to acquire the activity of the signals. However, since we make use of analog characteristics to attack, analog effects should also be considered as potential effects to accidentally trigger the attack. Therefore, we ran 5 selected programs from the MiBench embedded systems benchmark suite. We select MiBench [48] because it targets the class of processor that best fits the OR1200 and it consists of a set of well-understood applications that are popular system performance benchmarks in both academia and in industry. MiBench consists of 31 applications, spread across 6 resource-usage-based classes. To validate that A2’s trigger avoids spurious activations from a wide variety of software, we select 5 benchmark applications from MiBench, each from a different class. This ensures that we thoroughly test all subsystems of the processor—exposing likely activity rates for the wires in the processor. Again, in all programs, the victim registers are initialized to opposite states that A2 puts them in when its attack is deployed. The processor runs all 5 programs at 6 different temperatures from −25°C to 100°C. Results prove that neither the one-stage nor the two-stage trigger circuit is exposed when running these benchmarks across such wide temperature range.
6.5.3 Existing Protections

Existing protections against fabrication-time attacks are mostly based on side-channel information, e.g., power, temperature, and delay. In A2, we only add one gate in the trigger, thus minimizing power and temperature perturbations caused by the attack.

Table 6.3 summarizes the total power consumption measured when the processor runs our five benchmark programs, at the nominal condition (1V supply voltage and 25°C). A Keithley 2400 sourcemeter is used to measure the power consumption of the processor, which can measure down to 1µA in our measurement range. All the values in Table 6.3 are average values across the entire program execution. The variation of power consumption in all cases are limited to ±3µW. Direct measurement of trigger circuit power is infeasible in our setup, so simulation is used as an estimation. It was shown earlier that SPICE model matches measurement results in terms of trigger performance. Simulated trigger power consumption in Table 6.1 translates to 5.3nW and 0.5µW for trigger circuits constructed with and without IO devices. These numbers are based on the assumption that trigger inputs keep toggling at 1/4 of the clock frequency of 240MHz, which is the maximum switching activity that our attack program can achieve on the selected victim wire.

Figure 6.20: Measured retention time of analog trigger circuits across temperatures.
<table>
<thead>
<tr>
<th>Program</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standby</td>
<td>6.210</td>
</tr>
<tr>
<td>Basic math</td>
<td>23.703</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>16.550</td>
</tr>
<tr>
<td>FFT</td>
<td>18.120</td>
</tr>
<tr>
<td>SHA</td>
<td>18.032</td>
</tr>
<tr>
<td>Search</td>
<td>21.960</td>
</tr>
<tr>
<td>Single-stage Attack</td>
<td>19.505</td>
</tr>
<tr>
<td>Two-stage Attack</td>
<td>22.575</td>
</tr>
<tr>
<td>Unsigned Division</td>
<td>23.206</td>
</tr>
</tbody>
</table>

Table 6.3: Power consumption of our test Chip running a variety of benchmark programs.

In the common case of non-attacking software, the switching activity is much lower—approaching zero—and only lasts a few cycles so that the extra power due to our trigger circuit is even smaller. In our experiments, the power of the attack circuit is orders-of-magnitude less than the normal power fluctuations that occur in a processor while it executes different instructions.

Besides side-channel information leaked by attack circuit itself, parasitic impacts of attack circuits on original design should also be considered. Adding new transistors around existing ones introduces negligible differences to the existing devices, because manufacturing steps like doping, lithography, and planarization are well controlled in modern CMOS IC manufacturing through the use of dummy doping/poly/metal fill. This fill maintains a high density of materials over large windows. The tiny inserted A2 trigger will not significantly change the overall density in a window and therefore does not cause systematic device variations. Besides, isolation between transistors avoids their coupling.

Coupling between malicious and original wires may cause cross-talk and more delay to the original wires. However, in CMOS manufacturing, the metal fill step adds floating metal pieces to empty spaces in the chip layout so that the unit parasitic capacitance of all wires are similar. An attacker can limit cross-talk effects through careful routing to avoid long parallel wires.
6.6 Discussion

Now that we know A2 is an effective and stealthy fabrication-time attack, we look forward to possible defenses, including a discussion of the impact of split manufacturing and 3D-IC on our attacks. Before delving into defending against A2, we qualitatively address the challenge of implementing an A2-like attack in x86 processors.

6.6.1 Extending A2 to x86

We implement A2 on the OR1200 processor because it is open source. While the OR1200 processor is capable enough to run Linux, its complexity is closer to a mid-range ARM part, far below that of modern x86 processors from Intel and AMD. A natural question is if our attack technique applies to x86 processors and, if so, how does the attack’s complexity scale with processor complexity.

We expect a A2-like attack in x86 processors to be much harder to detect and easier to implement than its OR1200 counterpart. While there are more viable victim registers in x86, A2 still only needs to target a single register to be effective. Also, A2’s overhead comes primarily from its trigger circuit, but the complexity of the trigger is much more dependent on how “hidden” the attacker wants the attack to be than on the complexity of the processor. In fact, we expect that there are far more viable victim wires (highly-variable and controllable activity) due to the internal structure of complex, out-of-order processors like the x86. The only aspect of scaling to an x86-class processor that we anticipate as a challenge is maintaining controllability as there are many redundant functional units inside an x86, so a trigger would either need to tap equivalent wires in all functional units or be open to some probabilistic effects.

6.6.2 Possible Defenses

There are a few properties that make our attacks hard to detect: 1) we require adding as little as a single gate 2) our attack has a sophisticated trigger and 3) our trigger works in the analog domain, gradually building charge until it finally impacts the digital domain. Given these properties, defenses that measure side-channel information (e.g., current and temperature) have little
hope of detecting the impact of a single gate in a sea of 100,000 gates. The same holds true for defenses that rely on visual inspection. Even if a defender were to delayer a chip and image it with a scanning electron microscope, our malicious gate is almost identical to all the other gates in a design. One option might be to focus the search on the area of the chip near security-critical state holding flip-flops.

If it is impractical to expect defenders to visually identify our attacks or to be able to detect them through measuring current or temperature, what about testing? One of the novel features of A2 is the trigger. In our implementation (Section 6.4), we carefully design the trigger to make it extremely unlikely for unknowing software—including validation tests—to trigger the attack. In fact, we built a trigger so immune to unintended activations that we had to employ sleds of inline assembly to get an activity ratio high enough to trigger our attack. This indicates that anything short of comprehensive testing is unlikely to expose the trigger.

Given that post-fabrication testing is unlikely to expose our attack and our attack’s impact on known side-channels is buried within the noise of a circuit, we believe that a new type of defense is required: we believe that the best method for detecting our attack is some form of runtime verification that monitors a chip’s behavior in the digital domain.

6.6.3 Split Manufacturing

One promising future defense to malicious circuits inserted during fabrication is split manufacturing [53–56] and 3D-IC [57]. The idea behind defenses incorporating split manufacturing is to divide a chip into two parts, with one part being fabricated by a cheap, but untrusted, fabrication house, while the other part gets fabricated by an expensive, but trusted, fabrication house (that is also responsible for putting the two parts together in a single chip). The challenge is determining how to divide the chip into two parts.

One common method is to divide the chip into gates and wires [57]. The idea behind this strategy is that by only moving a subset of wires to the trusted portion of the chip, it will be cheaper to fabricate at the trusted fabrication house, while serving to obfuscate the functionality from the untrusted fabrication house. This obfuscation makes it difficult for an attacker to determine which wires...
gates and wires (of the ones they have access to) to corrupt.

From this description, it might seem as if current split manufacturing-based defenses are a viable approach to stopping A2. This is not the case as A2 changes the state in a flip-flop, but only wires are sent to the trusted fabrication house. Future split manufacturing approaches could move a subset of flip-flops to the trusted part of the chip along with a subset of wires, but that increases the cost of an already prohibitively expensive defense. Additionally, recent research shows that even when a subset of wires are missing, it is possible to reverse engineer up to 96% of the missing wires using knowledge of the algorithms used in floor-planning, placement, and layout tools [53]. In fact, we already take advantage of some of this information in identifying the victim wire that drives our trigger circuit and in identifying the victim flip-flop.

Previous works [54, 55] also proposed splitting manufacturing at low-level metal layers, even down to lowest metal layer. Splitting at metal 1 is a potentially effective method to defend against A2 attack if carried out by untrusted manufacturer. However, this approach introduces an extremely challenging manufacturing problem due to the small dimension of low-level metal layers and tremendous amount of connections to make between two parts, not to mention the expense to develop a trusted fabrication house with such capabilities. There has been no fabricated chips demonstrating that such a scheme works given the constraints of existing manufacturers.

6.7 Related Work

A2 is a fabrication-time attack. There is almost 10 years of previous work on fabrication-time attacks and defenses. In this section, we document the progression of fabrication-time attacks from 100-gate circuits targeted at single-function cryptographic chips, aimed at leaking encryption keys to attacks that work by corrupting existing gates aimed at more general functionality. The historical progression of fabrication-time attacks highlights the need for a small, triggered, and general-purpose attack like A2.

Likewise, for fabrication-time defenses, we document the progression of defenses from complete chip characterization with a heavy reliance on a golden reference chip to defenses that employ self-referencing techniques and advance signal recovery (removing the requirement of a golden chip). We conclude with defenses that move beyond side-channels, into the real of on-chip sensors
aimed at detecting anomalous perturbations in circuit performance presumably due to malicious circuits. The historical progression of fabrication-time attack defenses shows that while they may be effective against some known attacks, there is a need for a new type of defense that operates with more semantic information.

6.7.1 Fabrication-time Attacks

The first fabrication-time hardware attack was the addition of 100 gates to an AES cryptographic circuit aimed at creating a side-channel that slowly leaks the private key [58]. The attack circuit works by modulating its switching activity (i.e., increasing or decreasing the attack’s current consumption) in a way that encodes the secret key on the current consumed by the chip as a whole. This method of attack has four disadvantages: 1) the attack has limited scope 2) the attacker must have physical access to the victim device and 3) the attack is always-on, making it more detectable and uncontrollable. To mute their attack’s effect on the circuit, the authors employ a spread-spectrum technique to encode single bits of the key on many clock cycles worth of the power trace of the device. This technique helps conceal the attack from known, side-channel based, fabrication-time defenses at the cost of increased key recovery time.

Another fabrication-time method for creating malicious circuits is to modify the fabrication process so that natural process variation is shifted outside the specified tolerances. Process reliability Trojans [59] show how an attacker can cause reductions in reliability by accelerating the wearing out mechanisms for CMOS transistors, such as Negative Bias Temperature Instability (NBTI) or Hot Carrier Injection (HCI). Process reliability Trojans affect an entire chip and affect some chips more than others (the effect is randomly distributed the same way as process variation); the goal is to cause the entire chip to fail early. While the paper does not implement a process Trojan, the authors explore the knobs available for implementing a process reliability Trojan and discuss the theory behind them. The value of this attack is that it is very difficult to detect as a defender would have to destructively measure many chips to reverse-engineer the fabrication parameters. A2 represents a different design point: a targeted attack that is controllable by a remote attacker.

A targeted version of a process reliability Trojan is the dopant-level Trojan [35]. Instead of
adding additional circuitry to the chip (e.g., the side-channel Trojan) or changing the properties of the entire chip (e.g., the process reliability Trojan), dopant-level Trojans change the behavior of existing circuits by tying the inputs of logic gates to logic level 0 or logic level 1. By carefully selecting the logic value and the gates attacked, it is possible to mutate arbitrary circuits into a malicious circuit. This approach is incredibly stealthy because there are no extra gates or wires, but comes with limitations. First, while there are no extra gates or wires added for the attack, more recent work shows that removing additional layers (down to the contact layers) of the chip reveals the added connections to logic 0 and logic 1 [37]. Note that removing these extra layers and imaging the lower layers is estimated to be 16-times more expensive than stopping at the metal layers. A second limitation is that the attacker can only modify existing circuits to implement their attack. This makes it difficult to construct attack triggers resulting in an exposed attack payload—making detection more likely. Recent defenses seek to prevent dopant-level attacks by obfuscating the circuit and using split manufacturing [57]. A2 trades-off some detectability in the metal layers of the chip for less detectability by testing. The observation driving this is that every chip has its functionality tested after fabrication, but it is prohibitively expensive to delayer a chip and image it with a scanning electron microscope. By using analog circuits, A2 makes it possible to implement complex attack triggers with minimal perturbations to the original circuit.

The most recent fabrication-time attack is the parametric Trojans for fault injection [36]. Parametric Trojans build on dopant-level Trojan by adding some amount of controllability to the attack. Parametric Trojans rely on power supply voltage fluctuations as a trigger. For example, imagine a dopant-level attack that only drives the input of a logic gate to 1 or 0 when there is a dip in the supply voltage. Because this requires that the attacker has access to the power supply of a device, the goal is to facilitate fault-injection attacks (e.g., erroneous result leaks part of the key as in RSA attacks [60]).

### 6.7.2 Fabrication-time Defenses

There are three fundamental approaches to defend against fabrication-time malicious circuits: 1) side-channel-based characterization 2) adding on-chip sensors and 3) architectural defenses. This section covers example defenses that use each approach and qualitatively analyze how A2
fares against them.

Side-channels and chip characterization

IC fingerprinting [38] is the first attempt to detect malicious circuits added during chip fabrication. IC fingerprinting uses side-channel information such as power, temperature, and electromagnetic measurements to model the run time behavior of a golden (i.e., trusted) chip. To clear untrusted chips of possible malice, the same inputs are run on the suspect chip and the same side-channel measurements collected. The two sets of measurements are then compared, with a difference above a noise threshold causing the chip to be labeled as malicious. The more golden chips available, the better the noise modeling. IC fingerprinting works well when there are a set of trusted chips, the chip’s logic is purely combinational, and it is possible to exercise the chip with all possible inputs. The authors also point out that their approach requires that Trojans be at least .01% of the circuit; in A2 the Trojan is an order of magnitude smaller than that—not to mention that we attack a processor.

Another side-channel-based approach is to create a path delay fingerprint [39]. This is very similar to IC fingerprinting, except with a heavier reliance on the chip being purely combinational. To create a path delay fingerprint, testers exercise the chip with all possible test cases, recording the input-to-output time. The observation is that only malicious chips will have a path delay outside of some range (the range depends on environmental and manufacturing variances). Even if it is possible to extend this approach to sequential circuits and to meaningfully train the classifier where comprehensive testing is impractical, A2 minimizes the impacts on the delay of the surrounding circuit to hide into environmental variation and noise (Section 6.4.2) and the attack modifies state directly.

Building from the previous two defenses is gate-level characterization [40]. Gate-level characterization is a technique that aims to derive characteristics of the gates in a chip in terms of current, switching activity, and delay. Being a multi-dimensional problem, the authors utilize linear programming to solve a system of equations created using non-destructive measurements of several side-channels. A2 evades this defense because it operates in the analog domain.

Electromagnetic fingerprinting combined with statistical analysis provides an easier approach to measure local side-channel information from small parts of a chip and suppress environmental
impacts [61]. Because EM radiation from A2 only occurs when the attack is triggered, it evades defenses that assume EM signals are different in attacked designs even if the Trojan is dormant.

One major limitation of characterization-based defenses is the reliance on a golden reference chip. TeSR [41] seeks to replace a golden chip with self-referencing comparisons. TeSR avoids the requirement of a golden chip by comparing a chip’s transient current signature with itself, but across different time windows. Besides eliminating the need for a golden chip, TeSR also enables side-channel techniques to apply to more complex, sequential circuits. Unfortunately, TeSR requires finding test cases that activate the malicious circuit to be able to detect it. While TeSR may work well against dopant-level Trojans, we include a complex trigger in A2 that avoids accidental activations. Additionally, results in Section 6.4 suggest that the assumption underlying TeSR—that malicious and non-malicious side-channel measurements are separable—is not true for A2-like attacks.

Adding on-chip sensors

As mentioned, using side-channel information to characterize chip delay is limited to combinational circuits. One defense suggests measuring delay locally through the addition of on-chip sensors [42]. The proposed technique is able to measure precisely the delay of a group of combinational paths—these paths could be between registers in a sequential circuit. Much like in the side-channel version, the sensors attempt to characterize the delay of the monitored paths and detect delays outside an acceptable range as potential malice. The increased accuracy and control over the side-channel version comes at the cost of added hardware: requires the addition of a shadow register for every monitored combinational path in the chip and a shadow clock that is a phase offset version of the main clock. A comparator compares the main register and the shadow register, with a difference indicating that the combinational delay feeding the main register has violated its setup requirement. This approach is similar to Razor [62], but here the phase shift of the shadow clock is gradually adjusted to expose changes in delay. A2 avoids this defense because it modifies processor state directly, not affecting combinational delays.

Adding to the list of tell tale features is Temperature Tracking [43]. Temperature Tracking uses on-chip temperature sensors to look for temperature spikes. The intuition is that when malicious hardware activates, it will do so with an unusually high (and moderate duration) burst of activity.
The activity will increase current consumption, that then produces temperature increases. Unfortunately, results from Section 6.5 show that this intuition is invalid for our malicious processor. A2 is a single gate in a sea of 100,000 gates, so its current consumption is muted. Also, A2’s trigger gradually builds charge and the payload lasts for a very short duration not able to be capture at the slow rate of thermal variation. In general, it is possible for other attackers to hide their attacks from this approach by placing their malicious circuits in an active area of the chip, or by making their attack infrequently active and active for short durations.

The most recent on-chip sensor proposal targeted at detection malicious circuits added during fabrications hearkens back to IC fingerprinting in that the goal is to monitor the power rails of the chip [44]. The authors propose adding power supply monitoring sensors that detect fluctuations in a supply’s characteristic frequencies. As has been noted with previous approaches, our results show that there are cases where there is no difference in power supply activity between the case where the malicious circuit is active versus inactive.

A2 defeats defenses that rely on characterizing device behavior through power, temperature, and delay measurements by requiring as few as one additional gate and by having a trigger that does not create or destroy charge, but redirects small amounts of charge. In addition, A2’s analog behavior means that cycle-to-cycle changes are small, eventually accumulating to a meaningful digital change.

**Eliminating unused space**

BISA [63] is a promising defense against fabrication-time attacks that seeks to prevent attackers from adding components to a design by eliminating all empty space that could be used to to insert attack logic. A perfect deployment of BISA does indeed make implementing A2 more challenging. Unfortunately, the small area of A2 presents a challenging problem to any BISA implementation, because all empty space must be filled by BISA cells with no redundant logic or buffers—as an attacker can replace these with their attack circuit and the behavior of the design remains. Also, a perfect BISA implementation requires 100% test coverage—an impractical requirement, otherwise an attacker can replace logic not covered in the tests. In addition, implementing BISA significantly reduces routing space of the original design and prevents designers from doing iterative place and route. Limiting designers in this way results in performance degradation and possibly an
unroutable design. All of these requirements dramatically increase the cost of chip fabrication and time-to-market.

6.8 Summary

Experimental results with our fabricated malicious processor show that a new style of fabrication-time attack is possible; a fabrication-time attack that applies to a wide range of hardware, spans the digital and analog domains, and affords control to a remote attacker. Experimental results also show that A2 is effective at reducing the security of existing software, enabling unprivileged software full control over the processor. Finally, the experimental results demonstrate the elusive nature of A2: 1) A2 is as small as a single gate—two orders of magnitude smaller than a digital-only equivalent 2) attackers can add A2 to an existing circuit layout without perturbing the rest of the circuit 3) a diverse set of benchmarks fail to activate A2 and 4) A2 has little impact on circuit power, frequency, or delay.

Our results expose two weaknesses in current malicious hardware defenses. First, existing defenses analyze the digital behavior of a circuit using functional simulation or the analog behavior of a circuit using circuit simulation. Functional simulation is unable to capture the analog properties of an attack, while it is impractical to simulate an entire processor for thousands of clock cycles in a circuit simulator—this is why we had to fabricate A2 to verify that it worked. Second, the minimal impact on the run-time properties of a circuit (e.g., power, temperature, and delay) due to A2 suggests that it is an extremely challenging task for side-channel analysis techniques to detect this new class of attacks. We believe that our results motivate a different type of defense; a defense where trusted circuits monitor the execution of untrusted circuits, looking for out-of-specification behavior in the digital domain.
CHAPTER 7

Low-Power Temperature Sensor Using Exponential Sub-threshold Oscillation Dependence

7.1 Introduction

Thermal sensing is one of the most commonly desired features in IoT devices to monitor either environmental or system/chip conditions. Various types of CMOS temperature sensors have been proposed in literature. Most conventional temperature sensors are based on parasitic bipolar junction transistors (BJTs). These sensors measure temperature by comparing a temperature-dependent voltage to a temperature-insensitive reference voltage derived from base-emitter voltages of two BJTs biased at different collector currents ($V_{BE}$ and $\Delta V_{BE}$). The ratio between the PTAT and reference voltages is digitized by a high-resolution analog-to-digital converter (ADC). These sensors can achieve very high accuracy (down to $\pm 0.15^\circ C$ [64, 65]), but with power consumption in $\mu W$ range, making them unsuitable for miniaturized battery-powered applications. Other sensing elements and sensor architectures are proposed for these applications. Common sensing elements include MOS current, Dynamic Threshold MOS (DTMOS) and resistors [66]. To get a digital output, most sensors employ voltage referenced ADCs or frequency referenced frequency-to-digital converters (FDC). ADC-based temperature sensors usually achieve better linearity and supply insensitivity, but suffer from larger power and area cost, as well as design complexity.

Therefore, to achieve optimal trade-off between performance (temperature accuracy, resolution, and supply insensitivity) and costs (power, area and design/testing costs) for given applica-
tions, both sensing element and sensor architecture requires further innovations. For example, most ultra-low-power temperature sensors are based on MOS current or resistors and therefore choose time-to-digital [67–69], or frequency-to-digital converters [70–72], because of their simpler design and lower power consumption. But these designs all sacrifice accuracy (> 1°C inaccuracy after 2-point trimming) and noise-limited resolution compared to the combinations of BJT and ADC. More recently, a design using DTMOS to emulate BJT behavior and zoom-in ADC is introduced in [73]. This sensor achieves ±0.4°C inaccuracy with 63mK resolution, while consuming 0.6µW power. However, the complexity and area of the zoom-in ADC design are not preferred.

In order to further optimize the sensor design and considering specific applications, we observe that almost all IoT systems incorporate a timing source (real-time clock, RTC) for time synchronization, data recording, and radio communication. Typically, these RTCs employ crystal or MEMS-based oscillators, or RC oscillators in extremely small form factor devices. We therefore propose to build a temperature sensor that uses a system’s core RTC as a timing reference to minimize power/area overhead. The challenges here is that the timing reference is not perfect as assumed in previous FDC designs, RTC will have frequency drift over temperature and supply sensitivity. Therefore, the sensor design must be able to mitigate these impacts. For the sake of completeness, we also show a fully-integrated, standalone temperature sensor that includes an RC-based timing circuit for systems that might not have a timing source.

Timing-based temperature sensors generally use oscillators to perform the sensing or analog-to-digital conversion, which is simple but has poor accuracy and voltage sensitivity compared to voltage-referenced designs [66]. In this work, we use a sub-threshold oscillator as an exponential temperature-to-frequency converter, which reduces the impact of jitter of the sensing oscillator and reference timing source on sensor resolution, and also relaxes the requirement on the temperature stability of the timing reference. To accomplish this, we report: (1) an accurate fitting method derived from device models to transform the temperature dependence of sub-threshold current to a linear output after 2-point calibration; (2) a sub-threshold oscillator with stacked native NMOS header that achieves 1%/V (resulting in 0.13°C/V) line sensitivity; and (3) a delay cell with excellent current-to-frequency linearity to further improve accuracy across process variations. Pushing more processing to the digital domain can benefit from technology scaling and is especially suitable for IoT applications where data are transmitted to a server for processing. The power/area over-
head of the temperature sensor (beyond the existing RTC) are 0.6nJ per conversion at 125S/s and 8865µm² in 180nm CMOS. Despite the low costs, the temperature sensor achieves -0.22/0.19°C inaccuracy (3σ value) with crystal oscillator and 0.76/0.76°C with a fully integrated RC oscillator, 73/90mK resolution, and 0.13/0.36(°C/V) voltage sensitivity for the sensors with crystal/RC references.

7.2 Temperature Sensing with Sub-threshold Current

In order to achieve high temperature sensitivity with low power consumption. The exponential temperature dependence of sub-threshold MOS device current is a natural candidate. However, previous sensor designs based on sub-threshold current all suffer from low accuracy and high line sensitivity. For example, the first sub-threshold temperature sensor described in [74] fits temperature output with a simple exponential function and therefore obtains 1.5 to 3.1°C inaccuracy. To improve the linearity of sub-threshold current-based temperature sensor, we derive a more accurate fitting model. Starting with MOS device sub-threshold current model in Equation 7.1, Equation 7.2 can be derived with α₁ and α₂ defined in Equation 7.3. Through transformation, it is found that $T \times \ln(I_d)$ is linearly dependent on temperature and the two parameters α₁ and α₁ can be calculated from 2-point fitting for each manufactured sensor (Equation 7.4).

\begin{equation}
I_d = \mu(T_r) \left( \frac{T}{T_r} \right)^{-1.5} C_{ox} \frac{W}{L} \exp \left( \frac{q(V_{gs} - V_{th})}{mkT} \right), V_{th} = V_{th0} - \kappa T
\end{equation}

\begin{equation}
I_d = \alpha_1 T^{-0.5} \exp \left( \frac{\alpha_2}{T} \right)
\end{equation}

\begin{equation}
\alpha_1 = \mu(T_r)C_{ox} \frac{W}{LT_r^{-1.5}} \left( \frac{k}{q} \right)^2 \exp \left( \frac{q\kappa V_{th}}{mk} \right), \alpha_2 = \frac{q(V_{gs} - V_{th0})}{mk}
\end{equation}

\begin{equation}
T \times \ln(I_d) = \ln(\alpha_1)T + 0.5 \times \ln(T) + \alpha_2 \approx \ln(\alpha_1)T + \alpha_2
\end{equation}

Since existing RTCs are expected to be used as timing reference, the simplest method to measure sub-threshold current is to build a sub-threshold oscillator and count it with fixed time inter-
Figure 7.1: Basic temperature sensor design using oscillator-based sensing element.

Temperature Calculation based on counter outputs and reference frequency

\[
T = \frac{b}{\ln(Freq) - a} = \frac{b}{\ln(count) - a - \ln(N) + \ln(Freq_{ref})}
\]

\[
= \frac{\ln(count \times (1 + \text{noise})) - a - \ln(N) + \ln(Freq_{ref} \times (1 + TC(T)))}{b}
\]

\[
= \frac{\ln(count) - a + \ln(Freq_{ref}/N) + \ln(1 + TC(T)) + \ln(1 + \text{noise})}{b}
\]

Counter Outputs:
\[
count = \frac{N \times Freq}{Freq_{ref}}
\]

\(a\) and \(b\) are coefficients from 2-point calibration shown in Fig. 9.2.1

Figure 7.2: Benefits of exponential frequency dependence based on theoretical analysis and empirical results by adding frequency offsets to measurement results.

vals as shown in Figure 7.1. The sensing oscillator frequency can be decided by counter output and reference frequency. Using exponential temperature dependence brings another advantage here because it can significantly suppress the impacts of additional non-ideal noise and frequency shifts of the timing reference. These are linear terms added to the measured frequency and will be suppressed by logarithmic function as shown in Figure 7.2. A 1% frequency error will only result in 0.15°C temperature error. As a result, it can achieve very good noise-limited resolution and high
accuracy, even with low-stability and noisy timing references.

7.3 Temperature Sensor Design Based on Sub-threshold Oscillator

The proposed sub-threshold oscillator is shown in Figure 7.3. A major challenge with using sub-threshold oscillators for temperature sensing is their high sensitivity to supply or bias voltage. To address this, we add a native NMOS (zero threshold voltage device) as a header device for the ring oscillator. This header behaves like a regulator with negative feedback. The regulated virtual VDD (VVDD) is determined by the $V_{th}$ of the native header and the current drawn by the regulated oscillator. This voltage is around 300mV across temperature variations in our 180nm implementation. The oscillator current draw remains almost constant because of the staggered nature of oscillation and small on/off current ratio at deep sub-threshold region, which helps stabilize VVDD. Cascading two native NMOS headers further improves oscillator line sensitivity.

Pseudo-differential delay cells are used instead of single-ended inverters to further reduce fluctuation of current draw due to alternating switching of differential nets. Since we rely on the exponential temperature dependence of sub-threshold currents for temperature conversion, oscillator

![Figure 7.3: Working principle of temperature-sensing ring oscillator with native NMOS header for better line sensitivity.](image-url)
frequency should be linear with device currents. We develop a delay cell with PMOS switches controlled by preceding stages to eliminate the impact of rising/falling slopes on oscillator frequency, ensuring it is highly linear with sub-threshold current levels.

The temperature sensor consists of a sensing ring oscillator, a timing reference, and sampling circuits (Figure 7.4). Conventionally, frequency-to-digital converters are based on counting a sensing oscillator during a fixed number of reference cycles. This is not suitable for a sensing oscillator whose frequency depends exponentially on temperature, because its resolution and power consumption at high temperatures are orders of magnitude higher than that at lower temperature, resulting in unbalanced performance across temperature and poor energy efficiency. Moreover, the sensing oscillator speed can be either lower or higher than a typical RTC frequency (10s of kHz) as temperature varies. To better scale sensor performance across temperature, we propose a sampling scheme that limits the number of cycles of the faster oscillator (Figure 7.4). The circuit first finds
the faster oscillator to reach programmable $2^N$ cycles and then waits for two additional cycles of the slower oscillator before stopping both counters. Thus, conversion time is bounded by $2^N \times T_{ref}$ and the quantization resolution is decided by the faster oscillator rather than the slower one. Two additional cycles are implemented for synchronization metastability considerations. In addition, a counter underflow detector ensures a minimum of $2^n$ cycles on both counters before stopping them, ensuring enough conversion time.

### 7.4 Measurement Results

The temperature sensor is implemented in 180nm CMOS technology, which includes a sensing oscillator, counter and control logic. In order to evaluate the temperature sensor in applications that cannot afford a crystal or MEMS oscillator, a frequency-locking-based RC oscillator [75] is implemented on-chip to evaluate the temperature sensor under worst-case timing reference (50 to 100ppm/°C and 0.5%/V). The timing reference can also be supplied by a 32.768kHz crystal oscillator on testing board, which experiences the same temperature as the sensor. A die micrograph is provided in Figure 7.5.

To fully characterize the effects of process variation on accuracy of the temperature sensor, we measured both TT chips and skewed corner chips at all four corners. A total of 16 chips (8TT, 2FF, 2FF, 2FF).
(a) Temperature sensing core with crystal oscillator as reference.

(b) Fully integrated temperature sensor with on-chip RC oscillator as reference.

Figure 7.6: Temperature sensor inaccuracy after 2-point calibration.

2SS, 2FS, 2SF) are measured using the crystal oscillator frequency reference, showing excellent linearity of the sensing element. A single, universal systematic error correction, rather than lot-based correction, can be employed to improve the accuracy. Five integrated temperature sensors (one chip at each corner) are measured across temperature sweeps. As the on-chip resistor varies significantly at high temperatures, the operating range is reduced to 20 to 80°C, which is also the common operating range of RC oscillators. Figure 7.6 plots the inaccuracy results for both versions after 2-point calibration. It is also observed that the slope parameter in Equation 7.4 is
Figure 7.7: Inaccuracy of temperature sensor with crystal oscillator after 1-point calibration.

almost constant for sensors in same lot, which indicates that it is possible to do 1-point calibration at room temperature as shown in Figure 7.7. Even for different lots, using a constant value for the slope parameter only introduces about ±0.6°C temperature measurement errors.

As discussed, the sensor suppresses noise significantly thanks to its exponential dependence on temperature, which is verified by measurements results shown in Figure 7.8. Since noise is significantly suppressed and the oscillators are running at low speed, the noise limited root-mean-square (RMS) resolution is close to quantization noise. As expected, the root-mean-square (RMS) resolution increases linearly with conversion time and reaches a noise floor after long enough conversion time. As can be seen 73 and 90mK RMS resolution are achieved with crystal and RC oscillator with a practical 8ms conversion time. However, the best resolution Figure-of-Merit (FoM) occurs at 1 and 2 seconds for 70kHz RC oscillator and 32.768kHz crystal oscillator, which are 0.48pJ·K² for sensing core only using crystal and 1.73pJ·K² for fully integrated version.

Temperature sensors for IoT devices may operate under fluctuating supply voltages since power management on these devices is often limited due to lack of good passive devices or low power budgets. The stacked native header significantly improves ring oscillator line sensitivity, which is around 1%/V shown in Figure 7.9. Considering the relation between measurement error and frequency offset shown in Figure 7.2, a voltage sensitivity of 0.13 and 0.36°C/V is achieved with
Figure 7.8: RMS and quantization resolution over conversion time.

Figure 7.9: Line sensitivity of the sensing ring oscillator.

timing references using crystal oscillator and on-chip RC oscillator.

The 180nm temperature sensor core occupies only 8865µm², which includes the sensing RO, counters, and state machine. The digital implementation makes the design very portable and highly scalable to new CMOS processes. The temperature sensor operates at 125 conversions/s while
Table 7.1: Summary of measurement results and comparison table with state-of-the-art MOS-based temperature sensors.

<table>
<thead>
<tr>
<th></th>
<th>This work</th>
<th>VLSI 15 [69]</th>
<th>ISSCC 14 [73]</th>
<th>JSSC 14 [70]</th>
<th>JSSC 10 [68]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology</strong></td>
<td>180nm</td>
<td>65nm</td>
<td>160nm</td>
<td>180nm</td>
<td>180nm</td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td>MOS</td>
<td>MOS</td>
<td>DTMOS</td>
<td>MOS</td>
<td>MOS</td>
</tr>
<tr>
<td><strong>Digital Conversion</strong></td>
<td>FDC</td>
<td>FDC</td>
<td>ZSD2</td>
<td>FDC</td>
<td>TDC</td>
</tr>
<tr>
<td><strong>Fully Integrated</strong></td>
<td>XO on board</td>
<td>Yes (RC Osc)</td>
<td>Yes</td>
<td>No*</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Area (µm²)</strong></td>
<td>8865</td>
<td>220000</td>
<td>4000</td>
<td>85000</td>
<td>90000</td>
</tr>
<tr>
<td><strong>Conversion Time (ms)</strong></td>
<td>8</td>
<td>8</td>
<td>0.022</td>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td><strong>Power (µW)</strong></td>
<td>0.075</td>
<td>0.57</td>
<td>154</td>
<td>0.6</td>
<td>0.071</td>
</tr>
<tr>
<td><strong>Energy/Conversion (nJ)</strong></td>
<td>0.6</td>
<td>4.56</td>
<td>3.388</td>
<td>3.6</td>
<td>2.13</td>
</tr>
<tr>
<td><strong>Temperature Range (°C)</strong></td>
<td>-20~100</td>
<td>-20~80</td>
<td>0~100</td>
<td>-40~125</td>
<td>0~100</td>
</tr>
<tr>
<td><strong>Inaccuracy (°C)</strong></td>
<td>-0.22/0.19 (2-point)</td>
<td>-0.76/0.76 ** (2-point)</td>
<td>-0.9/0.9 (2-point)</td>
<td>-0.4/0.4 (1-point)</td>
<td>-1.4/1.5 (2-point)</td>
</tr>
<tr>
<td><strong>Resolution (mK)</strong></td>
<td>73</td>
<td>90</td>
<td>300</td>
<td>63</td>
<td>300</td>
</tr>
<tr>
<td><strong>Supply Voltage (V)</strong></td>
<td>1.2</td>
<td>1.2</td>
<td>0.85~1.05</td>
<td>0.85</td>
<td>1.2</td>
</tr>
<tr>
<td><strong>Voltage Sensitivity (°C/V)</strong></td>
<td>0.13</td>
<td>0.36</td>
<td>34</td>
<td>0.45</td>
<td>14</td>
</tr>
<tr>
<td><strong>Resolution-FoM (pJ∙K²)</strong></td>
<td>3.2</td>
<td>36.9</td>
<td>304.92</td>
<td>14.29</td>
<td>191.7</td>
</tr>
</tbody>
</table>

---

* External OTA bias current and digital ADC backend.
** Estimated from only 5 chips at 5 corners, representing a pessimistic estimation.

Consuming 0.6 and 4.56nJ per conversion at 1.2V for sensing core only and fully integrated temperature sensor. Figure 7.1 summarizes measurement results and compares to recent MOS-based low-power temperature sensors.

### 7.5 Summary

In conclusion, a temperature sensor specifically designed for low-power Internet-of-Things systems. Existing real-time clocks in these systems are used as timing references to minimize overall power and area costs. The temperature sensor is all digital and can be ported to a wide range of technology nodes. The accuracy and resolution of the proposed temperature sensor is
close to much more complicated CMOS sensors using high-resolution delta-sigma analog to digital converters.
CHAPTER 8

Conclusions and Future Work

This work focuses on circuit techniques for low-power and secure Internet-of-Things systems, which are expected to significantly improve our daily lives and transform many industries. Hardware building blocks aiming at providing secure roots of trusts for the whole system are discussed in this work.

Chapter 2 and Chapter 3 introduce two true random number generators based on frequency collapse in multi-mode ring oscillators. The first one targets high robustness across wide temperature and voltage variations because IoT systems are likely to experience large temperature and internal voltage fluctuations. The second TRNG targets fully synthesizable design that can minimize design complexity and easy to be ported to different technologies. In addition to TRNGs, physically unclonable function is another emerging silicon security primitive with several potential applications including chip identification, secret key storage, and device authentication. Two types of PUFs exist in literature: “weak” PUF and “strong” PUF. Chapter 4 describes a 2-transistor amplifier-based “weak” PUF that breaks the trade-off between all desired metrics presented in previous works. A more powerful “Strong” PUF is presented in Chapter 5, which provides a runtime confidence level indicator to significantly improve PUF output reproducibility and provide more flexibility for PUF protocol design.

On the other side of security, Chapter 6 exploits the possibility of using analog behaviors of digital processors to construct a tiny Trojan that can be inserted directly into finished layout during fabrication time.

Lastly, the digital sub-threshold oscillator-based temperature sensor shown in Chapter 7 pro-
vides -0.22/0.19°C inaccuracy, 73mK resolution and 0.13°CV by making use of existing real time clocks in IoT systems.

The work presented in this thesis improves the performance trade-offs of several critical security and sensor blocks, which lays the foundation for emerging low-power and secure Internet-of-Things applications. At the same time, however, a few issues with security building blocks remain to be answered, especially the machine learning attacks targeting “strong” PUFs. At system level, in order to fully realize secure IoT systems, further optimizations involving circuit, architecture, network and algorithm are necessary.
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