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This paper addresses the computation and prediction of recoverable sets for aircraft

flight control, especially after a loss of control event. A recoverable set is the set of all

initial conditions for which there exists a control sequence such that the ensuing system

trajectories satisfy the imposed constraints while the aircraft is stabilized to a specified

trim point. In our approach, the recoverable sets are approximated as projections of safe

sets for the closed-loop linearized system dynamics extended with the additional states of

an auxiliary system that generates the recovery sequence. We illustrate the computation

of the recoverable sets and how these sets evolve with changes in flight conditions. A

reshaping transformation is proposed to estimate a subset of the recoverable set at one

flight condition given knowledge of the recoverable set at another given flight condition.

The reshaping transformations of the recoverable sets that include scalar and vector scalings

of their vertex representation are studied in more detail. Approaches to checking state

recoverability based on nonlinear models are also discussed.

Nomenclature

O∞ A safe set
R∞ A recoverable set
S wing surface area
b wing span
c mean wing chord
ρ air density
U0 nominal air speed
∆x A perturbed state in a linearized system model
u X component of aircraft airspeed
α angle of attack
q pitch rate
θ pitch angle
β sideslip angle
p roll rate
r yaw rate
φ roll angle
δe elevator angle
δth throttle position
δr rudder angle
δa aileron angle
ℜ set of real numbers
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I. Introduction

Loss of control is the most common cause of commercial and general aviation accidents.1–4, 11–15, 19–21, 25, 26

Loss of control (LOC) results when an aircraft exits its safe operating envelope, a condition which can be
anticipated by modeling the envelope and monitoring the aircraft’s progress through this envelope over
time. This paper explores a control theoretic approach to real-time envelope estimation in support of flight
planning and LOC avoidance. Specifically, once model parameters are estimated through the on-board
system identification algorithm for a given flight condition, this paper defines a method of identifying safe
sets of trim points within the envelope.

In this paper, we consider the use of recoverable sets as means of determining whether or not safe
transitions to specified trim points can be executed. Recoverable sets are sets of initial conditions of the
closed-loop system for which there exists a control sequence such that when this sequence is added to the
nominal controller, the ensuing trajectories satisfy state and control constraints.

Assuming the aircraft remains under closed-loop control after a LOC event and on-board system identi-
fication is used to estimate a linearized model of the closed-loop system dynamics at one flight condition, we
use the identified model and a scaling transformation as a basis for predicting the recoverable sets at other
flight conditions. To facilitate the on-board computations, the recovery sequence is generated as an output
of a low-dimensional auxiliary system, and the recoverable set computation reduces to computing a safe set
for the extended system dynamics.

Other works in this area, see e.g.,1–4, 10–15, 17, 18 have focused on exploiting the continuous-time nonlinear
models but, to the author’s knowledge, have not demonstrated the feasibility of on-board computations.
Besides simplifying the on-board computations, our reliance on the discrete-time linearized models is moti-
vated by the consideration that in a LOC scenario it is unlikely that large alterations in the aircraft’s flight
conditions will be attempted. Instead it is more likely that a progression of several small changes/transitions
through trim state space will be executed. Furthermore, if the constraints are affine and the system model
is linear discrete-time, the recoverable set computed with our approach is polyhedral and is easily storable
and manipulable.

To further simplify the on-board computations and enable fast prediction of subsets of recoverable sets,
in this paper we propose the use of a scaling transformation constructed off-board and applied on-board.
This transformation can be applied to a recoverable set estimated at one flight condition to estimate a subset
of a recoverable set at another flight condition. The recoverable sets estimated at different flight conditions
are then used by a flight planning algorithm.

We will also consider the computation of recoverable sets based on a nonlinear model. Our method uses
precomputed sensitivity matrices and an established set of control sequences to speed up the computation.

The paper is organized as follows. In Section II, we discuss the aircraft models used in this work. In
Section III we provide formal definitions of safe and recoverable sets and our approach to the computation
of the recoverable sets based on the augmented system dynamics. In Section IV, we examine and comment
on recoverable set dependence on flight conditions as inferred from our models. In Section V we consider an
approximation technique to adjust the boundary of the recoverable set if model parameters change in a small
range. In Section VI, we consider the development of a scaling transformation to link subsets of recoverable
sets computed at different flight conditions. In Section VII we demonstrate the presented methods on an
aircraft icing example. In Section VIII, we introduce the idea of nonlinear recoverability.

II. Aircraft Model

A. Aircraft modeling

The aircraft model being used in the subsequent developments is NASA’s Generic Transport Model (GTM).
The GTM is designed to be representative of a typical transport aircraft such as the Boeing 757 or Airbus
A320. Data were provided for the GTM in the form of aircraft specifications and look up tables of the
aircraft’s stability derivatives.

In the GTM, the stability derivatives were obtained using the VorView software package16 at a nominal
speed of 515.55ft/s while Mach number and angle of attack were varied as M = 0.1, 0.2, ..., 0.8 and α =
−2, 0, ..., 12deg. Linear interpolation is used to evaluate stability derivatives between these points. While
the stability derivatives were developed using a specific airspeed and a set of altitude values, it is assumed
that these stability derivatives apply to other combinations of altitude and airspeed resulting in the same
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Mach number.
Using the stability derivatives and equations found in Appendix A, linearized longitudinal and lateral

models are calculated for a given flight condition. The states for the longitudinal model are xlong =
[∆u,∆α,∆q,∆θ]T . The states for the lateral model are xlat = [∆β,∆p,∆r,∆φ]T . As an example, the
longitudinal and lateral equations for U0 = 515.55ft/s, h = 1000ft, and α = 5deg are,

ẋlong =











−0.0102 −9.7264 −1.4988 −32.2

−0.0004 −0.9992 0.9617 0

0.0016 −2.4752 −0.7972 0

0 0 1 0





















∆u

∆α

∆q

∆θ











+











4.4286 3.33

−0.0856 0

−3.3372 0

0 0











[

δe

δth

]

, (1)

and

ẋlat =











0.1646 0.0033 −1.0018 0.0625

−10.5393 −3.0745 0.5421 0

2.7760 0.0174 −0.6265 0

0 1 0 0





















∆β

∆p

∆r

∆φ











+











−0.0059 −0.0728

7.3283 1.6432

0.0226 −2.2790

0 0











[

δr

δa

]

. (2)

B. Controller modeling

For the work presented here, once a linear model is found, it is transformed into discrete time using a sampling
period of 0.2 sec. A stabilizing controller is considered which is designed using discrete time linear quadratic
regulator (DLQR) theory. The weighting matrices used in the DLQR problem are diagonal, and chosen as
Qlong = diag{0.001, 0, 0, 10} and Rlong = I2×2 for the longitudinal system and Qlat = diag{1, 0, 0, 1} and
Rlat = I2×2 for the lateral system. The same weighting matrices are applied across all flight conditions, and
we assume that the controller is regenerated on-board using these weighting matrices if the model changes
and assures closed-loop stability.

III. Safe and Recoverable Sets

Our computational treatment of recoverable sets presented below is based on procedures to compute safe
sets.

A. Safe Sets

In this work, a safe set is the set of all initial conditions such that the ensuing trajectories of the system
do not violate imposed constraints. Consider the following model of closed-loop aircraft dynamics with the
nominal controller,

x(k + 1) = Ax(k) +Bv(k),

y(k) = Cx(k) +Dv(k), (3)

where x is the n-vector state, y is the m-vector output, and v is a p-vector adjustable input that additively
augments the nominal controller output. Since (3) represents a model of closed-loop system, A is assumed
to be Schur–that is, all eigenvalues of the closed-loop discrete-time system have magnitudes less than 1.

The output y is subject to pointwise-in-time output constraints specified as requirements

y(k) ∈ Y, ∀k ≥ 0, (4)

where Y is a given set. The constraints (4) can reflect state variable limits, and since (3) is a model of
the closed-loop system, (4) can also reflect actuator magnitude or rate limits as these can be restated as
constraints on state variables of the closed-loop system. Constraints can also be imposed to ensure that the
aircraft operates in a range where model (3) provides an adequate representation of system dynamics. The
constraints are assumed to be affine and Y is defined as

Y = {y : Gy ≤ F}. (5)

In (5), G ∈ ℜr×n, F ∈ ℜr and r is the number of constraints imposed on the output.
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Using the above formulation, a safe set, O∞, is defined for (3)-(5) with v(k) ≡ 0 as

O∞ = {x(0) ∈ ℜn : y(k) = CAkx(0) ∈ Y, ∀k ≥ 0}. (6)

If A is Schur, (C,A) is observable, 0 ∈ intY and Y is compact, thus O∞ in (6) is positively-invariant,
finitely-determined and is a polytope (bounded polyhedron).9 Finite determination means that there exists
t∗ such that O∞ = Ot for all t ≥ t∗, where

Ot = {x(0) ∈ ℜn : y(k) = CAkx(0) ∈ Y, for k = 0, · · · , t}, (7)

or, equivalently,
O∞ = Ot∗ = {x(0) ∈ ℜn : GCAkx(0) ≤ F, for k = 0, · · · , t∗}. (8)

In practice, t∗ is usually comparable to the settling time of the closed-loop system and not all the constraints
forming O∞ in (8) are necessary as many are redundant or almost redundant and can be eliminated. The
advantage of eliminating the redundant/almost redundant constraints is that the storage memory require-
ments are reduced and subsequent computations involving O∞ are simplified. For the generalizations of the
safe sets to systems with additive set-bounded disturbances, see reference35 and references therein and for
systems with polytopic uncertainty, see reference28 and references therein.

B. Recoverable sets

The viability kernel, V∞ for (3)-(5) is defined as the set of all initial conditions x(0) for which there exists a
sequence v(·) that enforces the constraints, i.e.,

V∞ = {x(0) : ∃v(·) such that y(k) ∈ Y ∀k ≥ 0}. (9)

Clearly, O∞ ⊂ V∞, the sequence v(·) is specific to each initial condition, x(0), and is referred to as the
recovery sequence. With the addition of the recover sequence, V∞ can be much larger than O∞.

In our approach to developing an inner approximation to V∞, we assume that the recovery sequence is
generated by an auxiliary system of the form,

v(k) = c̄+ C̄x̄(k),

x̄(k + 1) = Āx̄(k),
(10)

where Ā is a Schur matrix and x̄ is the n̄-vector state of the auxiliary system (8). We denote the safe set for
(3)-(5), (10) as Oext

∞
,

Oext
∞

= {(c̄, x̄(0), x(0)) ∈ ℜp+n̄+n : y(k) ∈ Y, ∀k ≥ 0}. (11)

The recoverable set is defined as a projection of Oext
∞

on the last n coordinates,

R∞ = {x(0) ∈ ℜn : ∃c̄, x̄(0) such that (c̄, x̄(0), x(0)) ∈ Oext
∞

}. (12)

Note that since the constraints (5) are affine, bothOext
∞

and R∞ are polyhedral. Note also that the recoverable
sets (12) are positively-invariant in a sense that the next state of the system generated under the recovery
sequence remains recoverable. The introduction of auxiliary system (10) is motivated by reference33 where it
was used in the formulation of the Extended Command Governor, however, here–and similarly to reference31–
we apply it to the approximation of recoverable sets.

Given x(0), computing an appropriate c̄ and x̄(0) reduces to a problem of the type,

1

2
c̄Tc̄+

1

2
x̄(0)TP x̄(0) → min,

subject to (c̄, x̄(0), x(0)) ∈ Oext
∞

,
(13)

where P = PT > 0. The minimization in (13) aims at preserving the operation with the nominal controller
and avoiding the unnecessary use of recovery sequence. Computationally, (13) is a quadratic programming
problem. By using 1 or ∞ norms in (13) instead of quadratic penalties, a closely related linear programming
formulation can be obtained. Once x̄(0) and c̄ are determined, the execution of (10) yields a recovery
sequence for a given x(0) that enforces the given constraints and under reasonable assumptions ensures that
x(t) → 0 as t → ∞.
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Several choices exist for the selection of the auxiliary dynamics (10), including the use of the shift register
and of Laguerre sequence generators. In case of the shift register, the recovery sequence becomes equal to c̄
after H + 1 steps and Ā and C̄ have the form

Ā =













S̄1 0 · · · 0

0 S̄2 · · · 0
...

...
. . .

...

0 0 · · · S̄p













, C̄ =













T̄1 0 · · · 0

0 T̄2 · · · 0
...

...
. . .

...

0 0 · · · T̄p













(14)

and

S̄i =

















0 1 0 · · · 0

0 0 1 · · · 0
...

...
...

. . .
...

0 0 · · · · · · 1

0 0 · · · · · · 0

















∈ R(H+1)×(H+1), T̄i =
[

1 0 · · · · · · 0
]

∈ R1×(H+1) (15)

The Laguerre’s sequence generators correspond to the choices,

S̄i =

















α β −αβ α2β · · ·

0 α β −αβ · · ·

0 0 α β · · ·

0 0 0 α · · ·
...

...
...

...
...

















, T̄i =
√

β
[

1 −α α2 −α3 · · ·
]

, (16)

where β = 1 − α2, 0 ≤ α ≤ 1 are selectable parameters of the auxiliary dynamics. The choice α = 0
corresponds to the shift register. Numerical examples suggest that low dimensional Laguerre’s sequence
generators for α 6= 0 are capable of producing a rich set of recovery sequences. The use of Laguerre’s
sequences is motivated by reference33 that considered Extended Command Governors, here they are applied
to approximations of recoverable sets.

To incorporate the extended dynamics with the nominal closed loop dynamics, note that

u(k) = −Kx(k) + v = −Kx(k) + c̄+ C̄x̄(k),

where K is the feedback gain and thus,

u(k) =
[

−K I C̄
]







x(k)

c̄

x̄(k)






. (17)

Thus, when one constructs Oext
∞

with the inclusion of a nominal controller, the state vector becomes
[

x(k) c̄ x̄(k)
]T

with

Aext =







A B BC̄

0 I 0

0 0 Ā






, Cext=

[

C D DC̄

−K I C̄

]

(18)

used in place of the nominal A and C. The second row of Cext is introduced to handle the constraints
imposed on the control.

C. Use of recoverable sets for aircraft flight planning

The recoverable sets can be used in aircraft flight planning to determine a sequence of trim points that can
be safely followed by the aircraft. The condition for connectivity and safe transition between trim points
can be expressed as

Xn
eq −Xn+1

eq ∈ Rn+1
∞

, (19)
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where Xn
eq, Xn+1

eq denote the nth and (n + 1)st equilibrium states of the nonlinear closed-loop system,
respectively, and Rn+1

∞
denotes the recoverable set corresponding to the linearized closed-loop model at

Xn+1
eq . With the controller commands corresponding to the nth trim point, X(t) converges to Xn

eq and (19)
ensures that the (n + 1)st trim condition can be commanded and, with the help of a recovery sequence,
achieved without violating the constraints. Note that the knowledge of the actual recovery sequence is
not required at the flight planning stage where a safe sequence of trim points can be determined based on
condition (19). Reference30 exemplifies this approach based on safe rather than recoverable sets in the case
of spacecraft relative motion control while enforcing debris avoidance and thrust limit constraints.

In the application of the recoverable sets for aircraft flight planning, we note that Oext
∞

, R∞ can be
replaced by their subsets. These subsets can have simple representations and do not need to be positively-
invariant, thereby resulting in simplifications in (10). The actual recovery sequence is computed by solving
(10),(13) with x(0) = X(t)−Xn+1

eq , whereX(t) is the current state, and with Oext
∞

corresponding toXn+1
eq .The

generation of the recovery sequence can be performed by using implicit characterization of On+1
∞

(defined
through prediction and constraints) in (10)-(11). A simpler scheme to generate a recovery sequence would
be to perform an optimization of c̄ and x̄(0) subject to the constraint on the one-step-ahead predicted next
state of the system, i.e. x(t+ 1|t) ∈ Rn+1

∞
if x(t) ∈ Rn+1

∞
The latter scheme may not give the same recovery

sequence as the former, and its properties will be studied in future publications.

D. Examples of safe and recoverable sets

Figures 1 and 2 show examples safe and recoverable sets computed based on the linearized model for a flight
condition of U0 = 515.55ft/s, h = 1000ft, and α = 5deg. The sets are presented as planar projections. For
brevity, not all planar projections are shown. The models used to calculate these sets are the ones presented
above.

Figure 1 shows the projections of the safe set and recoverable sets for the longitudinal dynamics where,
for the recoverable sets, Ā and C̄ correspond to the shift register implementation in with H = 1, 2, and 3 in
(15) is used. The constraints imposed on the longitudinal states are

−50 ≤ ∆u ≤ 50,

−0.0349 ≤ α ≤ 0.2094,

−0.0873 ≤ ∆q ≤ 0.0873,

−0.6981 ≤ ∆θ ≤ 0.6981,

−0.4363 ≤ δe ≤ 0.4363,

−20 ≤ δth ≤ 20, (20)

where ∆u is in ft
s
, α, ∆θ and δe are in rad, ∆q is in rad

s
, and δth is in percent of maximum thrust. For this

work, maximum thrust is constrained to 20,000 pounds.
Note that the recoverable sets contain the safe set and become progressively larger as H increases. The

projection showing the greatest benefit to the use of recovery sequences is ∆u–∆θ where the recoverable set
even for H = 1 is substantially larger than the safe set.

Figure 2 shows the examples of safe and recoverable sets for the lateral dynamics where, for the recoverable
sets, the shift register implementation with H = 1, 2, and 3 in (15) is used. The constraints on the lateral
states are

−0.1745 ≤ β ≤ 0.1745,

−0.0873 ≤ ∆p ≤ 0.0873,

−0.0873 ≤ ∆r ≤ 0.0873,

−0.3491 ≤ ∆φ ≤ 0.2491,

−0.2618 ≤ δa ≤ 0.2618,

−0.3491 ≤ δr ≤ 0.3491, (21)

where ∆β, ∆φ, δr, and δa are in rad and ∆p and ∆r is in rad
s
. Note that the recoverable sets contain the

safe set and become progressively larger as H increases.
It took a total of 0.58 sec to compute the longitudinal and lateral safe sets, 1.89 sec to compute the

H = 1 recoverable sets, 3.55 sec to compute the H = 2 recoverable sets, and 6.96 sec to compute the H = 3
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recoverable sets. The computations were run on a 2.67 GHz processor laptop with 4 GB of RAM and 32-bit
Matlab 2010a, and used the implementation of the safe set computation based on Pluymers et al.28

−30 −20 −10 0 10 20 30
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆u [ft/s]

∆θ
 [r

ad
]

 

 

Safe
H = 1
H = 2
H = 3

(a) ∆u–∆θ

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆α [rad]

∆θ
 [r

ad
]

 

 

Safe
H = 1
H = 2
H = 3

(b) ∆α –∆θ

−0.1 −0.05 0 0.05 0.1
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆q [rad/s]

∆θ
 [r

ad
]

 

 

Safe
H = 1
H = 2
H = 3

(c) ∆q–∆θ

Figure 1: Projections of longitudinal safe sets, and of recoverable sets for H = 1, H = 2, and H = 3.

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15
−0.1

−0.05

0

0.05

0.1

∆β [rad]

∆r
 [r

ad
/s

]

 

 

Safe
H = 1
H = 2
H = 3

(a) ∆β–∆r

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆β [rad]

∆φ
 [r

ad
]

 

 

Safe
H = 1
H = 2
H = 3

(b) ∆β–∆φ

−0.1 −0.05 0 0.05 0.1
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆p [rad/s]

∆φ
 [r

ad
]

 

 

Safe
H = 1
H = 2
H = 3

(c) ∆r–∆φ

Figure 2: Projections of lateral safe sets and recoverable sets for H = 1, H = 2, and H = 3.

Figures 3a-3b demonstrate the difference in recoverable sets for the flight condition U0 = 500ft/s,
h = 1000ft, and α = 2deg when a Laguerre’s sequence is used to generate the augmented system instead of
the shift register. Note that while the recoverable sets are similar, the recoverable sets generated using the
Laguerre’s sequence are generally larger. For the computations, α = 0.5 in (16).

−30 −20 −10 0 10 20 30
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆u [ft/s]

∆θ
 [r

ad
]

 

 

S R, H = 1
L S, H = 1
S R H = 2
L S H = 2

(a) ∆u–∆θ

−0.2 −0.1 0 0.1 0.2
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

∆β [rad]

∆φ
 [r

ad
]

 

 

S R, H = 1
L S, H = 1
S R H = 2
L S H = 2

(b) ∆β–∆φ

Figure 3: Differences between Laguerre’s sequence (LS) and shift register (SR) recoverable sets generated
for H = 1 and H = 2.

The approach presented above can also handle additive set-bounded disturbances, see reference.35 To
describe briefly the main ingredients, in the case of additive set-bounded disturbances/uncertainties, (6)
becomes

O∞ = {x(0) ∈ ℜn : y(k) = CAkx(0) ∈ Y, ∀k ≥ 0 and ∀w ∈ W}, (22)
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Table 1: Table of flight conditions used in Figures 5 and 6.

Flight Condition h[ft] u0[
ft
s
] α0[deg]

1 1000 500 4

2 1000 800 4

3 20000 500 4

4 20000 800 4

where

y(k) = CAkx(0) +
k−1
∑

t=0

CA(k−t−1)Bw(k) +Dw(k), (23)

and W is a bounded set of possible disturbances values. Subsequent definitions, such as (12), are modified
similarly. Figures 4a and 4b demonstrate the effects of bounded disturbances for H = 1 recoverable sets
for the flight condition U0 = 500ft/s, h = 1000ft, and α = 2deg. For Figure 4a, the bounded disturbance
occurs in the ∆u state and for Figure 4b the bounded disturbance occurs in the ∆p state.
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(a) ∆u–∆θ
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Safe
p−dist = 0.025
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(b) ∆β–∆φ

Figure 4: The effects of additive set-bounded disturbances on H = 1 recoverable sets. Note that as the
disturbance increases in size, the recoverable set decreases.

IV. Recoverable Set Dependence on Flight Condition

The recoverable sets are dependent on the flight condition for which they are being calculated. The
dependence on flight condition comes primarily from two sources. The first source is the dependence of the
matrix entries on the dynamic pressure, pd = 1/2ρU2

0 , see equations summarized in Appendix A. The second
source is in the dependence of the stability derivatives on Mach number and angle of attack.

Figures 5 and 6 demonstrate the effect that different flight conditions have on the recoverable sets. A
large difference in altitude, 1000ft to 20000ft has less of an effect than a moderate change in speed, 500ft/s
to 800ft/s. This is reasonable when considering the dependence of the dynamic pressure on the air density
and airspeed: Though pd is dependent on the air density ρ, it also depends on the square of the airspeed
U0. Hence, changes in U0 affect the dynamic pressure more than changes in ρ. Table 1 summarizes four
different flight conditions (FC1, FC2, FC3, FC4) for which the computations of the recoverable sets for the
shift register implementation and H = 1 were performed.

If parameters of the system model change as a result of a LOC event, it is of interest to develop simple
computational procedures to predict how safe and recoverable sets will change.

The times to compute recoverable sets based on linearized system models (see Section III) are tractable,
suggesting that if the model is reconfigured with estimated parameters, computing the recoverable set on-
board at the current flight condition may be feasible. On the other hand, predicting safe and recoverable
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Figure 5: Projections of longitudinal recoverable sets with H = 1 at different flight conditions.
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Figure 6: Projections of lateral recoverable sets for H = 1 at different flight conditions.

sets at other flight conditions not yet experienced by the aircraft by repeating these computations can add
to computation time.

In the next Section, we first consider a simple sensitivity technique that can be used for quick adjustment
of the safe/recoverable set representation in response to changes in model parameters. We then describe, in
Section VI, an approach based on a scaling transformation that can be applied to safe or recoverable sets
computed at one flight condition to predict subsets of safe/recoverable sets at another flight condition. As
discussed in Section III, knowledge of the subsets of recoverable sets is sufficient for flight planning.

V. Sensitivity Technique to Predict Changes in Safe and Recoverable Sets

Given that the recoverable set computation reduces to the computation of the safe set, Oext
∞

we consider
the safe set computations in more detail. The constraints forming the safe set, O∞, are of the form (5), i.e.,

GCAkx(0) ≤ F, (24)

defined for different values of k.
Suppose that the matrix A is a function of an nθ-vector parameter, θ, and suppose that the current

estimate, θ̂, of this parameter has deviated from a nominal value, θ∗. Then, for small differences between θ̂
and θ∗ we can approximate the constraints (24) as

(

GCAk(θ∗) +GC(kAk−1(θ∗))

nθ
∑

i=1

∂A

∂θi
(θ∗)(θ̂i − θ∗i )

)

x(0) ≤ F. (25)

The expression (25) indicates that the bounds of the inequalities defining O∞ can be simply tightened or
relaxed to accommodate the effect of parameter changes.

The approach based on (25) is applied only to the non-redundant constraints in the representation of

O∞ for θ = θ∗. In principle, large deviations of θ̂ from θ∗ can lead to a change in redundancy status of
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the constraints, which is not accounted for by this technique. This approach, with minor modifications, is
applicable to computing recoverable sets.

Figures 7a-7c illustrate the effectiveness of using this predictive method. In these examples, θ is the
vector of stability derivatives CL0, CLu, CLα, CLq, CD0, CDu, CDα, CDq. In Figures 7a-7c, all of the stability
derivatives associated with lift are decreased by the given percent and all of the stability derivatives associated
with drag are increased by the given percent. Note that for small percent changes, the predicted recoverable
set is fairly close to the actual set, but this changes quickly as the percent difference increases. These figures
are for the H = 1 recoverable set at the flight condition U0 = 500ft/s, h = 1000ft, and α = 2deg.
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Figure 7: Examples of the accuracy of the sensitivity technique. Note for large differences accuracy is poor

VI. Scaling Between Recoverable Sets at different Flight Conditions

The scaling transformation is applied to a recoverable set at one flight condition to guarantee that the
scaled set is a subset (not necessarily positively-invariant) of the recoverable set at another flight condition.
The scaling transformation is developed conservatively off-line and stored for on-board use so that it can
be applied irrespective of degradation or damage conditionsa. The use of scaling transformation avoids the
need to compute the recoverable sets on-board from scratch, which may be a computationally intensive task.

In the following, we consider two polyhedral recoverable sets, each computed for a different flight condi-
tion. The first is described by the set of linear inequalities

G1y ≤ F1, (26)

where G1 ∈ ℜm×n, and F1 ∈ ℜm and has a set of n1 vertices organized into an n × n1 matrix, V1. The
second is described by the set of linear inequalities

G2y ≤ F2, (27)

where G2 ∈ ℜk×n, and F2 ∈ ℜk and has a set of n2 vertices organized into an n×n2 matrix, V2. We assume
that the origin is in the interior of both (26) and (27).

Two methods of scaling are now discussed. The first method uses a scalar scaling, while the second uses
a vector scaling.

A. Scalar Scaling

For the scalar scaling, a scalar, λ > 0, is applied to the polytope (26). The scalar scaling transformation is
expressed as

Tscalar : x → λx.

To ensure that the scaled polytope is inside (27) it is necessary and sufficient to ensure that the vertices
of (26) are mapped inside (27), i.e.,

G2λV1 ≤ F2. (28)

aThe use of progressively more conservative scalings depending on the damage assessment index can be also considered but
is beyond the scope of the present paper.
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The optimal scaling factor, λ∗, is the largest value of λ for which (28) is satisfied and can be computed as

λ∗ = mini,j

[

max

[

F2j

G2jV1i
, 0

]]

(29)

In (29), G2j denotes the jth row of G2, V1i denotes the ith column of V1 and F2j denotes the j element of
F2.

B. Vector Scaling

For the vector scaling transformation, scalars, λ1 > 0, · · · , λn > 0, scale individually each coordinate so that
as

Tvector : x = (x1, · · · , xn) → (λ1x1, · · · , λnxn).

Note that

Tvector =

n
∑

k=1

λkTk, (30)

where Tk is a diagonal matrix with (k, k) element equal to 1 and all other elements being zero.
To ensure that the polytope (26) after the transformation (30) is inside (27) it is necessary and sufficient

to ensure that the vertices of (26) are mapped inside (27), i.e.,

n
∑

k=1

λk(G2TkV1) ≤ F2. (31)

The optimal vector transformation is determined by maximizing

J =

n
∑

k=1

λk → max, (32)

subject to the constraints
λk ≥ 0, k = 1, · · · , n, (33)

and subject to the constraint (31). The problem (31)-(33) is a linear programming problem.

C. More General Transformations

More general transformations can be considered in the form similar to (30), where

T =

nt
∑

k=1

λkTk, (34)

and Tk are given matrices.

D. Numerical results

Figures 8 and 9 show the results of computing the scaling transformations between recoverable sets for two
different flight conditions. The first condition, labelled as 1 in Table 2, is U0 = 500ft/s, h = 1000ft, and
α = 2deg and the second flight condition, labelled as 2 in Table 2, is U0 = 580ft/s, h = 1000ft, and
α = 2deg.

For the longitudinal dynamics, the optimal scalar scaling factor is small and produces estimated re-
coverable sets that are conservative. This is assumed to be due to the auxiliary states introduced to in
the recoverable set formulation and their interaction with constraints. The phenomenon, however, is not
observed in the lateral dynamics.
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(c) ∆q–∆θ

Figure 8: Example of longitudinal H = 1 recoverable sets scaled from an original recoverable set to an
objective recoverable set. Note that scalar scaling in this case is conservative where as the vector scaling is
significantly better.
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Figure 9: Example of lateral H = 1 recoverable sets scaled from an original recoverable set to an objective
recoverable set. Note that both scalar and vector scaling produce decent approximations in this case. Also
note that the vector scaling comes pretty close to replicating the objective set in some examples.
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Table 2: Examples of optimal scaling parameters λ∗

Motion Original Objective λ∗

Longitudinal 1 2 0.3210

Longitudinal 2 1 0.3695

Lateral 1 2 0.6087

Lateral 2 1 0.9688

Table 3: Examples of optimal scaling parameters λ̂∗

Motion Original Objective λ̂∗

Longitudinal 1 2 [0.6792, 0.3346, 1.000, 0.8251, 0.6390, 0.5099, 0.8209, 0.8255]

Longitudinal 2 1 [0.6553, 0.9570, 1.000, 0.5092, 0.8470, 0.8765, 0.7584, 0.7619]

Lateral 1 2 [0.7384, 1.0000, 1.0000, 0.7861, 0.6840, 0.6567, 0.7005, 0.6660]

Lateral 2 1 [0.9803, 1.0000, 0.9851, 0.9203, 1.0639, 1.0869, 0.9692, 0.9712]

VII. An Icing Example

An icing example is now presented in which the effects of reduced lift and increased drag as consequences
of icing are considered.20, 21 This example will show how a H = 1 recoverable set at one flight condition of
U0 = 500ft/s, h = 1000ft, and α = 2deg can be scaled to estimate the H = 1 recoverable set at another
objective flight condition of U0 = 580ft/s, h = 1000ft, and α = 2deg. These are the same flight conditions
used in Section VI.

For this example, the coefficients of lift, CL, and drag, CD, are altered in order to reflect increased drag
and decreased lift consistent with wing icing. This method is consistent with what is done in.20, 21 To do
this, each stability derivative that is a component of the lift force or the drag force and appears in the linear
models is multiplied by a factor so that

CL,new = 1/2CL,nom, CD,new = 2CD,nom.
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(a) H = 1 recoverable set changes
due to icing in the ∆u–∆θ plane.
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Figure 10: Examples of how the icing affects the H = 1 recoverable sets in the ∆u–∆θ plane(a) and the
∆u–∆α plane(b). Note the icing is more predominately seen in (a) than in (b).

Figure 10 presents the changes in the H = 1 recoverable set for the changed dynamics in the ∆u–∆θ and
∆u–∆α planes. The observed variation, particularly in the ∆u–∆θ plane, is consistent with what physically
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occurs when an aircraft experiences an increase in drag and a decrease in lift. The aircraft must pitch more
at lower deviations in nominal airspeed to avoid constraint violations and cannot fly as slowly as before
without increased negative pitch.

Figure 11 provides the results of the scalings. The scalings that are used to perform these transformations
are the scalings calculated for the nominal dynamics and found in Tables 2 and 3. Also note that with the
performed transformation, the scaled recoverable sets are within the actual calculated recoverable sets thus
these scaled sets are not in violation of any constraint. This suggests that this is a valid method of predicting
safe sets at another flight condition when only knowledge of the current flight condition is available.
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Figure 11: Scaling of the icing scenario recoverable sets

VIII. Nonlinear Recoverability

Consider a nonlinear system,
x(t+ 1) = f(x(t), v(t), θ), (35)

with constraints given by
Gx(t) ≤ F, (36)

where θ are model parameters. As in the linear case, we assume that v(t) is given by

v(t) = C̄x̄(t) + ρ, (37)

where x̄ is generated by an auxiliary system,

x̄(t+ 1) = Āx̄(t). (38)

Let

p =

[

x̄(0)

ρ

]

. (39)

The state x(0) of (35) is said to be recoverable if there exists p such that the ensuing trajectory of (35) with
v(t) generated by (37) and (38) satisfies the constraints (36) for all t ∈ Z+.

Because the underlying system model is nonlinear, finding p that demonstrates that the state x(0) is
recoverable can be complicated. We seek approaches that exploit approximations and reduce the problem
to a finite set of easier solvable problems.

Specifically, to check whether x(0) is a recoverable state, we employ a procedure based on computing
parametric sensitivities. Suppose that P is the set in which the search for p will be undertaken. Let

pj ∈ P, j = 1, · · · , Np, (40)

be a finite set of points in P . We can approximate the response of (35), (37), (38) by a first order Taylor
series expansion,

x(t) = xj(t) +
∂x

∂p
|j(t)(p − pj) +

∂x

∂θ
(t)(θ − θ0) + higher order terms, (41)
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where xj(t) denotes the response with p = pj . We now discuss how (i) the approximation (41) can be used
in the search for a feasible p online and (ii) how the parametric sensitivities ∂x

∂p
|j(t),

∂x
∂θ

|j(t) can be computed
off-line and stored for online use.

The check for feasible p can be reduced to solving Np Linear Programming (LP) problems of the form,

||p− pj ||∞ → min
p

, subject to

G

(

xj(t) +
∂x

∂p
|j(p− pj) +

∂x

∂θ
(θ − θ0)

)

≤ F − ǫ, t = 0, · · · , T,
(42)

where ǫ > 0 is a constraint tightening parameter. If there exists a feasible solution to one of the Np problems,
p, such that ||p − pj|| ≤ ∆, where ∆ is the chosen trust region size for the approximation (41) then x(0) is
recoverable.

To compute the parametric sensitivity matrix ∂x
∂p

|j , we first employ the solution to (37)

v(t) = c(t)p, c(t) = [C̄Āt, I]. (43)

Then by taking partial derivatives in (35) and employing chain rule, we arrive at

∂x

∂p
|j(t+ 1) =

∂f

∂x
|xj(t),vj(t)

∂x

∂p
|j(t) +

∂f

∂v
|xj(t),vj(t)c(t). (44)

This is the matrix difference equation with the initial condition defined by

∂x

∂p
|j(0) = 0. (45)

The trajectories xj , vj are the simulated trajectories with the given x(0) and with p = pj and θ = θ0.
To demonstrate this method, we employ the longitudinal flight model from reference.5 In this model, the

states are airspeed, V , and flight path angle, γ, and the controls are thrust, T , and angle of attack, α.

V̇ = −
ρSV 2

2m
(CD0 + CDαα+ CDα2α2)− g sin(γ) +

T

m
,

γ̇ = −
g

V
cos(γ) +

ρSV

2m
(CL0 + CLαα). (46)

In this model ρ = 1.225kg/m3, S = 260m2, m = 120, 000kg, CL0 = 1.0656, CLα = 6.0723, CD0 = 0.1599,
CDα = 0.5035, CDα2 = 2.1175 are all constants. The thrust is limited to 20546 ≤ T ≤ 410920 N and the
angle of attack is limited to 0 ≤ α ≤ 14.5 deg.

For the results presented below, a trim condition is selected from the space 55 ≤ V ≤ 85m/s gridded
with 20 points and 0 ≤ γ ≤ 15 deg gridded with 15 points. Trajectories are simulated from this initial
condition through the application of constant control values. These constant control values are the ρ in (37).
For convenience, the constant values selected are a subset of those that produce the trim conditions within
the space described above. The trajectories are then constrained so that they do not deviate more than
±10m/s or ±5deg from the initial condition or the boundaries of the search space–which ever comes first.
If the ensuing trajectories satisfy the constraints, the control inputs and final trim conditions are selected
as possible options. If not, (42) is tested and if pj is found such that ||p− pj || ≤ ∆, then the control inputs
and final conditions are also selected as possible options.

Figures 12a-12c demonstrate these results for the initial condition x0 = [66.0526, 6.67]T with a ∆ =
39037–this value is 10% of the difference between the maximum and minimum thrust. Figure 12a shows
all of the constant control inputs that were searched, Figure 12b gives the control input values that were
selected, and Figure 12c shows the final trim conditions that the aircraft could reach without violating
constraints. The search over the full set of possible constant control inputs took 1.35 seconds. We chose the
search space to be much more sparse than the trim condition space to improve the speed of the calculations.
We should note that in Figures 12b-12c, the red points, the ones that the simulated trajectory satisfies the
set of constraints, produces values that are within the constraints described above. However, the blue points
do deviate outside of these bounds because there exists pj such that the point is considered recoverable. The
green points indicate the constant initial control input in Figure 12b and the initial trim condition in 12c.

In these results, we assumed θ = θ0. However, this method can handle changes in flight parameters such
as the coefficients of drag and lift assuming these changes are able to be identified online.
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Figure 12: The constant control inputs or ensuing final trim conditions that do not violate constraints (red)
and for which a suitable recovery sequence can be generated (blue)

IX. Conclusion

This paper has proposed approaches to computing and predicting safe and recoverable sets of aircraft
dynamics based on linearized discrete-time models and nonlinear models. These approaches have targeted
an implementation for which real-time on-board computations are feasible. Illustrations and examples of
constructing safe and recoverable sets have been given, including for a case study of aircraft icing. The
recoverable sets can be used to facilitate aircraft flight planning–either automated or via a pilot advisory–in
loss of control situations.

Appendix A: Aircraft Model Examples

This appendix presents the equations used to calculate the linear longitudinal and lateral models for a
given flight condition. First the longitudinal equations.

∆̇u =
−pdS

mU0
(2CD0 + CDu)∆u+

pdS

m
(CL0 + CDα)∆α+

pdSc

2mU0
CDq∆q − g∆θ +

pdS

m
CDδeδe +

Tmax

m
δth

∆̇α =
−pdS

mU2
0

(2CL0 + CLu)∆u+
−pdS

mU0
(CLα + CD0)∆α+ (1−

pdSc

2mU2
0

CLq)∆q −
pdS

mU0
CLδeδe

∆̇q =
pdSC

IyyU0
(2Cm0 + Cmu)∆u+

pdSc

Iyy
Cmα∆α+

pdSc
2

2IyyU0
Cmq∆q −

pdSc

Iyy
CLδeδe

∆̇θ = ∆q

Now the lateral equations.

∆̇β =
−pdS

mU0
(CD0 + CEβ)∆β +

−pdSb

2mU2
0

CEp∆p+ (
pdSb

2mU2
0

CEr − 1)∆r −
pdS

mU0
CEδaδa−

pdS

mU0
CEδrδr

∆̇p−
Ixz
Ixx

∆̇r =
pdSb

Ixx
Clβ∆β +

pdSb
2

2IxxU0
Clp∆p+

pdSb
2

2IxxU0
Clr∆r

pdSb

Ixx
Clδaδa+

pdSb

Ixx
Clδrδr

∆̇r −
Ixz
Izz

∆̇p =
pdSb

Izz
Cnβ∆β +

pdSb
2

2IzzU0
Cnp∆p+

pdSb
2

2IzzU0
Cnr∆r

pdSb

Izz
Cnδaδa+

pdSb

Izz
Cnδrδr

∆̇φ = ∆p

In these equations, the dynamic pressure is pd = 1
2ρU

2
0 , CXX are the supplied stability derivatives and

IXX is the moment of inertia about a particular axis.
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