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Abstract

Reynolds Averaged Navier-Stokes (RANS) turbulence models have historically been developed using a com-
bination of theoretical/physical/mathematical arguments, modeler expertise, and empirical data-fitting. As a
consequence of the loss of information incurred during the ensemble averaging process, RANS model develop-
ment has always been data-driven, to an extent, out of necessity. With the profusion of high resolution simula-
tions and experimental methods, there exists a prodigious opportunity to more comprehensively inform closure
models with data and improve their utlility in practical predictions of complex turbulent flows. In contrast to
inferring model parameters, this work uses inverse modeling to directly obtain corrective, spatially distributed
terms that are consistent with the predictive RANS models, thus offering a route to address the issue of model
discrepancy which has long plagued turbulence model development. The posterior distributions of the inferred
terms are quantified using Bayesian inversion and sampling. Results are presented for turbulent channel flow
and flows with wall curvature. While the source terms inferred in this work are problem dependent, an ongoing
subset of our work is to use machine learning methodologies to obtain general functional forms of the type
that are inferred in this work. This paper specifically focuses on the mechanics of Bayesian inversion and its
implications on the quantification of errors and uncertainties in turbulence modeling.

1. Introduction

The growth in computing power over the past several decades has allowed computational modeling to become
one of the primary predictive tools in engineering and applied sciences. High fidelity computational fluid dynam-
ics methods, namely direct numerical simulation (DNS) and large eddy simulation (LES), have provided previously
unattainable insights into the intricate physical processes involved in a turbulent flow. However, their utility is still
limited to low Reynolds number or free shear flows flows due to constraints on computing power and memory re-
quirements. Moreover, the use of such high resolution methods for important design problems will remain impractical
for the foreseeable future.! As such, these high fidelity methods are not tractable for an industrial design process,
where a large number of functional evaluations are required. Instead, the mainstay is to either solve the Reynolds
Averaged Navier-Stokes (RANS) equations or use a RANS-type near-wall approximation within an LES. Closure
models for RANS are traditionally derived using a combination of theoretical, physical and mathematical arguments
along with intuition and empiricism. In this sense, RANS modeling has always been data-driven. Despite the drastic
simplifications of the governing equations of motion, RANS models have found utility in several engineering prob-
lems. RANS methods, however, have been found to be lacking in accuracy for flows with adverse pressure gradients,
separation, curvature/rotations, transitional flow, etc. Such shortcomings severely limit the use of CFD simulations in
the aerospace design process.!

The development of methodologies to improve turbulence models is an active area of research with many recent
efforts pursuing advanced theories.> On the other hand, the growth in computing power has led to the availability of
vast amounts of high-fidelity data and concurrent developments in experimental techniques have made high resolution
flow-field measurements possible. The availability of such high-quality data presents a great opportunity for the use
of data-driven methods to improve closure models. While the idea to use data-driven methods to assist in model
development is obvious, the details on its implementation are not as intuitive. Model discrepancy® limits the ability to
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to parameterize high resolution data in a way that is useful for model development. Instead, methods that produce data
directly correlated to the low resolution model need to be considered. Much of the data-driven approaches that have
been applied in turbulence modeling have involved the calibration of a set of scalar model coefficients. Yarlanki et
al.,” Kato and Obayashi,® and Edeling et al.® all apply modern data-assimilation techniques to infer information about
model coefficients. Dow et al.!? infer a multiplier of the eddy viscosity relationship. From these works, the limitations
of tuning model coefficients are becoming clear. Instead, it may be necessary to take a more comprehensive approach
to the closure and move beyond the inference of calibration parameters. One such approach could be to infer the full
field of discrepancy (for instance, as an additional source term). In this work, we present a subset of our ongoing
work!! that uses full field inversion to infer the spatio-temporal form of model corrections. Once the field variables
are inferred over a sufficiently large and diverse set of problems, machine learning techniques are used to relate the
corrections to RANS features, such that they can be used in predictive modeling. This paper deals with the inversion
aspect of our approach, with a deeper investigation on the mechanics of Bayesian inversion and its implications for
uncertainty quantification. In this work, existing turbulence models (Spalart-Allmaras,'? k — ®,'* and BL-v2 /k,'4) are
considered. The inversion is applied to fully developed turbulent channel flow and flows with concave and convex
curvature.

II. Inversion

In our approach, we seek to comprehensively improve closure models by inferring and reconstructing deficiencies
in the functional form of turbulence models, rather than estimating model parameters. Bayesian inversion is used to
directly obtain functional corrections in the form of additive source terms or multiplicative functions that are consistent
with the underlying closure model. As a demonstrative example consider a turbulence model for a transport variable

Q7 DQ
— =P—-D+M 1
Dr + (1)
where P,D, and M could be production, destruction, and diffusion, respectively. A spatial multiplicative field variable
B can be introduced into Equation 1 to create a modified turbulence model given by
DQ
— = P—E+D. 2
Dy — PP —E+ 2
Note that the inclusion of B as a multiplier to the production term does not mean that we are restricting the form of the
model corrections. It is indeed equivalent to adding an independent additive source term. The purpose of the inversion
is to infer B such that solution predicted by the modified turbulence model is closer to a given benchmark solution. It
has to be recognized that adding a correction term inherently changes the entire model, as opposed to just one term.
Although the resulting model is only valid/accurate for the problem used to generate it, attempts to generalize it using
machine learning are a part of our ongoing work.!>13
A Bayesian approach!® is used to solve the inverse problem. B is considered to be a random function with a
certain probability distribution. Using Bayes theorem we can relate the conditional probability distribution of B given
benchmark data d (defined as ¢(f|d)) with the likelihood of a solution to be d, given P (defined as i(d|B)) , and the
prior distribution of B (p(B))
h(d|B)p(B)
q(Bld) = ————— 3)

c

where ¢ = [h(d|B)p(B)dP. The computation of the probability distribution using Equation 3 is difficult because of
the integration in the denominator, which involves a large number of dimensions. Furthermore, single evaluation of &
itself can be expensive; in this work 4 involves solving the set of RANS equations. However, assumptions regarding
the distribution of d and [ can lead to simplifications which can be handled in practice. If we can assume that 3 and the
dataset d are normally distributed and that the distribution ¢(B|d) is Gaussian, it can then be shown!® that the problem
of finding the distribution of 3 can be reduced to estimating the maximum a posteriori (MAP) solution which is found
by solving a deterministic optimization problem

.1 T — T
Bmap = arg min E (d - h(B)) Cm : (d - h(B)) + (B - B[)rior) CB : (B - Bpri()r) (4)
where Cp and Cg are the observational and prior covariance matrices, respectively. The term being minimized is
referred to as the cost function; i.e.
Bnap = arg min J. (5)
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In this work we take d to be a subset of observational (high fidelity simulation or experimental) data. Linearizing
about the MAP point, the covariance of the posterior is given by the inverse of the Hessian of the cost function? J

()
Buap  \ABidB;

With the MAP solution and covariance of the posterior, realizations of  can be drawn from the posterior distribution.
A standard procedure is to first perform a Cholesky decomposition on Cg, ., such that

-1

Cppap = (6)

Buap

T
R = CBMAP' 7

The posterior is then sampled through,
B=Bpap+Rs (8)

where s is a vector whose components are independent standard normal variates. The inversion involves three major
tasks: (a) calculation of the objective function gradient, (b) the optimization algorithm which utilizes the gradient to
minimize the objective function, and (c) computation of the Hessian matrix. It is well-recognized that in non-linear
problems, the posterior distribution will not be Gaussian in nature and that Equation 3 is an approximation, we consider
it to be necessary step - and not one that is inaccurate - to make our approaches feasible in large dimensional problems.

II.A. Computational Framework for Inversion

The key computational challenges in the inverse are the high dimensional optimization problem that stems from
minimizing Equation 4 and computation of the Hessian, as we are targeting functional inversion and thus the number
of dimensions scales with number of mesh points. Here gradient-based methods are used to solve the inverse problem.
These methods require derivatives with respect to a large number of parameters, which are efficiently calculated using
discrete adjoints. The gradients are determined by solving the adjoint equation
oR\" a3\"
- =X 9
<8u hd du ©)
where J is the cost function, R is the residual of the primal equations, and u are the flow variables. The gradient is then
computed by
dy 93 \IfT oR
B op B
The optimization problem is solved using BFGS,!” or in problematic cases, using steepest decent. The solution of
the adjoint equation requires the computation of the Jacobian of the primal equations. These Jacobians are either
computed by automatic differentiation (AD) or analytically. In the case of AD, the engine Tapenade'® is used for
source code generation. The sensitivities obtained from adjoints are validated using finite difference and complex step
method.
In this work both an exact and approximate computation of the Hessian are used. The exact Hessian is computed

using an adjoint-adjoint method. For a system with M flow variables and N design variables, the Hessian is computed
by:!?

G= (10)

3 PR 3R, 23 IR,
Hi; = 8[5 3[3 +‘|’ma[3 3l3 + Uim 3I3 “erma naB +VinV, ma 3[5 m,n € [I,M] (11)
where, ; .
R _ _ORm .
Vi,nTun = aBl m,n € [I,M] 1€ I,N] (12)
IRy o°F %Ry, %3 PR, .
,Ui,mTMk = *aBiauk —Vm B-dux —Vin EI *Vi,n\vmm k,mn € [I,M] i€][l,N] (13)

Following Ref. 19, Equation 12 is first solved N times for v. Equation 13 is then solved for the N rows of . While
more efficient algorithms exist for computing the Hessian, an exact calculation is always expensive. A low-rank

devaluated at the MAP point
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approximation is additionally used to approximate the Hessian.'® For a cost function with a diagonal observational
covariance matrix and no prior the cost function simplifies to

L[ (B —di\*
J=~= e . 14
I=3 {2 < o (14)
To approximate the Hessian, M scalar valued functions are defined,

fl(B):W fori=1,2,....M. (15)

The gradient of the non-regularized cost function can computed by

M M
Vi(B) =) V(B = Y. 2f(B)V(/i(B))- (16)
i=1 i=1
Or equivalently
V3(B) =2J(B)"F(B) (a7)
where ;
F=1fiB) LB) - fuB)| - (18)

The Jacobian of the scalar valued functions can then be used to approximate the Hessian by

H~J(B) J(P). (19)

The contribution of the prior is easily computed analytically. It is noted that calculation of the low-rank Hessian
involves performing M adjoints for each of the scalar valued functions.

III. Turbulent Channel Flow Calculations

Planar internal channel flow is considered for the first set of test cases. The Reynolds averaged momentum equation

for incompressible fully-developed channel flow is given by
op o[ du
0= P {u "

Fr pu’v’] . (20)

__$+ay

The Reynolds stresses are closed with a turbulence model.

III.A. Application to the k — ®» Model

First we consider the Wilcox k — !> model which adds two additional model equations to the system. For the planar
channel the closure model becomes

N\ 2
0 v,<g;l> oc*karaay [(Hc*i) gﬂ (21)

> , 0 k' oo
O_y(ay> — 0l +ayKv+Gm)ay]' (22)

No viscous corrections are used. The inverse is posed by modifying the production term in the turbulent kinetic energy
equation to include the spatial multiplier B,

—\ 2
O—Vt(g:) B(y)oc*kar;y[(erc*i) gﬂ (23)

The governing equations are discretized using second order second finite differences and solved by introducing a
pseudo-time derivative. A geometrically graded mesh is used such that the viscous sublayer is completely resolved.
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The first mesh point is placed at approximately y* = 0.05. A channel flow solver!? was used as a guideline for the
mesh spacing.

The inversion requires the specification of the covariance matrices Cyy and Cg. For planar channel flow DNS data
are readily available and provide almost perfect observations of the true mean flow variables, hence we take Cy, to
be diagonal with constant entries of 6,5, = le — 10. Such a choice neglects the covariance of the data. Selection of
Cp is less straightforward as there is very little knowledge of the prior. Here Cg is taken to be diagonal with constant
variance ©,. The variance is selected such that the DNS solution falls within the locus of the +2¢ distribution of
profiles predicted by the prior model. For all cases it was determined G, = 0.5. At this point we note that this selection
corresponds to an uninformed prior. As information about the prior is gained from solving inverse problems, the
specification of the prior can become considerably more complex. Note that, with 6,,; = le — 10 and 6, = 0.5, the
dependence on the prior has effectively been eliminated for regions where the inferred function is very sensitive to the
data. Specification of a reasonable prior, however, is still important as the overall problem is still is ill-posed.

DNS data from the Jimenez group? are used in the inverse. Of this data, the velocity profiles are targeted; i.e.
d = upys. For clarity, the entire solution process used is as follows:

1. Sample the prior distribution of 3 via Equations 7 and 8 with the prior covariance matrix Cg.

(a) For each sample of B solve the governing equations to determine prior distributions for all flow variables.

(b) Determine if Cg was appropriately chosen by ensuring that the targeted DNS profile falls within the +26
limits of the distribution predicted by the prior turbulence model.

2. Solve the inverse problem with Cp, = 6(2)}”[ and with 6, = 1e — 10.
3. Sample the posterior distribution of 3/, via Equations 7 and 8 with Cg, ..

(a) For each sample of 3,4 solve the governing equations to determine the posterior distributions for all flow
variables about the MAP point.

A summary of the cases considered is given in Table 1.

Table 1: Summary of channel flow cases.

Case Re: Grid Ax./Axy | ©p Gobs
Points

1 186.3 201 80 0.5 1x10710

2 546.7 201 305 0.5 1x10710

3 933.9 201 600 0.5 1x10710

4 2004.3 201 1450 0.5 1x 10710

5 4200 201 3340 0.5 1x10°10

The results of the inversion are similar for the different cases. Specifically, we will discuss the entire inference
process for Rer = 934. As previously noted, the covariance of the prior Cg was selected such that the targeted DNS
solution (in this case velocity) fell within the locus of the 26 limits of the prior distribution. From this process the prior
covariance was determined to be Cg = 012,1 with 6, = 0.5. The prior mean is taken to be B,,,;,, = 1, which corresponds
to the baseline model. Random draws of [ are taken from the multivariate PDF to generate the probability distributions
for other flow variables. This prior distribution determined from 100 draws is given in Figure 1.

The goal of the inversion now is twofold; to determine the MAP solution and to determine the posterior distribution.
Figure 2 gives a summary of the inversion and compares it to the DNS data that were used in the inverse. 100 draws
of the posterior distribution of B we taken to construct the PDFs of other flow variables. Figure 3 additionally shows
the posterior PDFs of inferred B at different y™ locations; since sampling B is trivial 10,000 samples were used. The
inversion was able to infer a correction term that decreased the magnitude of the objective function by over two orders
of magnitude; as such the match between the targeted velocity profiles is excellent. The inverse also has a positive
effect on secondary variables that were not targeted. The turbulent kinetic energy predicted by the inverse model has a
more pronounced peak near the wall which is more representative of underlying physics. The turbulent production term
in the inverse almost perfectly matches the DNS. It is noted that a composite objective function including variables
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Figure 1: Prior (base k — @ model) distributions with random draws for planar channel flow at Rer = 934 with Cg = Gf,] .

other than just the velocity would greatly improve the prediction of secondary variable such as turbulent kinetic energy
near the wall.

The learned P profile undergoes various changes of turbulent production and destruction in the inner layer. Away
from the wall in the channel core, B} settles below unity, corresponding to an increase in turbulent destruction.

The posterior distributions predicted through the inverse are of interest. First it is seen that the ¢ limits for B
in the viscous sublayer are identical to the prior, hence the inverse has provided us with no information about what
B should be in the viscous sublayer. This is a result of the ill-posedness of the inverse problem and provides an
excellent example of the importance of the specification of the prior. Additionally, this result is completely consistent
with what one would expect. In the viscous sublayer turbulent production becomes zero, hence the value of f is
of no consequence. In the overlap and outer layers the variance on B collapses to ¢ = O(10~3), implying that much
information about B can be inferred in these regions. This is further seen in Figure 3. The Gaussian approximation also
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appears to be reasonable in this context. The posterior distributions for all other flow variables all but collapse to the
MAP solution after inversion. The posterior distribution predicted for velocity is quite small and has a mean standard
deviation of ¢ =~ le — 10, which is of the same order as the observational variance. In summary, the uncertainties on
all flow variables in the post-inversion model are greatly decreased. The posterior distribution for B indicates that, for
all regions other than the viscous sublayer, the inversion provided substantial information of what B should be.

It is important to note that it is not critical for the DNS profiles of secondary flow variables to fall within the
distribution of the model obtained in the inversion. The posterior distribution instead provides information about the
inferred P with respect to the effectiveness of the inverse. Such information is useful to the modeler and as inputs to
machine learning algorithms to reconstruct discrepancy terms.'! As an example, an ongoing subset of our work is to
parameterize  in terms of flow variables. The information about the posterior distribution of B allows us to realize
that 3,4 p in the viscous sublayer should not be used in machine learning parameterization since no information could
be inferred in the inverse.

Figure 4 provides a summary of inferred 3 for the five cases. The collapse of the data for the cases, which span
a wide range of Reynolds numbers, is excellent and coincides with physical arguments. In the inner layer B behaves
similarly for all cases and varies with dimensionless wall distance y™. Away from the wall the effects of outer variables
become important and a uniform scaling with y* is not expected. For y™ > 100, B begins to scale with y/H and a
decent collapse is again observed. While this work focuses on the inversion step, it is worthwhile to show that is is
reasonable to believe that the inferred B can be parameterized in terms of RANS features. An important feature in
the kK — ® model, and one that is used extensively for low Reynolds number modifications, is the turbulence Reynolds

number which is given by

k
Rer = —. 2
er =1 24

The turbulence Reynolds number provides a measure of the local strength of the turbulent stresses compared to the
laminar stresses. Figure 4 additionally shows inferred B in the inner layer (y© < 300) as a function of Rey. The
collapse of the data with the local turbulence number is comparable to the collapse with y*; the key difference being
Rer is a local flow feature and independent of geometry. While the full extent of our work uses machine learning
algorithms to obtain a functional form of B, these simple scalings can already be of use to the modeler. Furthermore,
the decent collapse of data with dimensionless quantities shows that it is reasonable to believe that machine learning
methods can infer a general functional form for the correction.

IILB. Application to the BL-v2/k Model

In the previous section the inversion process was used to infer a velocity-correction multiplier for the baseline k — ®
model without viscous corrections. It is well argued, however, that accurate velocity prediction is not a feature that
turbulence models find great difficulty with for channel flows. Near-wall predictions of turbulent kinetic energy and
dissipation are more challenging tasks. These near-wall flow features are both non-homogeneous and anisotropic;
as such they can not be accurately captured by simple turbulence models that use quasi-homogeneous assumptions
unless ad-hoc damping functions are used. We now turn our attention to the BL- V2 /k model'* , which is a variant of
the k—e—v2 — f model family. In addition to k and €, an additional transport equation is solved for ¢ = V2 /k and an
elliptic equation is solved for a blending parameter o.. The BL- V2 /k model is as follows:

0=P- eh+;y[(;+6k)gﬂ Ces(1— )’ kzw,(gi")2 (25)
0=(1—03)fy+0*fy — P 2+i£gqy’g’;+[(;+§;)gﬂ @7
L232y2°1 (28)
f=-2% h=-glG-1+e)(6-3) 29)
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K3 3/2 k2 0.6
L= cg( +Ghn) T=ySHGE T (30)

1/2 eh Eh \@Cp(b SijSij
. 1 d[v; dk
= Cydkmin (T, Tim) G, =Ca+a 3(Ce4 — Cea) tanh ( e 8 {G; 5 } D 31
To improve the performance of the BL-ﬁ/ k model, the inverse is posed by adding the corrective multiplier to f,,
g
fo= —Eh% 32)

Such a choice ensures that B will be active in the near-wall region. Instead of only targeting velocity in the inverse,
we now target both velocity and turbulent kinetic energy. Uncorrelated observational and prior covariances are again
assumed. With these assumptions the cost function can be written as

N MRANS _ MDNS 2 kRANS . kDNS 2 B Bprtor
~__~ ~ ; i i S
J=Ju+dk+Ip= Z (CFZI”) + (szs) + Z ( oprior ) . (33)

i=0

In Equation 33 it is seen that the variances act as weightings between the different components of the cost function.
Since the observational variance of DNS is so low, it is fair to manipulate the variances to obtain a desired weight on
each component of the cost function. This is not the case with lower fidelity observations, where the observational
variance carries more physical significance. The observational variances were selected such that J; ~ 2, at the first
iteration. A summary of the inversion details are given in Table 2. It is noted that BL-v2 /k gives accurate predictions
with y* = 1, as such the governing equations are solved on a grid that is coarser than before.

Table 2: Summary of channel flow cases for the BL—\Tz/ k.

Case | Req Grid | Ax./Axs | o, oobs oobs
Points

6 186.3 61 8 0.5 1x10719 | 6x 10712

7 546.7 81 31 0.5 1x10710 | 2x 1071

8 933.9 101 31 0.5 1x10710 | 7x 1071

9 2004.3 121 61 0.5 1x10710 | 3x10°10

We will again discuss the results of the inversion for the moderate Reynolds number of Re; = 933, which are given
in Figure 5. First, it is observed that the inversion was not able to infer a correction that matched both velocity and
turbulent kinetic energy exactly. In general it was observed that matching TKE in the buffer layer led to an under
prediction of velocity in the same region. This is seen in the velocity profiles shown in Figure 5a. While the overall
velocity prediction is much improved, a slight under prediction is present in the buffer layer. The prediction of TKE is
much improved in this region. The posterior solution almost perfectly matches the DNS profile in the viscous sublayer
and predicts a much more accurate peak within the buffer layer.

As previously mentioned, the choice to have  be a multiplier on f,, makes it active in the near wall region (since
it is introduced through (1 - &?)). The correction B becomes negative at the edge of the viscous sublayer, then grows
quickly throughout the buffer layer until it peaks towards the end of the buffer layer. It then rapidly decays throughout
the log-layer, becoming negative around y™ ~ 30 and eventually relaxing to 3 = 1 in the channel core. In the channel
core f;, has a negligible influence on the solution. This is seen in the posterior distribution for B, where the posterior
variance is small in the near wall region and increases in the channel core. The posterior distributions for all other
variables again collapse to the map solution.

Figure 6 shows a summary of the inferred [ profiles for the other cases. The inferred corrections again display
similarities within the inner layer, varying with y*. Since the effect of B is not strong away from the wall, p ~ 1 in
the outer layer. For all cases, the oscillations in B seem to coincide with the viscous, buffer, and overlap layers. This
again suggests that these solutions are rooted in the fundamental physics/modeling of wall-bounded flows; opposed to
random solutions with no physical meaning.
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The decision to have 3 be a multiplier on f;, is, again, by no means unique. The correction can be applied anywhere.
Furthermore, it is possible to infer more than one correction in the inversion. While increasing the dimensionality of
the overall correction poses a more daunting challenge to machine learning algorithms at introduces the possibility
(and often a probability) that the corrections depends on each other, it needs to be recognized that the process is valid.
To demonstrate an alternative setup both the length scale and C;, coefficient are modified,

NTSIRGL .
L= |C % JrCn glﬁ B Co= B2Ces. 34
h

It is noted that in this case we consider the baseline C3, = C¢2, opposed to the spatially varying value given in Equa-
tion 31. As such the baseline model over predicts v, in the outer layer. A summary of the properties used in the
inversion are given in Table 3. It is noted that the decision to have a multiplier on the length scale makes the inverse
extremely ill-posed, as such a higher variance for the DNS data is used.

Table 3: Summary of channel flow cases for the BL-ﬁ/ k with the setup given in Equation 34.

Case Rer Grid Ax./Axy | of o) oobs oo
Points

6 186.3 61 8 0.1 0.5 1x1077 | 9x107°

7 546.7 81 31 0.1 0.5 1x1077 | 25x10°8

8 933.9 101 31 0.1 0.5 1x1077 | 45x1078

9 2004.3 121 61 0.1 0.5 1 %1077 1.7x1077

The results of the inversion at Re; = 933 are given in Figure 7. It is again seen that, while corrections that exactly
match both TKE and velocity could not be inferred, the posterior solutions are much improved. There are several
features of interest. First, it is observed that the influence of B, is felt across the entire channel. This is a result of o
being non-zero everywhere. As such the posterior distribution for B, collapses to the MAP solution everywhere. B,
now contains corrective information that is related to the channel centerline. Second we note that little can be inferred
about B; outside of the buffer layer. This is credited to B; being introduced to the system only through the second
derivative of the blending parameter o, which decays to zero in the channel core. Additionally it is believed that 3
can not be inferred in the viscous sublayer because the turbulent activity is not very high. This result suggests that the
turbulent kinetic energy and velocity predictions are insensitive to the length scale definition (in the elliptic equation
for ) outside of the buffer layer.

Figure 8 shows a summary of the inferred P profiles for the other cases. These data don’t collapse as well as what
was seen in previous cases. It is noted that the inversion at Re; = 180 did not perform well; the cost function was only
decreased by approximately 20%. The differences between different Reynolds numbers could be due to a multitude
of reasons, but it is believed that using multiple corrections decreased the uniqueness of the solution.
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Figure 2: Posterior model distributions for planar channel flow at Rer = 934 with Cg = Gf,l .
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Figure 3: Posterior PDFs of {3 for planar channel flow at Re; = 934 with Cg = 612,1 . 10,000 samples of B were used to
construct the PDFs.
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Figure 4: Summary for B’s obtained in the inversion. It is seen that in the inner layer [ varies with y*, while in the
outer layer P varies with y/H. A decent collapse is also observed with Rer for data in the inner layer.
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Figure 5: Posterior model distributions for planar channel flow at Re; = 950 with f,, modifier.
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Figure 7: Posterior model distributions for planar channel flow at Re; = 950 with C, and L modifiers.
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IV. Application to Complex Cases

As a more complex test case, we now consider two dimensional flow over concave and convex surfaces. The
Spalart Allmaras'? model will be used as the baseline model, again with a multiplier B(x,y) of the production term as
the function to be inferred. Specifically, the effect of curvature is studied in (a) a convex channel and (b) a concave
channel with a turning angle of 90 degrees (Figure 9). Curvature has a profound effect on the turbulence, acting to
destabilise the boundary layer in the concave channel while stabilizing the convex channel boundary layer. While
progress has been made in understanding the physical structure of such flows, accurate modeling still remains a
challenge. We will use the Spalart-Allmaras model with a correction term B(x,y) introduced in the following form

D = B(x)P() - D)+ T(3), (39)
where P, D and T are the production, dissipation and transport terms, respectively. Note that the Spalart Allmaras
model with curvature correction (SARC?!) also introduces corrections in the same form and will thus be used as a
basis for comparison.

For both geometries, LES solutions from Reddy & Durbin®? are used as benchmarks. The RANS grid is generated
by taking every fourth grid point in the streamwise direction from the LES grid. The grid inlet is further extended
to remove the effect of small differences in the inlet profile. The extended RANS mesh consists of 472 cells in the
streamwise and 110 cells in the wall-normal direction. At the inlet, the LES solution results in a boundary layer profile

0.5

-0.5

0.5 1

0
X
(a) Convex Grid (b) Concave Grid

Figure 9: RANS domain and grid for convex / concave wall problems.

with Reg = 2000, and this is matched by the RANS via a precursor boundary layer simulation. It has to be noted that
the LES is incompressible, whereas the RANS was performed at an inlet Mach number of 0.1. The physical variables
from the boundary layer simulation are used to set ghost cell values for a characteristic-based inlet boundary condition.
At the outlet boundary, pressure is set to match the LES. The lower wall is treated as a viscous wall, whereas the upper
wall is inviscid.

1V..1. Inverse Problem & Results

For both the geometries, the skin friction coefficient on the lower wall Cy is used as the objective function to be
matched. The standard deviation for the prior is set to a value of 0.45 based on variations on [} in our initial inverse
tests. The standard deviation of the observable is set to 2.5E-6, a value based on the variability of Cr ;5.

Figure 10 compares the skin friction coefficient for the baseline, SARC, and inverse models with LES. The baseline
SA model is seen to be highly inaccurate and the SARC, while much improved, still has significant errors. The MAP
solution is seen to almost coincide with the benchmark for both cases. To compare the changes to the baseline model,
the additional source terms & = P(B — 1) introduced by the SARC and inversion are compared in Figures 11 and 12.
It is interesting to note that the effective corrections are consistent with the expected physica and qualitatively similar
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for the SARC and MAP solutions. Figure 13 shows the uncertainty bounds generated via the procedure described in
the one dimensional channel flow case.
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Figure 10: Comparison of skin friction coefficient with LES solution.
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Figure 11: Comparison of additive correction to the baseline SA model for Convex curvature.

V. Model Prediction

For completeness we now demonstrate how the inversion step can be combined with machine learning algorithms
to create a predictive model. More details of the overall methodology can be found in Duraisamy et al.!' By taking the
same type of Bayesian approach and making the appropriate assumptions, the process of inferring Bpos, can still be
solved via the deterministic optimization problem

Bmap =arg min % (d - h(B))TCm71 (d - h(B)) + (B - Bpri()r)Tcﬁil (13 - Bprior) . (36)

In this problem, the parameter to observable map / and observational covariance matrix Cy, are functions of the data
used to solve the inverse, the inverse itself, and the machine learning algorithm. To make the problem more tractable,
the solution process is broken down into multiple steps. As before, an additive correction term is added to the low
resolution model. This correction is completely described by B, which contains B and covariance Cg. Bayesian
inversion and machine learning algorithms are applied to the prior correction, B ., to produce a machine learned
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Figure 12: Comparison of additive correction to the baseline SA model for Concave curvature.
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Figure 13: Uncertainty bounds for 2D curved channel cases.

(ML) correction
) Machine Learning
‘_.%

%pri(lr(U) M sBinverse (X %(U)ML (37)
By propagating B and Cy through this process, the final posterior correction can then be determined by a second
Bayesian inference step that combines the prior and machine learned corrections

%priar (U)

— B poe (U). 38
Byps (U) post (U) (38)

The inversion and machine learning step given in Equation 37 are offline processes, while the final inference step given
by Equation 38 is an online process. For the cases considered in this work the final inference step is given by

1

Bpost = arg min 5 (B - BML)TCBML_l (B - BML) + (B - Bprior)T

Cﬁprior_1 ([3 - Bprior) . (39)

Note that the solution of Equation 39 is trivial compared to the previous optimization problem, since the parameter
to observable map 4 has become the identity matrix. Properly accounting for uncertainty in every step of this process
allows for formal quantification of the uncertainty in the posterior distribution of . It is acknowledged that the
implementation of this process is highly-nonlinear, and as a result, the true posterior distribution will not be Gaussian.

To provide a predictive example, planar channel flow is again considered. First, the inverse problem discussed in
Section III is solved for the cases given in Table 1, except for Re; = 2000. The data generated from the inversion
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learned models. The true inverse solution is additionally provided.

Figure 14: Summary of the final Bayesian update step. For regions where the ML model predicts a low training
variance, the posterior correction collapses to the ML model. For regions where a high training variance is predicted,
the posterior correction is closer to the prior model.

are then passed on to a machine learning algorithm, which in turn obtains a general functional form for . Details
of the machine learning aspect of our work are discussed in a companion paper.!> The machine learned algorithm
is then injected back into the computational solver, where it is queried in a predictive fashion. The output of the
machine learned algorithm is then filtered through the final Bayesian inference step, which combines the information
gained through the entire inverse/machine learning process with the prior, to produce a final posterior prediction of the
corrective source term.

The resulting posterior model is now tested for the Re; = 2000. This case was omitted from the training process
of the machine learned algorithm. In this example the machine learned model is only queried once with the RANS
quantities obtained from the solution of the prior model to obtain B, (v). The posterior correction term 3, is then
determined by solving Equation 39. Figure 14 shows the results of this final inversion step. It is seen that, for regions
where the ML model predicts a low training variance®, 3 post @ssimilates to the ML correction 3/, . For regions where a
high training variance is predicted, the posterior correction 3 post TEVeLTs to the prior correction B prior- Figure 15 shows
the resulting mean profiles of the final posterior model. The results of the implementation are good, especially in the
inner layer. The posterior model is able to predict the velocity profile in the buffer layer quite well. The prediction of
turbulent production and dissipation are additionally improved from the baseline model. Upon reaching the outer layer,
however, the machine learning algorithm is not very accurate in determining the functional form of the training data.
As such the posterior model reverts to the prior model, which is seen in Figure 14. The failure to predict the increased
destruction of TKE in the channel core leads to a slight under-prediction of velocity. It is interesting to note, however,
that this suggests that the prior model accurately predicts the center line velocity due to errors within the inner layer.
The model is simply calibrated to negate these errors. Indeed, the turbulent eddy viscosity predicted by the k — ®
model is too high in the channel core. Nonetheless, the error norms on the solution mesh® for velocity, turbulent
kinetic energy, and Reynolds stress are decreased by 2%,2%, and 50%, respectively, from the baseline model. Despite
limited training data, the inverse/machine learning framework is able to predict an unknown correction term to a good
degree of accuracy. Furthermore, it is clear that properly accounting for uncertainties in every step of the process can
allow the machine learned and prior models to be blended together in a rigorous way, allowing for the uncertainty of
the posterior model to be directly quantified.

VI. Conclusions and Future Work

The availability of high-fidelity numerical and experimental data presents new opportunities for the use of data-
driven methods to improve closure models for turbulence. Here a subset of a predictive modeling framework was
presented. Bayesian inference was used to infer full field model corrections for turbulent channel flow and a con-
vex/concave wall bounded flow. In both cases, the accuracy of the (problem dependent) post-inversion model was

®In this example the machine learning algorithm was not informed of the variance predicted through the inverse.
¢As previously mentioned, the solution mesh is concentrated in the inner layer.
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Figure 15: Machine learned k — ® model compared to the exact inverse model and DNS for planar channel flow at
Rer = 2000.

greatly increased and modeling uncertainties were quantified. By examining the posterior distribution of the model
correction, it is possible to determine regions of the flow where the inversion is effective, as well as regions where no
useful model corrections could be inferred. This information is useful for both the modeler as well as in the context of
our overall goal of improving turbulence models by coupling inversion results with machine learning algorithms.

Current work is focused on a more rigorous specification of the prior as well as the observational covariance ma-
trices. In the case of an uninformed prior, the posterior distributions are highly dependent on observation information;
as such the effects of building in additional physics (such as spatial correlations) are being considered.
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