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A method is presented to optimize the orientation of directional sensors and instruments in a vehicle body-fixed frame. Directional dependence is included by creating a uniformly distributed set of directions in the body-fixed frame and formulating the objective as a function of these directions. The method is demonstrated by application to photodiodes for sun sensing, for which the covariance of the sun vector estimate is derived as a function of the photodiode configuration. The measured sun vector angular accuracy is then minimized as a function of the configuration, which enables the most accurate sun sensing with the given hardware. This technique maximizes subsystem performance and provides a design method to replace traditional, iterative design approaches to sensor placement.

I. Introduction

The orientation optimization problem is formulated using a unit sphere. With the spacecraft located at the center, the surface of the sphere represents all directions in the body-fixed coordinate system. This sphere is commonly referred to as the attitude sphere or spacecraft-centered celestial sphere. Directions in the body-fixed frame are created by discretizing the attitude sphere, and these directions are used in the objective function. Directions on the attitude sphere are weighted to account for vehicle- and mission-specific parameters such as orbital inclination and attitude. The nature of the objective function is problem specific and can be minimized using a suitable algorithm. The unique contributions of this paper are the formulation for optimization that uses the attitude sphere as well as application to photodiodes to minimize the uncertainty of the measured sun vector. This new formulation enables the application of existing minimization techniques to a broad range of directional-dependent problems.

The remainder of this paper is organized as follows. In Sec. II, the attitude sphere is discretized to create the directions used to formulate the objective function. The objective function for the sun sensor optimization problem is derived in Sec. III and applied to example design problems in Sec. IV. The method is summarized for general application in Sec. V and conclusions are given in Sec. VI.

II. Use of the Attitude Sphere

A unit sphere can be used to define all possible directions from the spacecraft to an object of interest in the body-fixed frame. This is referred to as the attitude sphere. This sphere is also commonly referred to as the spacecraft-centered celestial sphere [11]. The attitude sphere is discretized, or pixelized, to create directions over the entire body frame for use in formulating the objective function. Points on the sphere represent the end of unit vectors originating at the center of the sphere.

A pixelization with constant angular resolution over the entire attitude sphere should be used so that portions of the sphere are not artificially weighted due to a higher density of points in the region. Because of this, the typical method of varying the azimuth and elevation evenly to create points on a sphere is not used; it results in a distribution with higher density near the poles, as seen in Fig. 1a. Uniform pixelization of the surface of a sphere is not a new problem. It has been used for mapping the celestial sphere for astronomical applications [12] as well as mapping Earth for remote sensing applications [13]. Attitude sphere pixelization has also been used to formulate path planning for spacecraft attitude control [14].

To pixelize the attitude sphere, the icosahedron-based approach of Tegmark [12] is used because it produces a near-uniform distribution
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of points on the sphere, as seen in Fig. 1c. The pixelization method begins by inscribing an icosahedron inside a unit sphere. Points are then distributed evenly on each triangular face of the icosahedron. This is shown in Fig. 2. Each point in Fig. 2b is the center of the hexagonal pixel. The pixel centers are then projected from the faces of the icosahedron onto the sphere and shifted slightly to give all pixels approximately equal area.

It is not possible to place an arbitrary number of pixels on the sphere while maintaining the near-uniform distribution. The number of pixels on the sphere is given by

$$N = 40r(r - 1) + 12$$  \hspace{1cm} (1)

where $r = 1, 2, 3, \ldots$ is the resolution. A plot of the number of pixels $N$ as well as the average angular distance between pixel centers is shown in Fig. 3.

III. Formulating the Objective Function for Sun Sensor Optimization

An ideal photodiode produces current $I$ as a function of incoming light according to the model [15]

$$I = I_0 \cos(\theta)$$  \hspace{1cm} (2)

where $\theta$ is the angle between the direction normal to the photosensitive plane and the line-of-sight vector to the sun (herein referred to as the sun vector), and $I_0$ is the maximum current output of the sensor, corresponding to $\theta = 0$.

Multiple photodiodes can be combined to provide an estimate of the sun vector. The uncertainty of the sun vector estimate is a function of the performance of the individual photodiodes as well as the photodiode configuration. In this section, the objective function to minimize the angular uncertainty of the sun vector estimate is formulated as a function of the photodiode orientation. In Sec. III.A, the covariance of the sun vector estimate is derived, and this is used with the directions on the attitude sphere to formulate the objective function in Sec. III.B.

A. Sun Vector Estimation from Multiple Photodiodes

A single photodiode provides one dimension of sun vector information; multiple photodiodes can be combined to provide a full sun vector. Two common photodiode configurations are to use six photodiodes that are orthogonal [2,3] or to place pairs of photodiodes angled in a single plane [1]. The former method does not provide photodiode coverage sufficient for sun vector estimation over the entire attitude sphere because the field of view of individual photodiodes is generally less than 180 deg. In the latter configuration, the two photodiode readings can be used to estimate the sun vector component in the common plane of the photodiodes, thus achieving a one-axis sun measurement [1]. For unconstrained optimization, a method to estimate the sun vector from an arbitrary photodiode configuration is required, which is derived in this section.
The sun vector estimation is formulated as finding the intersection of multiple planes, where the planes are defined by the photodiode normal directions and the measured currents. Intersection of planes is used rather than intersection of cones to estimate the sun vector from the photodiode measurements because the former is a linear function of the photodiode measurements. The formulation is illustrated for a two-dimensional case in Fig. 4. In the figure, the rectangles represent two photodiodes, the dashed arrows show the directions normal to the photosensitive plane $\hat{n}_i$ (where $i \in \{1, 2\}$ is the photodiode index), the solid arrow shows the sun vector $\hat{s}$, and $\theta_i$ is the angle between the photodiode normal directions and the sun vector, as in Eq. (2). The sun vector $\hat{s}$ corresponds to the intersection point of the two planes, shown by the dotted lines, and $\hat{s}$ is estimated by finding the intersection point of the two planes. The planes are perpendicular to the photodiode normal direction, and, referring to Eq. (2), their location along the normal direction $\hat{n}_i$ is $I_i/I_{0,i}$.

In general, a plane can be defined by a known point on the plane $r_0$ and a normal vector to the plane $p$, according to Eq. (3), where $r$ is the location of any point on the plane:

$$p^T(r - r_0) = 0 \quad (3)$$

In application to the photodiode configuration of Fig. 4, Eq. (3) becomes

$$\hat{n}_i^T(\hat{s} - I_i/I_{0,i}\hat{n}_i) = 0 \quad (4)$$

With $\hat{n}_i = [n_{i,1} \ n_{i,2} \ n_{i,3}]^T$ and $\hat{s} = [s_1 \ s_2 \ s_3]^T$, and using the fact that $\|\hat{n}\| = 1$, Eq. (4) can be rewritten as

$$\frac{I_i}{I_{0,i}} = [n_{i,1} \ n_{i,2} \ n_{i,3}]^T \left[ \begin{array}{c} s_1 \\ s_2 \\ s_3 \end{array} \right]$$

Equation (5) can also be obtained directly by rewriting Eq. (2) as $l = I_0 \cos(\theta) = I_0 \hat{n}^T \hat{s}$, but derivation with Fig. 4 is included to provide further insight into the vector measurement formulation. For sun sensing in three dimensions, at least three nonparallel and noncoplanar photodiodes are required. With photodiodes satisfying these conditions, the sun vector corresponds to the intersection point of the planes from each photodiode.

In practice, a single intersection point generally does not exist due to measurement error. The ideal model of Eq. (2) is corrupted by...
sensor noise, and the measurement model is given by Eq. (6), where \( \hat{I} \)

is the measured current, and \( \eta \) is zero-mean measurement noise:

\[
\hat{I} = I_o \cos(\theta) + \eta
\]  

(6)

Given at least three nonparallel and noncoplanar photodiodes, the sun vector estimate is the solution to

\[
y = Hs - \eta
\]  

(7)

where, from Eq. (5),

\[
y = \begin{bmatrix}
\frac{I_1}{I_{0,1}} \\
\frac{I_2}{I_{0,2}} \\
\vdots \\
\frac{I_k}{I_{0,k}}
\end{bmatrix}, \quad H = \begin{bmatrix}
\eta_1 \\
\eta_2 \\
\vdots \\
\eta_k
\end{bmatrix}, \quad \eta = \begin{bmatrix}
\eta_1 \\
\eta_2 \\
\vdots \\
\eta_k
\end{bmatrix}
\]  

and \( k \) is the number of photodiodes illuminated. This is the classic linear least-squares problem. Using maximum likelihood estimation, the best estimate of \( s \) is found by minimizing the objective function given by Eq. (9) with measurement covariance \( R = E(\eta\eta^T) \). From the Gauss–Markov theorem, the unconstrained optimal estimate is given by Eq. (10), and the covariance of the estimate is given by Eq. (11) [17]:

\[
J(s_{\text{est}}) = \frac{1}{2} [y - Hs_{\text{est}}]^T R^{-1} [y - Hs_{\text{est}}]
\]  

(9)

\[
s_{\text{est}} = (H^T R^{-1} H)^{-1} H^T R^{-1} y
\]  

(10)

\[
P = (H^T R^{-1} H)^{-1}
\]  

(11)

The sun vector estimate resulting from the linear least-squares solution of Eq. (10) is not constrained to be a unit vector, and the covariance \( P \) is full rank. For an optimal unit vector estimate, the objective function \( J(s_{\text{est}}) \) should be minimized with the nonlinear constraint \( s_{\text{est}}^2 = 1 \). The constrained minimization can be carried out using various numerical techniques. Alternatively, a unit vector estimate can be obtained through brute-force normalization of Eq. (10), but while the angular difference between this and the optimal unit vector estimate may be negligible for a given photodiode configuration, the difference can be on the order of tens of degrees depending on the photodiode configuration. Therefore, constrained minimization of the objective function should be used.\(^4\)

The covariance \( P \) is that of the unconstrained solution. The covariance of a unit vector is necessarily rank deficient and can be difficult to calculate. A covariance approximation commonly used for attitude determination sensors is the QUEST measurement model, for which the covariance of a measured unit vector \( \hat{u} \) is given by

\[
R_{\text{QMM}} = \sigma^2 (I_{3 \times 3} - \hat{u}\hat{u}^T)
\]  

(12)

where \( \sigma^2 \) is the variance of the components normal to the estimated direction \([19]\). For triaxial sensors, an assumption of uniform uncertainty in all directions is typically valid, and so \( \sigma^2 \) can be taken to be the variance in one of the sensor axes. This approximation is not applicable to photodiodes in arbitrary configurations because the uncertainty in each direction is not equal and depends on the photodiode configuration. This is quantified by the vector covariance \( P \) of Eq. (11).

The covariance of the optimal unit vector estimate can be approximated by the linearized transformation of the unconstrained covariance that is equivalent to brute-force normalization of the unconstrained sun vector estimate. That is, the covariance of the unit vector estimate \( P' \) is given by Eq. (13), where \( P(x) \) is given by Eq. (14) and the subscript \( x = s_{\text{est}} \) indicates that the Jacobian is evaluated at the optimal unit vector estimate:

\[
P' = \frac{\partial f^T}{\partial x} P \frac{\partial f}{\partial x}
\]  

(13)

\[
\hat{x} = f(x) \equiv \frac{x}{\sqrt{x^T x}}
\]  

(14)

### B. Formulation of the Objective Function to Minimize Angular Uncertainty

From Eqs. (11) and (13), the sun vector uncertainty is a function of the sensor noise, manifested in \( R \), and the orientation of each illuminated photodiode, manifested in \( H \). The goal of the optimization is to determine the photodiode normal directions that minimize the unit sun vector covariance \( P' \). The photodiode normal directions (originating at the center of the attitude sphere, which coincides with the center of the body-fixed frame) are parameterized by their azimuth \( \alpha \) and elevation \( \beta \) in the spacecraft body-fixed frame, and it is assumed the measurement covariance is known. To optimize the configuration over the entire attitude sphere, the sum of the weighted covariances of each direction on the attitude sphere is minimized. The objective function is

\[
J = \sum_{j=1}^{N} W_j \text{tr}(P_j(\alpha, \beta))
\]  

(15)

where \( j \) is the index of the direction on the attitude sphere, \( N \) is the total number of directions on the sphere [Eq. (1)], \( W_j \) is the weight of the \( j \)th direction, \( P_j \) is the unit sun vector covariance matrix given by Eq. (13) when the sun is in the \( j \)th direction, and \( \alpha \) and \( \beta \) are column vectors of the azimuths and elevations of the photodiode normal directions, and \( \text{tr}() \) denotes the trace of a matrix. \( W_j \) is discussed in the examples of Sec. IV. P depends on which photodiodes are illuminated for the \( j \)th sun vector direction; only the rows of \( H \) and \( R \) that correspond to illuminated photodiodes are used in the calculations.

### IV. Application

The formulation of Sec. III is applied to optimize the photodiode configuration in design examples. This demonstrates the optimization method and shows its utility in providing a design technique to maximize performance of sensors. In Sec. IV.A, the utility of weighting in the objective function is discussed, and the optimization technique is applied to two design examples in Sec. IV.B.

#### A. Weighting the Attitude Sphere

The directions on the attitude sphere have been used to formulate the objective function. In some applications, certain directions are more important than others. For example, Earth-facing regions of the attitude sphere for an Earth-pointing spacecraft will never contain a sun vector direction during nominal operations, thus those directions would carry less weight in the objective function. To account for this in the optimization, unique weights can be assigned to each direction. These weights are given by \( W_j \) in Eq. (15). For spacecraft, the
weighting is a function of the expected orbital parameters and spacecraft attitude.

As an example application, consider a nadir-pointing spacecraft in a 400 km, 90 deg inclination circular orbit. The spacecraft attitude is such that the body $z$ axis is aligned with the nadir direction and the rotation rate is 1 deg/s in the $z$ axis. The relative importance of the $j$th direction on the attitude sphere for sun sensor optimization can be quantified by the amount of time that the sun vector is expected to be in the $j$th direction. To determine these times, the spacecraft was simulated for a one year mission using Analytical Graphic, Inc.’s Systems Tool Kit. In the simulation, the sun vector resolved in the spacecraft body frame was polled once every 4 s, and after eliminating data points in eclipse, this results in 5,343,459 sun vectors, which are subsequently binned to the nearest direction on the attitude sphere.

Figure 5 shows the number of occurrences of the sun vector at every direction on the attitude sphere (directions with zero occurrences are not shown). In this example, 2892 directions on the attitude sphere are used for an average angular resolution of 4 deg. The simulated spacecraft spin rate and sun vector sampling frequency results in the sun vector being polled after approximately 4 deg of spacecraft rotation, which is sufficient for the angular resolution of the attitude sphere. In photodiode orientation optimization for a mission with this orbit and attitude, the relative weighting shown in Fig. 5 can be used to improve the accuracy of the sun vector estimates for the most common sun vector directions expected during the mission. The most common sun vector direction for this scheme is at an elevation of $\pm 25$ deg in the body-fixed frame, and regions above an elevation of 30 deg have zero sun vector occurrences.

**B. Design Examples**

With identically weighted directions on the attitude sphere, there are an infinite number of optimal configurations for a given number of photodiodes. In practice, the configuration will be constrained by factors such as a lack of available surface area on the spacecraft to place sensors (due to solar cells, instruments, etc.) or orientations that are not useful due to shadowing by other spacecraft components. These factors should be used to provide an initial feasible configuration to be optimized. In this section, two examples demonstrating the procedures and potential utility of the optimization method are provided, and remarks on global versus local solutions are given at the end of the section. In both examples, the photodiodes have a conical field of view of 140 deg, a maximum current output of one, and a measurement uncertainty with a standard deviation of 0.02. These parameters are representative of sensors used by the authors on past missions.

1. **Example 1**

Consider a cubical spacecraft on which, given the constraints of the telemetry system, it is possible to place two photodiodes on each face of the cube. This results in 24 design variables (azimuth and elevation for each sensor). As a first step in the optimization process, the number of design variables is first reduced to explore the solution space and determine an initial condition for optimization that meets design constraints. The problem is reduced to a single design variable by using the geometry of Fig. 6, where the elevation of each sensor relative to the surface to which it is mounted is $\gamma$ is the single design variable. The objective value as a function of the elevation angle is shown in Fig. 7a. The elevation angle has been varied over the entire range, which maintains photodiode coverage sufficient for sun vector estimation over the entire attitude sphere ($4\pi$ steradian coverage). Two weighting schemes are used and shown in Fig. 7: identical weighting, where each direction on the attitude sphere is weighted equally, and nadir weighting, which is the weighting example given in Sec. IV.A. The former weighting would be used if the attitude control scheme is not finalized at this time in the design scheme or so that the design is robust to any attitude control scheme, and the nadir weighting would be used if the design was for an Earth-pointing spacecraft. The objective values have been normalized by their maximum value from each weighting scheme to facilitate comparison on the same plot. The two different weighting schemes result in different optimal photodiode configurations. The optimal mounting angle for the identical weighting is 57 deg, and the optimal angle for the nadir weighting is 47 deg.

The total angular uncertainty over the attitude sphere is shown as a function of the elevation angle in Fig. 7b. Calculation of this angular uncertainty is discussed in the Appendix. For this example, varying the elevation angle over the range of angles that maintain $4\pi$ steradian coverage does not result in a significant improvement in angular uncertainty.

The angles that achieve the minimum objective value shown in Fig. 7a are optimal given the constraints of the geometry shown in Fig. 6. To improve the configuration, these configurations are used as initial conditions to minimize the objective value with the full 24 design variables. MATLAB’s optimization toolbox is used to minimize the objective function subject to the design variables (fmincon, an algorithm to find the minimum of constrained nonlinear multivariable functions, is used to carry out the minimization). The only constraint imposed during the optimization is to maintain sufficient photodiode coverage for sun sensing over $4\pi$ steradians.

The initial and optimized photodiode normal directions for both weighting schemes are shown in Figs. 8a and 8c, and the angular uncertainty of the optimized configurations are shown in Figs. 8b and 8d. The effect of the weighting is evident in Fig. 8d, where the

**Fig. 5** The directions on the attitude sphere color-coded by the number of occurrences of the sun vector for the nadir-pointing spacecraft example of Sec. IV.A. Directions with zero occurrences are not shown.

**Fig. 6** Photodiode configuration for example 1 reduced to a single design variable. There are two photodiodes per face of the cube and the directions normal to the photosensitive planes are labeled with $\hat{n}$. The photodiodes on the $+z$, $+y$, and $+z$ surfaces are in the $x-y$, $y-z$, and $x-z$ planes, respectively, and each photodiode is tilted by angle $\gamma$ from the surface, where $\gamma$ is the single design variable. Photodiodes on the $-x$, $-y$, and $-z$ faces are not shown but have an identical configuration as the opposite faces of the cube.

---


**Data available online at** [http://www.mathworks.com/help/optim/ug/fmincon.html](http://www.mathworks.com/help/optim/ug/fmincon.html) [retrieved November 2012].
uncertainty in the weighted region (where the elevation is less than 25 deg, see Fig. 5) is less than in the region with zero weight. But for the case of identical weighting over the attitude sphere, the uncertainty is mirrored about an elevation of 0 deg. For comparison with Fig. 7b, the total angular uncertainties of the identical and nadir-weighting schemes are 1.59 and 1.57 deg, respectively, which are insignificant improvements over the single variable optimization. The impact of the optimization will vary with the type of problem (number of sensors, design constraints, weighting scheme); example 2 demonstrates the utility of the optimization in achieving significant angular accuracy improvements.

2. Example 2

As a second example, consider a cubical spacecraft with the geometry shown in Fig. 2, which is derived from the actual design constraints of the RAX-2 spacecraft, shown in Fig. 10 [20]. On RAX-2, antennas extend from the \( +z \) surfaces, potentially shadowing photodiodes mounted to these surfaces. To provide coverage in case of shadows, multiple sensors are placed in different locations with the same orientation. This orientation is normal to the surface; other orientations are not possible due to satellite structural requirements. Three photodiodes per \( x/y \) surface is the maximum allowable number of sensors constrained by the number of analog-to-digital converted channels in the telemetry system. These sensors can be tilted relative to the surface to which they are mounted, as shown in Fig. 2b.

The same procedure as in example 1 is used, where the problem is first reduced to a single design variable to choose feasible initial conditions for the constrained multivariable optimization. The single design variable is the angle of the photodiode normal directions from the surface to which they are mounted, as shown in Fig. 9. The
objective values and resulting total sun vector angular uncertainties for both weighting schemes as a function of mounting angle is shown in Fig. 11. The angle was varied over the maximum range that maintained sufficient coverage for sun sensing over \(4\pi\) steradians. In this example, the optimal angle for both weighting schemes is the same. Unlike example 1, the angular accuracy of the estimated sun vector as a function of the photodiode configuration varies significantly. In the nadir-weighting scheme, angular accuracy improvement from 2.4 to 1.7 deg can be achieved by varying the single mounting angle.

The best angle obtained from varying the single design variable is used as the initial condition for the full multivariable optimization problem. MATLAB’s fmincon is again used to optimize the configuration subject to 28 design variables (three sensors per \(x/y\) surface and one each on the \(z\) surfaces). The only constraint imposed during the optimization is that the configuration must provide \(4\pi\) steradian coverage. The resulting optimal orientation of all sensors is shown in Fig. 12a, and the angular uncertainty of the optimal configuration for each weighting scheme is shown in Figs. 12b and 12c. The total angular uncertainty of the optimized configurations achieved with both weighting schemes is 1.5 deg. Compared with the worst-case accuracy from variation of the single design variable shown in Fig. 11 (2.1 and 2.4 deg), this is an improvement of 40 and 60% for the identical and nadir-weighting schemes, respectively. This highlights the utility of optimizing the configuration for maximum angular accuracy rather than simply choosing a configuration with \(4\pi\) steradian coverage.

3. Global and Local Solutions

In both examples, the problem was first reduced to single-variable optimization. The single-variable optimal solution was then used as the initial condition for the full multivariable optimization, which was carried out with MATLAB’s fmincon, which finds the nearest local minimum and is not a global optimal solution. In the photodiode optimization, there are a large number of solutions with nearly the same objective value (for example, see Fig. 11a), and in practice, there are additional factors that drive the design and provide an initial configuration for optimization. As demonstrated with example 2, finding a local optimum near the initial condition can result in significant accuracy improvements, even if it is not proven to be a globally optimal solution. The approach presented in this paper enables the use of standard minimization techniques for directional...
sensor optimization. Techniques such as genetic algorithms or simulated annealing could be used instead of fmincon to find globally optimal solutions, but a detailed discussion on the available optimization techniques and comparison of their results is beyond the intended scope of this paper.

V. Generalization of the Optimization Method

The optimization method has been applied to photodiode configurations to minimize the angular uncertainty in sun sensing, but it is generally applicable to optimize the configuration of directional sensors and instruments. Potential additional applications include optimizing the orientations of body-fixed solar panels, antennas, and other types of attitude sensors. Here, the main steps of the optimization method are summarized.

The first step is to discretize the attitude sphere. The attitude sphere represents all directions in the vehicle body-fixed frame, and it is discretized to form a finite set of directions over which to optimize. The discretization is also referred to as pixelization. The icosahedron-based approach to discretization is used because it produces points that have a uniform angular distribution over the sphere [12]. Uniform distribution is important so that regions of the sphere are not artificially weighted by a higher density of points. The user must select the resolution of directions on the sphere based on the application. The relationship between the number of directions on the sphere and angular resolution of the directions is shown in Fig. 3.

The second step is to formulate the objective function. To do so, the quantity to be optimized must be derived as a function of directions on the attitude sphere and the design variables. In application to photodiodes, the covariance of the sun vector was minimized as a function of photodiode orientation. If the relative importance of the directions on the sphere is not identical, each direction can be given a unique weight in the objective value. This can be used to account for vehicle- or mission-specific parameters, such as orbit and attitude. In the example of Sec. IV.A, dwell time of the sun in each direction of the attitude sphere was used as the weight. Abstracting orbit and attitude as weights is advantageous because, for a given sensor configuration, the component of the objective function in each direction on the attitude sphere needs to be calculated just once and then can be weighted for various potential mission parameters. This facilitates analysis of the robustness of a configuration over different mission parameters.

The final step is to minimize the objective value as a function of design parameters. The behavior of the objective function will be problem specific. The photodiode optimization example was nonlinear and discontinuous; the problem was first reduced to a single design variable by limiting the configuration. Given that there are an infinite number of optimal photodiode configurations for an identically weighted attitude sphere (free rotation around the sphere is possible), the initial reduction of the problem is useful to provide a feasible configuration that meets design constraints. MATLAB’s optimization toolbox was then used to carry out the constrained minimization will the full set of variables to find locally optimal solutions. In general, the user must determine a suitable minimization algorithm based on the specific objective function.

VI. Conclusions

A method to optimize the orientation of directional sensors in a vehicle body-fixed frame has been presented. The attitude sphere is used to formulate the optimization problem, and vehicle- and mission-specific parameters such as orbit and attitude are accounted for by weighting directions on the sphere. This formulation provides a method generally applicable to directional sensors and instruments.

The utility of the method has been demonstrated by application to photodiodes for sun sensing in attitude determination subsystems, where it was used to find photodiode configurations that minimize uncertainty in the resulting sun vector estimate. This maximizes the performance of the photodiodes used for attitude determination, and an improvement of 60% in angular accuracy was demonstrated in one of the examples. The method is useful not only because it maximizes the performance of a given set of hardware, but also because it provides a design technique to determine sensor orientation that replaces traditional methods in which placement is manually iterated.
to meet requirements. This can result in both improved subsystem performance and reduced design time and cost.

Appendix: Uncertainty of the Sun Vector Estimate

The objective function used in the photodiode orientation optimization was derived using the covariance matrix of the sun vector estimate. In application to attitude determination, knowledge of the angular accuracy of the sun vector estimate is desired. However, because the error bounds on the components of the sun vector estimate form an ellipsoid\(^\dagger\) and not a sphere, there is no single number quantifying the angular error that corresponds to the sun vector covariance matrix.

Two possible approximations of a single angular error corresponding to the sun vector covariance matrix are to use the radius of a sphere with equivalent volume as the error ellipsoid, or to use the semimajor axis of the error ellipsoid \(^\dagger\). The former approximation is most accurate when the principal axes of the error ellipsoid are approximately equal, and the latter approximation is best when the semimajor axis of the error ellipsoid is much greater than the other two axes. Neither of these assumptions are generally valid for the optimization examples presented in this paper.

To quantify the angular accuracy of the sun vector estimate without making any assumptions on the shape of the error ellipsoid, Monte Carlo simulations are performed to estimate the angular uncertainty resulting from a given photodiode configuration. The simulations consist of the following steps:

1) For each direction on the attitude sphere, calculate the ideal measurement of each photodiode.

2) For each trial, add pseudorandom numbers from a mean zero normal distribution to simulate the measurements. One thousand trials for each sun vector direction were used.

3) Estimate the sun vector using the simulated measurements and constrained minimization of Eq. (9).

4) For each sun vector estimate, calculate the angular error using the dot product. That is,

\[
\delta\theta = \cos^{-1}(\hat{s}_{\text{est}}^T\hat{s}_{\text{true}})
\]  

(A1)

where \(\hat{s}_{\text{est}}\) is the unit vector estimate and \(\hat{s}_{\text{true}}\) is the true unit sun vector.

5) The uncertainty in each sun vector direction is then taken to be the average angular uncertainty from the 1000 trials. For the \(j\)th sun vector direction, this is denoted as \(\delta\theta_j\). This is the quantity shown in Figs. 8b, 8d, 12b, and 12c.

Example histograms resulting from the simulation for a single sun vector direction are shown in Figs. A1 and A2. Figure A1 shows the histograms of the photodiode measurements for all five photodiodes for which the sun was in the field of view for the given sun vector direction. The histogram of the resulting angular uncertainty is shown in Fig. A2. The peak current output of the photodiodes is one and the standard deviation is 0.02.

\(\dagger\)This is under the assumption that the errors in the photodiode measurements have a Gaussian distribution.
in Fig. A2. These results are from the photodiode configuration of example 2, optimized using identical weighting over the attitude sphere.

The angular uncertainty over the attitude sphere is taken to be the weighted average of the angular uncertainty in each sun vector direction on the sphere. That is,

\[ \delta \theta_{\text{total}} = \frac{N}{\sum W_k} \left( \sum W_k \delta \theta_k \right) \]  

(A2)

This is the quantity given in Figs. 7b and 11b.
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