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Indirect methods used for solving optimal-control problems, when combined with proper initialization and

homotopy approaches, remain attractive for space trajectory optimization, as they are able to achieve fast

convergence to a solution of the necessary conditions. In this paper, the extended logarithmic-smoothing technique is

revisited and integrated with an indirect method to efficiently generate minimum-fuel time-fixed low-thrust

rendezvous trajectories. This approach is considered for three cases, in which equations of motion are expressed in

terms of Cartesian, spherical, and modified equinoctial coordinates. In addition, the paper addresses the calculation

of the Jacobianmatrix of the constraints via an implementation of the state-transition-matrix approach,which avoids

the discontinuities of the control along the trajectory. The application of the method to two interplanetary missions

from Earth to Mars and to asteroid Dionysus is demonstrated. It is shown that, by exploiting the state transition

matrix and the homotopy method, the optimal-control problem becomes amenable to numerical treatment. The

numerical results are compared in terms of the percent of converged cases, mean values for final mass, number of

iterations and function evaluations, accuracy in satisfying the constraints, and computational time.

Nomenclature

A∕B∕D = coefficient matrices for equations of motions in
modified equinoctial/spherical coordinate systems

c = exhaust velocity, m∕s
g0 = gravitational acceleration at sea level, m∕s2
Isp = specific impulse, s
m = mass of spacecraft, kg
r = radial coordinate, km
r = position vector, km
Tmax = maximum thrust value, N
t = time, s
u = unit thrust vector
us = �ur; uθ; uϕ�T thrust acceleration in spherical coor-

dinate system, m∕s2
v = velocity vector, km∕s
xm = �p; f; g; h; k; L�T vector of modified equinoctial

orbital elements
xs = �r; θ;ϕ; _r; _θ; _ϕ; m�T state vector in spherical coor-

dinate system
Z = �xT;m; λT �T combined vector of states and costates
γ = thrust-acceleration conversion factor, s2∕m
δ = engine-throttling input
ϵ = continuation parameter
θ = angular coordinate, rad
λ = costate vector
λc = �λx; λy; λz; λ _x; λ _y; λ_z�T costate vector associated with

the Cartesian coordinates
λm = �λp; λf; λg; λh; λk; λL�T vector of costates associated

with modified equinoctial elements
λr = costate associated with r

λs = �λr; λθ; λϕ; λ _r; λ_θ; λ _ϕ�T vector of costates associated
with the spherical states

λv = costate associated with v
μ = gravitational parameter, km3∕s2
σ = sum of the squared of the residuals at the final time
Φ = state transition matrix
ϕ = elevation angle, rad

Subscripts

c = Cartesian
f = final
i = initial
m = modified equinoctial elements
s = spherical
T = target body

I. Introduction

S UCCESSFUL application of ion thrusters for spacecraft attitude
and position control [1], along with their use in interplanetary

missions, such as Deep Space 1 [2], Dawn [3], and SMART-1 [4],
has provided the motivation for a new direction in trajectory
optimization. The advantage of using electrically powered spacecraft
propulsion stems from the increased fuel efficiency, which is due to
the high value of the specific impulse [5]. The low-thrust propulsion
systems are now a proven technology, and a host of future missions
may use them to reduce the mission cost and increase the final
payload mass. However, the engines are thrusting over a longer
period of time compared to the traditional high-thrust chemical
engines that operate at a lower specific impulse. The continuous
profile of the thrust makes the design of optimal low-thrust
trajectories challenging.
Trajectory-optimization problems can be generally solved by

either direct or indirect techniques [6]. Direct methods convert the
optimal-control problem into a nonlinear parameter optimization
[nonlinear programming (NLP)] problem with various transcription
schemes (e.g., Hermite cubic, cubic polynomial, and orthogonal
function approximations) applied to either states or controls, or both
states and controls. In addition, an entire class of optimal-control
methods exist, which exploit a quadratic localized version of
Bellman’s dynamic programming, referred to as differential dynamic
programming [7–12]. The related static/dynamic control approach
presented in [8] has been used byNASA to fly theDawn spacecraft to
the asteroids Vesta and Ceres. The use of direct methods has grown
considerably in recent years, mainly because of the growth in
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computing resources and the fact that direct methods appear to have
better robustnesswith respect to the initial guess. The development of
capable NLP solvers that could use the sparsity patterns of the
resulting NLP problems along with their robustness has been a major
factor in popularizing the application of the direct methods.
Indirect methods, on the other hand, are based on analytically

deriving the necessary conditions for optimality based on the
Pontryagin’s maximum principle (PMP), which usually results in a
two-point boundary-value problem (TPBVP). In the indirect
methods, the introduction of the Lagrange multipliers (costates)
doubles the number of the differential equations that have to be
propagated along the trajectory. The major difficulty in using the
indirectmethods, though, is the sensitivity of the solution to the initial
guesses for the unknown costates. In other words, the neighborhood
of the true costate values from which the solver converges to the
optimal solution is often small [6]. In addition, the derivation of the
Hamiltonian and first-order necessary conditions, as well as the
transversality conditions, can be tedious and is problem dependent. It
is helpful to use symbolic computations and complex-number-based
derivatives (see [13]) to avoid error-prone hand derivations and to
automate the procedure. Since, in space applications the equations of
motions (EOMs) are relatively low order, the indirect methods, when
combined with proper initialization and homotopy approaches,
remain attractive, as they are able to achieve fast convergence to a
solution of the necessary conditions. They can also be effective in
receding horizon control applications, in which the problem does not
change significantly between the time instants at which the solution
has to be recomputed. Both of the aforementioned direct and indirect
methods aim at high-fidelity solution, but may be time consuming
and not suitable for evaluating thousands of trajectories in the
preliminary phase of the mission design. There have been various
efforts and routes taken in overcoming the difficulties associated
with the design of optimal spacecraft and airplane trajectories, for
instance, by resorting to heuristic and/or evolutionary techniques
[14–17]. In another approach, shape-based (SB) methods for low-
thrust trajectory planning have been developed [18–24] that trade
optimality for speed. The solution trajectory determined by the SB
methods satisfies the EOMs, boundary conditions, and even the
constraint on the thrust acceleration. In addition, the solution of the
SB methods can be shown to serve as a good initial guess for both
direct and indirect methods [23,24].
Another route to enhance the numerical convergence of indirect

methods is by generating a better estimate of the unknown costates.
In [25], the costates are determined analytically by simplifying the
dynamics of the original problem. The simplified dynamics are
obtained by ignoring the effect of the central body (setting
gravitational parameter to zero) and assuming no fuel consumption
( _m � 0). However, the approach is limited to low-thrust trajectories
of less than 1 revolution. In [26], it is demonstrated that approximate
values for the initial adjoint variables can be obtained by solving
equations in the neighborhood of the initial time, in which the adjoint
variables can be expressed by a first-order Taylor series expansion.
The most extensively used approach is based on the adjoint-control
transformation [27] for estimating the costates of the TPBVP arising
in low-thrust trajectory design [28–31]. In essence, the initial steering
angles of the control vector and their associated time derivatives are
used to compute the estimate of initial costate values of the original
problem.
The continuation (homotopy) method is another approach to

improving the numerical convergence of the indirect methods
[32,33]. With the homotopy approach, a sequence of subproblems is
solved, dependent on a continuation parameter, in which the solution
of an easier subproblem becomes an initial guess for the solution of
the successive harder subproblem. In principle, the differences
between subproblems can be in the fidelity of the dynamicmodel, the
cost function, and the constraints. Continuation methods are ideal for
those problems, in which the solutions of the easier subproblems are
readily available. However, if one of the intermediate subproblems
becomes infeasible, the method fails. The sensitivity of the problem
to the changes in the continuation parameter is one of the reasons that
the intermediate subproblems become infeasible. Anymethod that is

aimed at reducing thementioned sensitivity is advantageous, because

a smaller set of the subproblems has to be solved. The extended

logarithmic-smoothing method [32] has originally been proposed to

address some of the challenges of low-thrust trajectory optimization

via homotopy, and in [32], it has been implemented for the case in

which the EOMs are formulated in the inertial Cartesian coordinate
system (CS). A small step size in the continuation parameter has been

taken that results in a large set of subproblems.
In this work, we consider spacecraft EOMs expressed in various

CSs to improve the performance of algorithms that are aimed at

solving minimum-fuel fixed-time low-thrust rendezvous optimiza-

tion problems. For this purpose, the extended logarithmic-smoothing

method that exploits the continuation at the cost-function level is
revisited when the dynamics are modeled using the modified

equinoctial orbital elements (MEOEs) [34], and using the Cartesian

and spherical coordinates. In addition, we investigate if it is possible

to take advantage of the homogeneity of the minimum-fuel indirect

optimal-control problem with respect to the costate vector and the

idea of the normalization of the costate vector in [35] to improve

the computational performance. Furthermore, the accuracy of the

derivatives of the terminal constraints of the resulting TPBVP

with respect to the design variables is a crucial factor in improving
the convergence of the numerical solvers. The state transition

matrix (STM) method [36] is often used for the calculation of the

sensitivities, but it can be used only if the trajectory is continuous.

However, in the minimum-fuel problems, the control input is

typically discontinuous, and, as detailed in [31], the presence of

discontinuities poses amajor difficulty to the direct application of the

STM method. One way to circumvent the discontinuity is, as

suggested in [31], by reconstructing a sequence of partial derivatives

across the existing discontinuities and stringing them together
using the chain rule. This approach, however, requires detection of

changes in the sign of the so-called switching function (SF) because

the discontinuities occur at zero crossings of the SF. In this paper,

we demonstrate that, by adopting the regularized formulation, the

constraint sensitivities with respect to the design variables can be

retrieved through the STM method without dealing with the

switching phenomenon at the expense of getting denser matrices that

appear in the STM relations. Accurate calculation of the constraint
sensitivities enables us to solve a fewer number of subproblems by

changing the continuation parameter at a greater rate. Finally, we

demonstrate the application of the developed method on challenging

interplanetary-orbital-transfer examples. It is interesting that, by

exploiting the aforementioned ideas,we are able to generate solutions

reliably using general-purpose solvers in MATLAB.
The paper is organized as follows. Section II discusses the EOMs

and the indirect approach to solve the minimum-fuel problem in the
modified equinoctial CS. In addition, the original cost function and

the modified one are explained. In Sec. III, the analytic approach of

calculating the Jacobian matrix of the constraints that uses the STM

method is explained. The details of implementation and sparsity

patterns of the involved matrices for each CS are discussed in detail

and compared. In addition, the details of implementing the complex

(CX) derivative approach to be used within the STM method are

explained. Section IVpresents, discusses, and compares the results of
applying the proposed method to two different test cases. Finally,

Sec. V summarizes concluding remarks.

II. Problem Formulation

In this section, the governing EOMs are represented in the

modified equinoctial CS, and the first-order necessary conditions of

optimality are derived for the minimum-fuel problem. First, the

original formulation of the minimum-fuel problem with a standard

Mayer’s form cost function is explained. Then, a modified cost

functionwith the extended logarithmic function is introduced and the

optimal control for throttling input is derived in terms of the SF. The

same steps are followed for the Cartesian and spherical CSs, and are

detailed in Appendices A and B.
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A. Modified Equinoctial Orbital Elements

We consider an optimal-control problem for a spacecraft in an

inverse-square gravitational field of a central body, in which the

spacecraft is affected also by the acceleration of an onboard low-

thrust propulsion system. The EOMs are expressed in the MEOEs

CS, and the variation of mass is included. MEOE CS is suitable for

analysis and optimization of low-thrust trajectories, as it allows the

most general representation of circular, elliptic, and hyperbolic orbits

without singularities at zero eccentricity and inclinations of 0 and

90 deg. Unlike the inertial Cartesian coordinates that are changing

considerably over a revolution, theMEOEs arewell behaved, varying

slowly except for the true longitude L. We define the state vector of

MEOEs (denoted by subscriptm) as xm ≡ �p; f; g; h; k; L�T , and their
time rate of change as _xm � f�xm�t�; um�t��. Let A be a mapping of

of the following form:

A�xm� �

2
6666666666664

0 2p
w

���
p
μ

q
0���

p
μ

q
sin�L�

���
p
μ

q
1
w ��w� 1� cos�L� � f� −

���
p
μ

q
g
w �h sin�L� − k cos�L��

−
���
p
μ

q
cos�L�

���
p
μ

q
1
w ��w� 1� sin�L� � g�

���
p
μ

q
f
w �h sin�L� − k cos�L��

0 0
���
p
μ

q
s2 cos�L�

2w

0 0
���
p
μ

q
s2 sin�L�

2w

0 0
���
p
μ

q
1
w �h sin�L� − k cos�L��

3
7777777777775

(1)

and let b be a mapping of defined as

b �
�
0 0 0 0 0

������
μp

p �
w
p

�
2
�
T

(2)

The dynamics that include the variation of mass can be written as

_xm � A
Tmax

m
δmum � b (3)

_m � −
Tmax

c
δm (4)

In these EOMs,w � 1� f cos�L� � g sin�L�, s2 � 1� h2 � k2,
μ is the gravitational parameter of the central body, m is the mass of

the spacecraft,Tmax is themaximum available thrust, 0 ≤ δ ≤ 1 is the
engine throttling, um is the unit direction vector of the thrust force

whose components are expressed in the local-vertical/local-

horizontal orbital reference frame, and c � Ispg0 is the exhaust

velocity. Isp and g0 are the specific impulse and the gravitational

acceleration at sea level, respectively. The position and velocity

vectors can be expressed inCartesianCS in terms of theMEOEs [34].

B. Minimum-Fuel Optimal-Control Problem, Necessary Conditions,

and TPBVP

In this section, we consider a minimum-fuel optimization of

spacecraft rendezvous trajectory with a fixed transfer time. The cost

function is expressed in Mayer’s form in terms of minimizing the

negative value of the mass remaining at the final time, that is

J � −m�tf� (5)

The control inputs being optimized are um and δm. We proceed by

forming the Hamiltonian

H � λTmf�xm�t�; um�t�� � λm

�
−
Tmax

c
δm

�

� λTm

�
A
Tmax

m
δmum � b

�
− λm

�
Tmax

c
δm

�
(6)

in which λm � �λp; λf; λg; λh; λk; λL�T is the costate vector associated
to the MEOEs, and λm is the costate associated with the mass. By

expanding the terms in the Hamiltonian with the help of Eqs. (1) and

(2), and rearranging the terms, we can express it as

H � Tmax

m
δmλTmAum � λTmb − λm

Tmax

c
δm (7)

Note that the Hamiltonian is a linear function of both the unit thrust

direction vector um and the throttling magnitude δm. Therefore, the
weak form of the PMP is used to characterize the optimal thrust

vector:

u�m ∈ arg min
kumk�1

H (8)

which corresponds to minimizing the following term in the

Hamiltonian

λTmA�x�um → min (9)

The Hamiltonian is minimized when

u�m � −
ATλm
kATλmk

(10)

Exploiting the weak form of the PMP, we can also characterize the

optimal throttling-magnitude input as

δ�m ∈ arg min
0≤δm≤1

H (11)

From Eq. (7), to determine δm, we need to minimize the term:

−Tmax

�kATλmk
m

� λm
c

�
δm → min (12)

We can simplify our analysis by defining a SF to represent the term

inside the parentheses as

SFm � kATλmk
m

� λm
c

(13)

Singular arcs exist for cases in which SFm � 0 over a finite time

interval, but they rarely occur in space trajectories (see Ref. [31]).

Therefore, assuming there are no singular arcs in the solution, the

optimal value of the throttling input, δ�m, depends on the sign of

the SFm:
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δ�m �
	
1; if SFm>0

0; if SFm<0
(14)

Note that the “bang-bang” behavior of δ�m per Eq. (14) complicates
the standard integration of the differential equations and subsequent
numerical optimization due to nonsmoothness. This problem can
be avoided by resorting to a continuation (homotopy) approach
introduced at the cost-function level. Bertrand and Epenoy [32]
describe several approaches to perturb the cost function. In this paper,
the cost function is rewritten in terms of the consumed propellant
mass and is modified by introducing a combination of logarithmic
functions. Logarithmic functions can be used to provide a smooth
approximation of the throttling profile, as demonstrated in detail in
[32]. If the extended logarithmic function is used, the final Lagrange
form of the optimal-control problem is written as

J � Tmax

c

Z
tf

ti

fδm − ϵ�−δm log�δm� − �1 − δm� log�1 − δm��g dt

(15)

in which ϵ � 0 corresponds to the original problem. Thus, the new
Hamiltonian is written as

H � Tmax

c
fδm − ϵ�−δm log�δm� − �1 − δm� log�1 − δm��g

� Tmax

m
δmλTmA�x�um � λTmb − λm

�
Tmax

c
δm

�
(16)

The optimal unit vector u�m is still obtained through Eq. (10), but
the SF of the new problem takes a different and more complicated
form, as the Hamiltonian is not linear with respect to the throttling
parameter. Using the strong form of PMP, we now obtain the optimal
value of the throttling input as

∂H
∂δm

� 0 → −
Tmax

c

�
ϵ log

�
1 − δm
δm

�
− 1

�
− Tmax · SFm � 0 (17)

Equation (17) is solved to obtain the optimal value of the throttling
parameter:

δ�m � 1

1� 10
1−SFm ·c

ϵ

(18)

which contains the SF of the unperturbed cost function, Eq. (13), as
one of its terms. We note that, in the derivation of Eq. (18), we have
canceled the Tmax terms in both terms of Eq. (17). For the second
term, however, if any thrust-acceleration conversion factor is used in
the numerical implementation, the same factor should be included in
the SF. For instance, if the canonical units are used in the numerical
simulation to scale the problem, it is necessary to convert the
acceleration terms from the SI units of meter per square second to
distance unit (DU) per square time unit (TU) using a conversion
factor of the following form:

γ � TU2

DU × 1000

inwhichDUandTUdenote the values for the distance and time units,
respectively. In other words, in the first term of the SF, Eq. (13), the
mass is in the denominator, which means that the term kATλxk
is multiplied by acceleration and requires suitable conversion
[see Eq. (12)]. Therefore, in the numerical simulations, the SF is
computed using the following expression:

SFm � γkATλmk
m

� λm
c

in which γ is the thrust-acceleration conversion factor.We next derive
the costates (adjoint) differential equations through

_λm � −
�
∂H
∂x

�
T

(19)

These equations are derived using the Symbolic toolbox of
MATLAB. It turns out themass costate differential equation is easy to
derive. It has the following form:

_λm � −
∂H
∂m

� −
Tmax

m2
δkATλmk (20)

For a rendezvous problem, the boundary conditions can bewritten
in the form of six equality constraints:

g�x�tf�; tf� �
�
r�tf� − rT
v�tf� − vT

�
� 0 (21)

in which rT and vT are the target position and velocity vectors,
respectively. Finally, the transversality conditions can be written as

λx�tf� �
Xj�6

i�1

αi
∂gi
∂x

�x�tf�; tf� (22)

However, we can only obtain the condition on the final value of the
costate associated with themass through the transversality condition:

λm�tf� � 0 (23)

The right-hand side of the costate differential equation associated
with themass state, Eq. (20), is always nonpositive, _λm ≤ 0, and from
the transversality conditions, λm�tf� � 0, it follows that λm�ti� ≥ 0.
Therefore, the state differential equations, Eq. (3); the costate
differential equations, Eq. (19); along with the terminal constraints,
Eqs. (21) and (23), constitute the TPBVP for the minimum-fuel
problem. Any solution scheme developed for solving this problem
requires an initial guess for the unknown initial costate values,
λ � �λTm; λm�T . In a single-shooting scheme, the problem can be
written as

ψ �λ�ti�� � f�r�tf� − rT �T; �v�tf� − vT �T; λm�tf�gT � 0 (24)

in which λ�ti� denotes the vector of unknown initial costates.
The regularization approach, which is used in this section, is aimed

at smoothing the problem, so that typical ordinary differential
integrators can be used. By employing the homotopy approach, the
continuation parameter ϵ is decreased to a sufficiently small but
nonzero value. In our numerical experiments, this limiting value of
ϵ � 1.0 × 10−5 is sufficient for generating nearly perfect bang-bang
thrust profiles.
The derivations of minimum-fuel relations in the Cartesian and

spherical CSs for original costate vector are presented in Appendices
A and B, respectively. Table 1 summarizes the optimal thrust unit
vectors and throttling inputs corresponding to the Cartesian,
modified equinoctial, and spherical CSs. Initially, we also considered
the normalization strategy of the costate vector proposed in [35], and
tried to use the transformation therein, taking advantages of the fact
that the initial values of the costates are confined to lie on a unit eight-
dimensional (8-D) hypersphere. The advantage is that the design
variables are bounded (see [35]). However, the performance of the
8-Dhypersphere normalized costate vectorwas not comparable to the

Table 1 Summary of the optimal thrust of Cartesian,

MEOE, and spherical CSs

CS Optimal unit vector u� Optimal throttling input δ�

Cartesian − λv
λv

1

1�10
1−SFc ·c

ϵ

MEOE − ATλm
kATλmk

1

1�10
1−SFm ·c

ϵ

Spherical − Dλ_r _θ _ϕ

kDλ_r _θ _ϕk
1

1�10
1−SFs ·c

ϵ
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other treatments of the initial costate vector, and for this reason, it is
not included in the results.

C. Fixing Initial Value of the Mass Costate

Another common approach in dealing with initial values of the
costates is to fix the value of one of the initial costates; this is
equivalent to reducing the dimension of the unknown costate vector
by 1.We fixed the value of the initial mass costate, λm�ti�, to be equal
to 1. Unlike the 8-D hypersphere normalization approach of the
previous section, the latter approach does not bound the initial value
of the costates, but in practice, it does help to scale the problem. For
this reason, we include the results of this method in our comparison,
denoted as “scaled-costate-vector” case.

III. Derivative Calculation

The highly nonlinear shooting problem defined in Eq. (24) is
usually treated by using solvers that exploit Newton’s or quasi-
Newton’s updates [37] that can be enhanced by using accurate values
of the first- and second-order derivatives of the terminal constraints,
Eq. (24), with respect to the design variables. The simplest method of
calculating the derivatives is to use finite difference (FD) approach,
which is also the least accurate [38,39]. Analytic derivatives aremore
accurate however, have limited applicability for two major reasons.
The first issue is that, for complicated dynamics, the partial
derivatives turn out to be long expressions, and that their calculation
takes considerable time and ruins the speed advantage. In addition,
for any new set of dynamics and constraints, the construction of the
derivatives has to be repeated, which is a shortcoming from the
perspective of the general-purpose programming. Another approach
toward calculating the constraint derivatives is to use the so-called
STMmethod through which the partial derivatives are mapped from
one time instant to another time instant on a continuous trajectory
[36]. The STM Φ comprises partial derivatives of components of
final state vector with respect to components of the initial state vector:

Φ�t; ti� �
∂Z�t�
∂Z�ti�

(25)

and is obtained, in our problem, by integrating the following
variational equation:

_Φ�t; ti� �
�
∂F
∂Z

�




t

Φ�t; ti�;Φ�ti; ti� � I14×14 (26)

in which _Z � F�Z� is the complete set of state–costate differential

equations, and F � � _xTm; _m; _λT �T , in which Z � �xTm;m; λT �T .
Consequently, the dimension of the problem is increased by n2, in
whichn is the dimension of the involved states and costates, which, in
our case, corresponds ton � 14. Calculation of the term ∂F∕∂Z is the
most important part in the STM method, along with the fact that we
now have to propagate n�n� 1� � 210 differential equations. Note
that the continuity of the differential equations is a necessary
condition if we want to implement the STM method. The sparsity
patterns of the matrix term, ∂F∕∂Z, for the Cartesian, spherical, and
MEOE CSs are shown in Fig. 1 for the original costate vector. Note

that the sparsity pattern of the Cartesian representation is different

from the one derived in [31], because the relation for the optimal

throttling input δ� is substituted into F. As can be seen, the matrices

are getting denser by having 62, 89, and 196 nonzero elements out of

196 elements in the Cartesian, spherical, and MEOE representations

of the problem, respectively. The STM method is explained in [31]

with a procedure to handle the discontinuities along a possible

minimum-fuel trajectory that usually includes several legs of thrust

and coast. However, through regularization of the cost function, our

optimal-control input is always continuous, which avoids the former

shortcoming at the price of increasing the complexity of the relations

that appear in the term ∂F∕∂Z. This complexity is due to the fact that

δ�, in our formulation, becomes a function of the SF (see Table 1).

The SF itself is a function of the states and costates [e.g., see Eq. (13)],

and when δ� is plugged into the differential equations, the relations

become more complicated. In addition to the lengthy equations, for

double-precision numbers, the smallest nonzero number that can be

represented is 10−308, and in our numerical implementation, floating-

point underflow has been encountered at ϵ < 0.01; this issue has to be
handled by proper safeguarding. We found out that, by using

conditional control statements over one of the intermediate variables

(created by MATLAB function-generator toolbox), the issue is

resolved without losing accuracy. In fact, any instances, in which a

base value of 10 is raised to a certain power, need careful attention.

Both the optimal throttling input δ� and its derivative with respect to
Z result in such instances. The derivative of δ� can be written as

∂δ�

∂Z
� −δ��1 − δ��Ln�10� ∂η

∂Z

in which η � �1 − SF × c�∕ϵ, and Ln is the natural logarithm. The

derivative of δ� itself can be expressed in terms of δ�. For all of CSs,
we have been able to use the MATLAB symbolic toolbox to derive

the STM partial derivatives symbolically, and we used theMATLAB

automatic function generator to generate optimized codes. For the

MEOE CS, we also considered using the CX derivative method [38]

to calculate numerically the required partial derivatives. In essence,

we still use the STM method; however, the evaluation of the

complicated term ∂F∕∂Z along the trajectory is achieved through the

CXderivative approach. There are 14 elements in the designvectorZ,
and at each time instant during the integration, we have to compute

the term ∂F∕∂Z by applying a small perturbation step to the

imaginary direction of the desired independent element of the design

vector (i.e., z � z� iα, inwhich α is the size of the perturbation). For
instance, the first derivative with respect to the first element of the Z
vector is computed through

∂F
∂z1

≈
Im�F�z1 � iα; z2; · · · ; z14��

α

and constitutes the first column of the ∂F∕∂Z term. This procedure

has to be repeated for the other 13 elements to construct the full

14-by-14 matrix ∂F∕∂Z. The numerical results of using this method

are explained in the next section.

Cartesian
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 Spherical
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Fig. 1 Sparsity pattern of the term ∂F∕∂Z in the STM method for various CSs.
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IV. Results

In this section, the results of applying the extended logarithmic-
smoothing technique to two time-fixed rendezvous optimal-control
problems formulated in Cartesian, spherical, and MEOE CSs are
explained. A grid of CSs has been considered, so that a reasonable
comparison between the performances of various methods could be
made. For the treatment of costate vector, we have considered the
original as well as the scaled-costate versions. In addition, for each
case, we compared the calculation of the sensitivities using the FD
and STM methods. This corresponds to four cases for each CS and
constitutes a set of 12 cases for each problem. Each row in the
provided tables corresponds to the results of 50 randomly generated
initial costates, and the numerical results summarize quantitative
values, like the percent of converged cases, mean errors in the
terminal position and velocity vectors, mean final mass, mean value
for the number of iterations, mean value for the number of function
evaluations, and mean simulation time. As specific examples, the
Earth-to-Mars and Earth-to-Dionysus interplanetary rendezvous
maneuvers are considered, in which the canonical units are used,
such that 1 DU is equal to the astronautical unit (AU), and 2 × π
time unit (TU) is 1 year. In the numerical simulations, we
used μ � 132;712;440;018 km3∕s2, g0 � 9.8065 m∕s2, and
γ � TU2∕�1000 × DU� � 168.6365 s2∕m. In addition, Table 2
summarizes the parameters of the spacecraft for each problem we
used in the numerical simulations. The MATLAB fsolve function is
used as the solver exploits the trust-region dogleg algorithm and is
implemented similar to the method in [40]. Table 3 summarizes the
settings used for each problem in the numerical simulations, in which
TolX is the termination tolerance on the search step size.According to
the description of the function, the tolerance called TolFun relates to
both the size of the latest change in the sum of the squares of
the residuals σ � ΨTΨ [see Eq. (24)] and the relative norm of the
gradient of this sum of squares, respectively. The relative norm of the
gradient is denoted as the “first-order-optimality” metric, and its
value is used for determining the stopping condition. For instance,
Table 4 shows the last two iterations of fsolve for the Earth-to-
Dionysus problem solved in MEOE CS and using the CX derivative
method. It is in the last iteration that the value of the first-order
optimality, 8.32 × 10−10, is less than the defined function tolerance
TolFun � 1.0 × 10−7. In addition to the first-order-optimality
criterion, the solver checks a secondary criterion that the sum of the
squared of the residuals σ to be lower than

���������������
TolFun

p
. The satisfaction

of the aforementioned criteria terminates the search, and the solver
returns a feasibility flag. Note that the rate of convergence of the

gradient-based methods is quadratic [37], which is reflected in the
accuracy of the values from iteration 90 to iteration 91. Note that, for
the rendezvous problem of Earth to Dionysus, we relaxed the
tolerance of the function (see Table 3) because its time of flight (TOF)
of 9.6 years is considerably larger than that of the Earth-to-Mars
problem. Each execution corresponds to solving a set of six
subproblems in the homotopy approach used for solving Eq. (24) that
starts from ϵ � 1 down to ϵ � 1.0 × 10−5 using 0.1 as the multiplier
factor. The governing EOMs consist of 14 first-order differential
equations that have to be propagated; but, when STM is used to
calculate the sensitivity of the constraints with respect to the design
variables, the number of differential equations increases to 210.
To speed up the solution procedure, a compiled code based on a
modified version ofMATLABode45 function is used,which is based
on a variable step explicit Runge–Kutta formula, with absolute and
relative tolerances set to 1.0 × 10−10. The modified version is based
on the MATLAB ode45 code, except that the intermediate variables
are removed and no longer are stored because the final values of states
and costates are of our interest. Figure 2 shows the speedup factor for
propagating the set of seven MEOE differential equations using a
tangential thrust of 0.5 N acting on a spacecraft departing from Earth
withm0 � 1000 kg vs different values for the TOF. For instance, for
a flight time of 350 days, the propagation is performed approximately
120 times faster. All of the numerical computations have been
performed on an Intel Xeon 3.1 GHz PCwithWindowsXP and 4GB
of RAM. The reported computation times are calculated by using the
MATLAB tic-toc command.

A. Earth-to-Mars Problem

In this section, the results of applying the extended logarithmic
method to an Earth-to-Mars rendezvous problem are explained and
compared. The boundary conditions are taken from [11], inwhich the
position and velocity vectors of the initial and target bodies are

ri � �−140;699;693;−51;614;428; 980�T �km�
vi � �9.774596;−28.07828; 4.337725 × 10−4�T �km∕s�
rT � �−172;682;023; 176;959;469; 7;948;912�T �km�
vT � �−16.427384;−14.860506; 9.21486 × 10−2�T �km∕s�

and the TOF is 348.795 days. Table 5 summarizes the numerical
results for various CSs and using different treatments of the costate
vector along with two methods to calculate the sensitivities of the
constraints with respect to the design variables (initial values of the
costates). The set of initial costates is generated in the range of
[0, 100] using the MATLAB rand function. The formulation of the

Table 2 Spacecraft parameters used

for each problem

Problem m0, kg Tmax, N Isp, s

Earth to Mars 1000 0.5 2000
Earth to Dionysus 4000 0.32 3000

Table 3 Parameter settings for the MATLAB fsolve solver

Maximum number

Problem Iterations Function calls TolX TolFun

Earth to Mars 300 300 1.0 × 10−14 1.0 × 10−10

Earth to Dionysus 1000 1000 1.0 × 10−14 1.0 × 10−7

Table 4 Last two iterations of MATLAB fsolve

function for the problem of Earth to Dionysus with

TolFun � 1.0 × 10−7

Iteration number σ First-order optimality

90 3.80738 × 10−11 7.05 × 10−5

91 5.25934 × 10−21 8.32 × 10−10

TOF (days)
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Fig. 2 Speedup factor using the compiled code vs. different values for

the TOF.
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problem in various CSs results in the same final mass of

mf � 603.93 kg. The 64% of converged cases in the Cartesian CS is
the lowest in comparison with the spherical and MEOE CSs.

However, the effect of using accurate sensitivities is evident with an

improvement in the percent of converged cases to 100%. The mean
values for the final error in position and velocity vectors, Δrf and

Δvf, are approximately the same. In all of the cases, it has been
observed that the error in the final velocity vector is orders of

magnitude smaller than the error in the final position vector. The
mean value of the number of iterations and function evaluations has

been decreased considerably when the STM method is used. On the

other hand, the mean value of the simulation time for each converged
simulation is approximately two times slower with the STM

compared to the FDmethod. The scaled-costate vector treatment has
the same statistical performance, except for an increase in the number

of iterations and a slightly higher simulation time. Modeling the

problem in the spherical CS has improved the percent of converged
cases to 96% even when FD is used. The simulation time in the

spherical CS case is higher than in the Cartesian CS case due to the
nonlinearities in the EOMs. Again, the percent of converged cases

has increased by using STM; but, it is not a significant improvement.
Using the STMmethod, the overall number of iterations and function

evaluations is reduced, whereas the simulation time is again greater

than with the FD. The scaled-costate vector treatment has the
quantitative performance of the original costate vector. Using the FD

method, the percent of converged cases of the MEOE CS is already
high with an improvement in the errors in the final position and

velocity vectors, whereas the mean simulation time is slightly lower

than the mean simulation time in the Cartesian CS case. With the

STM method, the percent of converged cases is 100% and the final
error in position vector is the best among all of the CSs. However, the
STMmethod is approximately eight times slower than the FDmethod.
For the MEOE CS, the computational efficiency of the algorithm
degrades considerably due to the resulting lengthy symbolic relations.
It is possible to further improve the code, which is generated by the
MATLAB function-generator toolbox, for instance, by introducing
intermediate variables to avoid redundant calculations; but, it is still
may be slower than the FDmethod. As it is expected, for the cases that
the solver is providedwith analytic partial derivatives through the STM
method, the solver converges in considerably fewer number of overall
iterations and function evaluations because the accuracy of the
derivatives has been improved.
Figure 3 shows the optimal trajectory for the Earth-to-Mars

heliocentric orbital rendezvous problem, which is expressed in the
inertial Cartesian CS. The spacecraft performs a maneuver that

Table 5 Comparison of methods for the problem of Earth to Mars

CS
Costate
treatment

Sensitivity
calculation

Percent of
converged cases Δrf , km Δvf × 10−8 km∕s, mf , kg

Number of
iterations

Number of
function calls

Simulation
time, s

Cartesian Original FD 64 0.494 6.638 603.93 52 412 0.766
STM 100 0.439 4.74 603.93 42 65 1.3

Scaled FD 66 0.518 6.43 603.93 50 403 0.752
STM 100 0.847 9.72 603.93 137 143 2.431

Spherical Original FD 96 0.49 39.9 603.93 53 448 1.483
STM 98 0.143 1.86 603.93 83 89 3.311

Scaled FD 84 0.3 3.26 603.93 56 475 1.185
STM 90 0.131 1.62 603.93 66 72 2.6

MEOE Original FD 96 0.194 2.13 603.93 44 389 0.641
STM 100 0.096 0.093 603.93 43 49 4.62

Scaled FD 94 0.214 2.753 603.93 49 423 0.677
STM 100 0.0977 0.95 603.93 55 61 5.0792

-1.5 -1 -0.5 0 0.5 1 1.5

-1.5

-1

-0.5

0

0.5

1

1.5

Earth
Mars
Earth orbit
Mars orbit
Transfer
trajectory
Thrust vector

Fig. 3 Earth-to-Mars optimal trajectory in the inertial Cartesian CS.
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Fig. 4 Earth-to-Mars optimal thrust profile for different continuation

parameters.

Table 6 Keplerian

orbital elements of

asteroid Dionysus with

respect to the sun

Dionysus

a, AU 2.2
e 0.542
i, deg 13.6
Ω, deg 82.2
ω, deg 204.2
M, deg 114.4232
Epoch, MJD 53,400
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contains three thrust arcs. Figure 4 depicts the optimal profile of the
thrust value for different continuation parameters. It shows that, by
selecting a small value of the continuation parameter ϵ, the perfect
bang-bang thrust-value profile is obtained using the extended
logarithmic continuation. The spacecraft is on a long ballistic flight
that takes about 150 days before the terminal activation of thrust
occurs that sets the spacecraft on a suitable path for rendezvous. The
switching between the engine on-and-off throttling positions is an
attribute of minimum-fuel trajectories, which exploits the dynamics
and avoids the excessive use of onboard propellant. It is important to
note that the Earth-to-Mars problem is a relatively simple transfer, as
the initial and final orbits have small values of eccentricity and
inclination. For the problems with greater number of revolutions and
greater change in the orbital elements, the difference between the cost
functions and various models is expected to be greater, which is
addressed in the next section.

B. Earth to Asteroid Dionysus

In this section, we try to solve a more difficult problem, in which
the differences between the initial and final orbital elements are larger
in comparison with the Earth-to-Mars problem. The orbital elements
of asteroid Dionysus are taken from the Jet Propulsion Laboratory
Solar System Dynamics§ and can be found in Table 6, in which the
epoch date is given as the Modified Julian Date (MJD). The target
body is asteroid Dionysus with eccentricity and inclination values
of 0.542 and 13.54 deg, respectively. The asteroid makes many close
approaches to Earth, which makes it an appealing target for future
missions. The spacecraft departs from Earth on 23 December 2012
and the mission takes 3534 days. Any low-thrust trajectory from
Earth to the asteroid Dionysus requires considerable change in
eccentricity and inclination values over several revolutions around
the sun. Such kind of transfers, in fact, represents quite a tricky
problem for a direct method. The large number of revolutions in-
creases the dimension of the NLP problem, whereas the eccentricity
of the orbit can cause similar problems. The Earth position and
velocity vectors at the departure are

ri � �−3;637;871.081; 147;099;798.784;−2261.441�T �km�
vi � �−30.265097;−0.8486854; 0.0000505�T �km∕s�

Table 7 summarizes the results of using various CSs and different
sensitivity-calculation methods for the Earth-to-Dionysus problem.
The set of initial costates is generated in the range of [0, 1] using the
MATLAB rand function. The impact of the CS and the existence of
accurate sensitivity information are noticeable in this problem. The
Cartesian CSwith the FDmethod and the original costate vector results
in No Convergence (N/C). The performance of the scaled-costate
treatment is not different with a negligible 2% of converged cases.
The final position error is about 1000 km, which is a large value.
Note that the final velocity error is also three orders of magnitudes

greater than in the previous cases. However, these numbers still
satisfy the solver criteria, which are imposed in the canonical units.
The simulation time of the scaled-costate treatment method is 6.9 s,
which is greater than that of the Earth-to-Mars problem, which is due
to the longer TOF in this problem. The mean value of the number of
function evaluations is also large. However, when the STMmethod is
used, the percent of converged cases changes significantly for both
the original and scaled-costate versions to 88 and 100%, respectively.
The final error in position and velocity is significantly lower. The
increase in the simulation time (11.4 s) is due to the fact that there are
several local solutions and the standard deviation of the simulation
time is around 4 s. The solutions of the Cartesian CS with the STM
and the original costate vector are explained in detail in the next
paragraph. For the scaled-costate treatment method in the Cartesian
CS, it seems that fewer numbers of iterations and function evaluations
are required compared to the original costate vector. Likewise, the
simulation time in the Cartesian CSwith the scaled-costate treatment
method and when STM is used is higher due to the greater number of
iterations and function evaluations. For the spherical CS, the original
costate vector with the FD method results in slightly better
performance in the percent of the converged cases. Note that the
simulation time when the spherical CS with the FDmethod is used is
lower than that of the Cartesian with FD because of the fewer number
of iterations and function evaluations.When the STMmethod is used,
the percent of converged cases is 100% for both the original and
scaled-costate treatment methods with a slight increase in the
simulation time. The position and velocity errors with the STM are
significantly lower than those with the FDmethod. The overall mean
number of iterations and function evaluations are reduced. The
MEOECSwith the FDmethod of both the original and scaled-costate
treatmentmethods has the best convergence performancewith 78 and
74%, respectively, of converged cases. The final position error is
significantly lower than the other CSs. It is interesting that the
simulation time for the MEOE CS with the FD method is lower than
with the other CSs because of the lower number of iterations and
function evaluations; these results suggest the suitability of the
MEOEs for problems with many revolutions. The simulation time
with the STM is the greatest among all of themethods, which is due to
the lengthy expressions of the STMmatrix. It is important to note that
the final mass is the same for all cases except for two cases. The first
one occurs in the Cartesian CS with the original costate vector, and
the second one occurs in the Cartesian CS with the scaled-costate
vector. In these two cases, the mean values of the final mass are not
close to the optimal value. For all of the other cases, the standard
deviation in the final mass was negligible, and we did not mention
them; but, the standard deviations in the final mass of the Cartesian
CS specifically for the original and scaled-costate vectors are
approximately 276.68 and 11.2 kg, respectively. In fact, for the
Cartesian CS with the STM and original costate vector, there are 43
converged cases out of the total 50 cases, and all of the converged
cases satisfy the defined tolerances. All of the 43 solutions except two
of them (which have significantly lower values for the final masses
with 1531 and 1743 kg) are plotted in Fig. 5. There are five major
levels of local solutions with different values for the final mass. Only

Table 7 Comparison of different modeling and sensitivity methods for the problem of Earth to Dionysus

CS
Costate
treatment

Sensitivity
calculation

Percent of
converged cases Δrf , km Δvf × 10−8 km∕s, mf , kg

Number of
iterations

Number of
function calls

Simulation
time, s

Cartesian Original FD N/C — — — — — — — — — — — —

STM 88 0.007 0.03 2403.94 120 126 11.4
Scaled FD 2 994.06 2721 2718.32 191 1002 6.9

STM 100 0.0056 0.02 2715.52 76 70 7.1
Spherical Original FD 16 1232.4 3358 2718.32 163 941 5.7

STM 100 0.0006 0.002 2718.32 61 67 7.4
Scaled FD N/C — — — — — — — — — — — —

STM 100 0.0007 0.003 2718.32 60 66 9.47
MEOE Original FD 78 4.02 15.8 2718.32 62 532 3.7

STM 100 0.1 0.4 2718.32 67 73 19.5
Scaled FD 74 2.66 10.4 2718.32 65 550 3.5

STM 100 0.1 0.4 2718.32 68 74 19.9

§Available online at http://ssd.jpl.nasa.gov [retrieved 23 December 2015].
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six of the solutions belong to the highest level with a final mass of

mf � 2718.33 kg. Figures 6a–6d show the representative solutions

of the lowest level up to the level with mf � 2672 kg, respectively.
The thrust arcs are getting closer to the optimal profile, in which the

engine is active for a certain period of the perihelion passage of the

intermediate elliptical orbits and is off for the remainder of time until

the next perihelion passage. This pattern goes on for four revolutions

with a gradual increase in the lengths of the active thrust arcs until the

last revolution. The last revolution consists of two separate thrust arcs,

one during the perihelion passage followed immediately by a coast arc,

and the second one to bring the spacecraft within the same inclination

of theDionysus orbit. The final thrust arc occurs at the farthest distance

with respect to the sun and the lowest magnitude of velocity to make

the plane change maneuver less expensive. Note that the spacecraft

approaches the target asteroid on a zero-thrust (ballistic) arc. For the

Solution #
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Fig. 5 Earth-to-Dionysus solution levels using the Cartesian CS

with STM.

4

Y (AU)

2

0

-22

0

X (AU)

-2

-4

0

0.2

0.4

0.6

-0.4

-0.2

Z
 (

A
U

)

Earth
Dionysus

Fig. 7 Earth-to-Dionysus optimal trajectory with mf � 2718.32 kg.

Fig. 6 Local optimal Earth-to-Dionysus trajectories when modeled in Cartesian CS with STM.
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CartesianCSwith the STMmethod and scaled-costatevector, all of the
solutions lie at the optimal level, except for only three solutions that lie
on the solution levelwithmf � 2672 kg,which in turn leads toa slight
decrease in the mean value of the final mass.
Figure 7 depicts the optimal trajectory in the inertial Cartesian

CS, which includes five revolutions around the sun. The optimal
thrust profile of the Earth-to-Dionysus trajectory is shown in
Fig. 8 for different values of the continuation parameter. Note that,
with ϵ � 0.01, the profile of the thrust magnitude is almost
indistinguishable from that of ϵ � 0, except for the last four switches.
This fact can be used in problems, in which it is necessary to evaluate
the feasibility of thousand low-thrust sequences in the preliminary
phase. In the preliminary phase, it is not necessary to reduce the
continuation parameter to a near-zero value, and instead, the
sequence of subproblems could be solved until ϵ � 0.01 is reached.
For the problem of Earth-to-Dionysus transfer, the difference
between the final mass for ϵ � 0.01 and that of the optimal solution
with ϵ � 1.0 × 10−5 is less than 0.004%. For the sake of performance
comparison, we considered the utilization of the CX derivative
method to be used within the STM method [see Eq. (26)] for the
evaluation of the ∂F∕∂Z term. The MEOE CS and the

results are shown in Table 8. The performance of the CX method
is similar to the symbolic STM method (in which ∂F∕∂Z is
derived symbolically), except for the simulation time, which is
approximately 60% greater than the simulation time of the symbolic
STM method. The CX derivative method is a quite time-consuming
procedure, knowing that the expressions in F � � _xT; _m; _λT �T are
already lengthy even after the utilization of the MATLAB symbolic
function generation with its optimization flag turned on to generate
an efficient code. Note that the accurate calculation of the derivatives
enables us to solve a smaller set of subproblems by greatly reducing
the continuation parameter ϵ, for instance, by multiplying the
continuation parameter by 0.01 or 0.001 instead of the original value
of 0.1. For instance, we have been able to achieve the final optimal
solution using the MEOE CS by solving only three subproblems
corresponding to ϵ � 1; 0.01, and 1.0 × 10−5, respectively. Table 9
summarizes the results when fewer subproblems are solved. There is
a 100% convergence while the simulation time is significantly lower
compared to the solving of six subproblems. The results of the
considered problems suggest that theMEOECSwith the FDmethod
is the fastest and the most robust algorithm for the preliminary
analysis. If more accurate solutions are required, the more accurate
method for the calculation of the sensitivities has to be used, in which
the STM method is a good candidate.

V. Conclusions

The paper has presented the results of investigating several
methods to facilitate the numerical solution of minimum-fuel time-
fixed low-thrust rendezvous trajectories. The extended logarithmic-
smoothing method has been applied to EOMs formulated in terms of
the spherical and in terms ofMEOEs. In addition, for eachmodel, two
variants of the initial costate design vector have been considered (i.e.,
the original set of costates and the set of scaled-costate vector). In all
cases, the optimal-control problem reduces to a nonlinear TPBVP,
which may be solved by resorting to the gradient-based methods.
Thesemethods show significantly better convergence and robustness
if accurate values of the sensitivities of the terminal constraints with
respect to the design variables are available. The effect of using
accurate sensitivity information is demonstrated by using two
methods (i.e., the standard FD method and the STM method). The
discontinuity of the control trajectory, which can impede the use of
the STMmethod, can be successfully avoided by modifying the cost
function by a continuation parameter. The discontinuity in the
differential equations is avoided, however, at the expense of getting
denser matrices, used for the calculation of the STMs. It has been
shown that the sparsity pattern diminishes as the dynamics in the
spherical CS has been modeled and almost totally vanishes for the
dynamics when expressed in terms of the MEOEs. This happens
due to both the existence of highly coupled nonlinear terms of the
differential equations and the fact that the control is now expressed in
terms of the states and costates. In the implementation, the floating-
point underflow was first encountered at continuation parameter
ϵ ≤ 0.01 and has been handled by a control statement over one of the
auxiliary variables that is created by the MATLAB function-
generator toolbox. For the case of the modified equinoctial CS, the
complex-number-based derivative method has been tried, which
turns out to be slower than the symbolically derived expressions for
the evaluation of the STM. The proposed method based on the
introduction of an extended logarithmicmethodwithmodeling of the
dynamics in various CSs has been applied successfully on two
different time-fixed rendezvous interplanetary transfers. The results
were compared against each other in terms of the percent of
converged cases,mean error in the final position and velocity vectors,
mean iteration and function evaluations, and mean simulation time.
The regularization combined with the STM method improved the
performance of the solver for all of the cases in terms of the percent of
the converged cases. The results also indicate that, for problems with
higher number of revolutions like the Earth to asteroid Dionysus, the
modified equinoctial elements exhibit a significantly better conver-
gence. It is shown that for the modified equinoctial CS that the
authors are able to solve fewer subproblems to further reduce the

Table 8 Performance of using the

CX derivative method for sensitivity

calculation of the problem of Earth to

Dionysus with α � 1.0 × 10−16

Characteristic Model/Value

CS MEOE
Costate treatment Original
Sensitivity calculation CX
Percent of converged cases 100
Δrf , km 0.1
Δvf × 10−8, km∕s 0.4
mf , kg 2718.32
Number of iterations 65
Number of function calls 71
Simulation time, s 31.72

Time (days)
0 500 1000 1500 2000 2500 3000 3500

T
 (

N
)

0
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0.1

0.15

0.2

0.25

0.3

Fig. 8 Earth-to-Dionysus optimal thrust profile for different values of ϵ.

Table 9 Performance of MEOE CS

with STM with the solution of three

subproblems corresponding to

ϵ � 1;0.01, and 1.0 × 10−5, respectively

Characteristic Model/Value

CS MEOE
Costate treatment Original
Sensitivity calculation STM
Percent of converged cases 100
Δrf , km 3.08
Δvf × 10−8, km∕s 15.04
mf , kg 2718.32
Number of iterations 53
Number of function calls 57
Simulation time, s 2.8
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computational time of the solution without affecting the percent of

converged cases. The results suggest that the modified equinoctial

model with the FDmethod is the fastest algorithm for the preliminary

analysis. The proposed combination of methods that relies on

general-purpose solvers, such as MATLAB fsolve, requires a

relatively short computation time and is suitable for broad trajectory

search in the preliminary design.

Appendix A: Inertial Cartesian CS

The EOMs of a spacecraft, which is under the influence of a single

attracting body, can bewritten in theCartesianCS (Subscript c is used

for the control inputs.) as

�r � −
μ

krk3 r�
Tmax

m
δcuc (A1)

_m � −
Tmax

c
δc (A2)

inwhich r is the positionvector, μ is the gravitational parameter of the

attracting body, Tmax is the maximum thrust of the propulsive system

of the spacecraft, m is the mass of the spacecraft, 0 ≤ δc ≤ 1 is the

throttling input, uc is the unit vector of the thrust, and c � Ispg0 is the
exhaust velocity. The second-order vectorial differential equation can

be written as two first-order differential equations:

_r � v (A3)

_v � −
μ

r3
r� Tmax

m
δcuc (A4)

_m � −
Tmax

c
δc (A5)

Considering the modified cost function, Eq. (15), the Hamiltonian is

written as

H � Tmax

c
fδc − ϵ�−δc log�δc� − �1 − δc� log�1 − δc��g (A6)

�λTr v� λTv

�
−

μ

krk3 r�
Tmax

m
δcuc

�
� λm

�
−
Tmax

c
δc

�
(A7)

The weak form of the PMP is used to characterize the optimal thrust

vector:

u�c ∈ arg min
kuck�1

H (A8)

The Hamiltonian is minimized when

u�c � −
λv
λv

(A9)

Exploiting the weak form of the PMP, we can also characterize the

optimal throttling-magnitude input:

δ�c ∈ arg min
0≤δc≤1

H (A10)

Wecan solve the preceding equation to obtain the optimal value of the

throttling parameter:

δ�c � 1

1� 10
1−SFc ·c

ϵ

(A11)

in which the Cartesian SF, SFc, is the SF of the unperturbed cost

function and is given in the following relation:

SFc �
λv
m

� λm
c

(A12)

Appendix B: Spherical CS

Defining the state and control vectors as xs ≡ �r; θ;ϕ; _r; _θ; _ϕ; m�T
andus � �ur; uθ; uϕ�T , the dynamics, in a spherical CS (Subscript s is

used for control inputs.) is written in the following form:

_x �
2
4 Γ
B� Tmax

m δsDus
− Tmax

c δs

3
5 (B1)

in which Γ � �_r; _θ; _ϕ�T , and B and D are defined as

B �

2
6664

r�_θ cos�ϕ��2 � r _ϕ2 − μ
r2

−2 _θ _r
r � 2_θ _ϕ tan�ϕ�

−2 _ϕ _r
r − _θ2 sin�ϕ� cos�ϕ�

3
7775; D �

2
4 1 0 0

0 1
r cos�ϕ� 0
0 0 1

r

3
5

(B2)

We can form the Hamiltonian:

H � Tmax

c
fδs − ϵ�−δs log�δs� − �1 − δs� log�1 − δs��g (B3)

�λTrθϕΓ� λT
_r _θ _ϕ

�
B� Tmax

m
δsDus

�
� λm

�
−
Tmax

c
δs

�
(B4)

inwhich λrθϕ � �λr; λθ; λϕ�T and λ_r _θ _ϕ � �λ _r; λ_θ; λ _ϕ�T . Theweak form
of the PMP is used to characterize the optimal thrust vector:

u�s ∈ arg min
kusk�1

H (B5)

The Hamiltonian is minimized when

u�s � −
Dλ _r _θ _ϕ

kDλ _r _θ _ϕk
(B6)

Note thatD � DT . Exploiting theweak formof the PMP,we can also

characterize the optimal throttling-magnitude input:

δ�s ∈ arg min
0≤δs≤1

H (B7)

Wecan solve the preceding equation to obtain the optimal value of the

throttling parameter:

δ�s � 1

1� 10
1−SFs ·c

ϵ

(B8)

in which the spherical SF, SFs, is the SF of the unperturbed cost

function and is given in the following relation:

SFs �
kDλ_r _θ _ϕk

m
� λm

c
(B9)
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