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ABSTRACT

Current numerical methods used in production-level CFD codes are found to be

lacking in many respects; they are only second-order accurate, rely on inherently

one-dimensional solvers, and are ill-equipped to handle more complex fluid flow

problems such as turbulence, aeroacoustics and vortical flows just to name a few.

Recently, a new class of third-order methods known simply as Active Flux (AF)

has been introduced to address some of these issues. The AF method is best

understood as a finite-volume method with additional degrees of freedom (DOF)

at the interface to independently evolve interface fluxes. It is a fully discrete,

maximally stable method that uses continuous data representation, and because

the interface fluxes are computed independently from the cell-average values, true

multidimensional solvers can be used.

This dissertation focuses on the development of the AF method aimed at solv-

ing conservation laws describing acoustic processes. The method is demonstrated

for linear and nonlinear acoustic equations in two-dimensions as well as for the

full Euler equations where we employ operator splitting between the advective

and acoustic processes. Given its continuous representation, the AF method eco-

nomically achieves third-order accuracy using only three DOF in two dimensions,

which is comparable to the discontinuous Galerkin method using linear recon-

struction (DG1). A direct comparison between the two methods for acoustic prob-

lems finds that the AF method is capable of matching the accuracy of DG1 with

x



a mesh spacing about three times greater and uses time steps about 2.5 times

longer. The AF solutions also display superior circular symmetry with signif-

icantly less scatter than DG1, which we attribute to the method being able to

employ truly multidimensional solvers. In addition, we find that on the same grid

and to achieve the same level of error, the computation time for the AF method is

more than one magnitude less than DG1 and approximately 3 to 5 times less than

DG with quadratic reconstruction (DG2). Finally, various boundary conditions

are introduced and developed for the AF scheme including far-field and curved

wall boundaries.

xi



CHAPTER 1

Introduction

1.1 Motivation

The role of computational fluid dynamics (CFD) in engineering applications nowadays
is so strong that it is considered by some to be the ‘third dimension’ in fluid dynamics,
the other two dimensions being the classical predictions of pure experiment and pure the-
ory [2]. With its ability to solve the governing equations without the use of simplified
physical models as is done with pure theory, and to include detailed physical phenomena
that may be difficult to incorporate in real-life experiments, CFD has rapidly become a pop-
ular tool in engineering analysis. The aerospace industry in particular has embraced CFD
for decades in the prediction of various fluid dynamic problems that are too complicated to
solve analytically. These predictions are then used to make decisions regarding the design
of various parts of an aircraft, and is a much cheaper option than testing numerous designs
in wind tunnel experiments.

In light of such importance in the aerospace industry, the advancement of CFD methods
has been linked closely to performance and cost. The current industry standard for CFD
applications is a second-order accurate finite volume (FV) code with a rigid code struc-
ture that only allows changes to its modules, either in spatial or temporal methodology.
The reasons for keeping this particular form of code are numerous. The first is that the
computational cost of a second-order accurate method is low enough to allow for the fast
turnaround time required for design purposes. Its order of accuracy is also sufficient enough
to solve the fluid dynamic problems that were studied in the earlier days of CFD. The code
has proven to be robust and incorporates well-developed features such as limiters and com-
pact support that allows for easy parallelization. It is also easily adapted across a wide
variety of engineering fields. But perhaps the most pragmatic reason for the rigidity of the
current CFD production codes is the extensive time investment that would be required to
make major algorithm changes. Thus, without the emergence of a new competitive method
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that is robust, compact, and far more accurate and cost-efficient than the current FV code,
it is unlikely that the current landscape of CFD production codes will change.

Despite the industry’s cautious attitude towards adopting CFD methods that do not fit
into their existing framework, we believe that a well-designed third-order accurate method
may have the necessary advantages to change their view. The first issue with second-
order methods is that while they are accurate enough to compute solutions for the types
of problems that were analyzed a few decades ago, it is becoming increasingly difficult for
them to handle the complexity of fluid dynamic problems that need to be solved today. This
includes the addition of viscous effects, time-dependent physics, and three-dimensional
phenomena such as turbulence. The consequence of its relatively low order of accuracy has
not been strongly felt yet due to the massive advances in computational power and code
parallelization, but it will eventually become a bottleneck to solving even more complex
problems in the future. In addition, with the recent development of high-order methods, we
find that they are in fact more cost-efficient than lower order methods to achieve the same
level of error [1]. However, the advantages of the currently available high-order methods
are not great enough or well-established enough to tempt designers into changing their
tools, and many of these methods suffer from a lack of robustness, which is a quality that
is required in production codes.

There is some debate about the optimum order of accuracy for a numerical scheme.
Fourier analysis for the advection equation concludes that even-order schemes are prone to
exhibiting dispersive leading term errors while odd-order are prone to dissipative error [3].
Therefore, even- and odd-ordered schemes behave very differently at sharp features or
discontinuities; even-ordered schemes tend to result in much more oscillatory behavior
than odd-ordered. Practically, there is much to be gained from increasing from second- to
third-order accuracy; since the oscillations are more manageable in a third-order scheme,
its limiters would need to do less work. There is little incentive to increase to fourth-order
accuracy because it would bring the oscillations back, and the next odd-ordered scheme
at fifth-order would require significantly more memory storage and computational cost to
run. For all of the reasons given above, we believe that third-order methods are best suited
for practical CFD applications.

1.2 Current practices of high-order methods

Many high-order methods have been developed in the research community in the past two
decades, but they seem to be far from assuming any relevant role in aircraft design. We
argue that this is in part due to the fact that they retain many of the standard features of

2



conventional FV schemes and other part due to the inaccurate representation of the physics
behind the governing equations being solved. The following sections describe some of the
practices and beliefs of the current classes of high-order methods that may be questionable
or even unsuitable for solving multidimensional conservation laws.

1.2.1 Discontinuous representation

Since its introduction in the early 1970’s, the discontinuous Galerkin (DG) method has
received a wide reception from the CFD community to solve both compressible and in-
compressible flow problems. DG methods seek to approximate the solution in each cell
independently by using test functions that are restricted to the local elemental space. By
breaking up the data at cell interfaces and having the ability to approximate the local solu-
tion to any order of accuracy using the test functions, a highly compact high-order method
emerges. Compactness is considered to be a very important feature to both researchers and
industry alike; researchers argue that hyperbolic problems are local phenomena that should
not depend on solutions far away, and for practical applications, a compact method is easily
scalable to parallel architectures. Further favorable properties of the DG method include
being locally conservative and stable.

Despite their numerous advantages, DG methods have failed to be adopted by industry
for two main reasons. The first is a lack of robustness for nonlinear problems [4]. The
second, and perhaps more influential reason is their high memory requirement and com-
putational expense. Storing discontinuous data local to each cell means that there are two
independent values overlapping at every node along an edge, and on average six different
values at a vertex even in two-dimensions. Significant savings in memory storage could be
gained by a scheme employing continuous data instead, but that could result in the regular
Galerkin method with a global mass matrix that would cost much more to invert and solve.
In addition, savings in memory storage becomes particularly important as we move to ex-
ascale computing, where flops are cheap but memory storage is limited for each individual
processor.

From a fundamental point of view, introducing discontinuities across cells invokes the
necessity for the Riemann solver to resolve the differences. In essence, these discontinuities
are being treated by the method as actual flow features when in reality they do not corre-
spond to anything remotely resembling real flow features and result in producing numerical
artifacts. In fact, Roe demonstrates in [5] that the highly praised discontinuous nature of
DG methods is actually equivalent to the behavior of a class of continuous methods for the
one-dimensional linear advection equation. We can then argue that it is unlikely that its use
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of discontinuous reconstruction is what makes the DG method somehow superior to other
methods that use continuous representation.

1.2.2 Riemann solvers

The Riemann solver was introduced in Godunov’s original shock-capturing method [6] and
has since then become the standard device which almost all CFD schemes use to resolve
solution discontinuities at the cell interface. It was surprisingly easy to extend to two- or
three-dimensions by solving the Riemann problem normal to the cell face, but it is not
without its flaws. For one, the assumption that all waves travel normal to cell interfaces
usually results in a strong nonphysical wave being generated that is dependent on the grid
geometry instead of being a real flow feature. Another shortcoming of Riemann solvers
is dealing with multidimensional low speed flows where the pressure perturbations are of
order O(M2). But because Riemann solvers assume one-dimensional wave motion, it re-
solves pressure perturbations on the order of O(1) instead. This mismatch in the order of
pressure perturbations has led to numerical difficulties for some high-order methods when
solving flow problems at low Mach numbers. The final disadvantage of Riemann solvers
that we would like to discuss is its representation of fluxes at cell interfaces. By solving the
Riemann problem normal to the interface, the resulting fluxes represent the flow through
only the cell face. However, fluxes in multidimensions have a tensorial nature and are
associated more with points and vertices than with faces, as demonstrated by some truly
multidimensional numerical methods in [7, 8, 9]. For the reasons given above, Riemann
solvers, by their one-dimensional nature, are ill-suited for solving multidimensional prob-
lems.

1.2.3 Lack of multidimensional physics

As we mentioned previously, a great majority of numerical methods for solving hyperbolic
conservation laws use Riemann solvers to resolve fluxes across cells. This includes popular
high-order methods such as DG and weighted essentially non-oscillatory (WENO) [10].
This approach generally works well for smooth problems, but when there is a shock or
discontinuity, artificial numerical features, such as carbuncles and oscillations behind an
oblique shock, can be generated if the shock is not aligned with the grid. Numerous at-
tempts have been made to mitigate these solution irregularities including using a combi-
nation of reduced-wave solvers such as HLL or Rusanov and full Riemann solvers [11],
multidimensional corner treatment (MCT) method introduced by Colella [12], and various
rotated Riemann methods [13, 14, 15] that decompose the data at the cell interface in order
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to solve two Riemann problems in different directions. While these techniques are effec-
tive at fixing the symptoms of the problem, they are often more computationally complex
and do little to address the fact that the modified solvers are still based on one-dimensional
physics.

Roe has argued in [16, 17] that multidimensional physical processes in nonlinear sys-
tems must be modeled by a numerical method that considers the proper domain of depen-
dence. For an acoustic process that is omnidirectional, this means that the method must
use information from a circular domain in two dimensions, and spherical in three, which is
fundamentally impossible for an inherently one-dimensional scheme such as the Riemann
solver to accomplish. There have been previous attempts at creating high-order schemes
without the use of Riemann solvers, the most notable being fluctuation splitting (FS) or
residual distribution (RD) methods first introduced by Roe for linear advection [18]. An
extension of the method to hyperbolic-elliptic systems by Rad has been demonstrated to
achieve third-order accuracy and be able to nearly recover potential flow around elliptical
bodies for steady state problems [19, 20]. The RD methods relies on ‘distributing’ the
solution residual to the nodes according to the type of physics involved in the process;
upwinding for advection-type process or least-squares for Cauchy-Riemann-type. Unfor-
tunately, some of the concepts of the method could not be extended to three-dimensions
and a pseudo-time stepping technique may be needed for unsteady cases [21].

Multidimensional methods that do not use Riemann solvers have also been developed
for solving acoustic equations. Most commonly, in two dimensions, the update at a point
is found by using bicharacteristics of the solution [22]. The main disadvantages of this
method are that they involve integrals that may be difficult to approximate and they are
second-order accurate at best. A more recent method has emerged that uses the Poisson
solution to derive an integral evolution formula for the scalar wave equation [23]. This
method is perhaps the most similar to ours in application, and has been shown to be both
robust and stable in two- and three-dimensions when applied to high-order polynomial
approximations on square grids [24, 25].

1.2.4 Separation of space and time

Expressing the governing equations in a semi-discrete form has been the welcomed stan-
dard in the aerospace community ever since the early 1980’s. For unsteady flows, the
evolution in time, usually by some variant of the Runge-Kutta (RK) method, is considered
separately from the spatial discretization. The advantages of this formulation are that the
methods are easy to code and the two modules consisting of spatial and temporal meth-
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ods can be considered separately at different orders of accuracy. This also plays well into
industry standards due to the modular nature of the formulation. However, the major draw-
back of this separation of space and time is that there is usually a much lower limit on
stability, which becomes even more severe as the accuracy of the spatial discretization in-
creases. In addition, one advancement step in time requires a number of stages that each
need a full set of residual evaluations, which makes high-order methods computationally
expensive. Taking the DG scheme using quadratic reconstruction (DG2) as an example,
this third-order method uses RK5 to evolve in time and its stability limit is a CFL number
of 1/(2p + 1) = 0.2. This means that the DG2 scheme requires approximately 25 times
more computational cost than a fully discrete, maximally stable method to complete a sin-
gle time step. It is for these reasons that we abandon the idea of using the semi-discrete
formulation in our third-order method.

Instead, we choose to go back to early CFD codes that were based on the Lax-Wendroff
method, which achieves accuracy by expanding the solution as a series in time and is fully
discrete in nature. Although several drawbacks of the original scheme, such as restrictive
stability limits and loss of accuracy for nonlinear problems, were eventually resolved, the
new forms of Lax-Wendroff schemes are seldomly used in the CFD community today be-
cause they fail to produce the necessary multidimensional features. Part of the reason for
their failure is that they frequently employed dimensional splitting, which is a very poor
form of operator splitting due to the fact that the operators do not commute [26]. More
recently, Lax-Wendroff rotated Richtmyer schemes [27, 28] have been shown to preserve
discrete vorticity in acoustic problems and are stable at the maximum CFL condition of
1.0 on square grids. The discrete vorticity is preserved by tuning the free parameters in the
two-dimensional Lax-Wendroff scheme to reflect the isotropic nature of the acoustic pro-
cess. Our method is also of the Lax-Wendroff type, but the correct physics is incorporated
using spectral integrals on unstructured grids instead.

1.3 A new approach: Active Flux method

The Active Flux (AF) method is a new class of methods that aims to resolve the issues
with current high-order methods discussed in the previous sections. It is based on Scheme
V, concluded by van Leer in his 1977 paper as the most economical of the six schemes he
constructed to achieve better than first-order convergence for the one-dimensional advec-
tion problem [29]. Scheme V introduces edge values in addition to a cell-average value
to each cell, and then uses the extra degrees of freedom to increase the accuracy of the
solution to third-order. By construction, all of van Leer’s methods are always stable up
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(a) Mapping from physical space to reference space. (b) Node placement for AF basis
functions.

Figure 1.1: Geometry and data storage for AF method in one-dimension.

to a Courant number of 1.0. Furthermore, there are many other features of Scheme V that
satisfies our criteria for building a new third-order scheme; it is fully discrete, compact, and
continuous at the cell interface which reduces memory storage and circumvents the use of
Riemann solvers. The method obtains its upwinding property by using a semi-Lagrangian
method to advance the solution.

To extend Scheme V, we consider conservation laws of the form

∂u

∂t
+
∂f

∂x
+
∂g

∂y
+
∂h

∂z
= 0 (1.1)

where u are the conservative variables. In general, we can also write Equation (1.1) in
terms of primitive variables whose behaviors are either intuitively or physically easier to
understand.

∂q

∂t
+Aq ∂q

∂x
+Bq ∂q

∂y
+Cq ∂q

∂z
= 0 (1.2)

Here, Aq, Bq, Cq are the coefficient matrices of the primitive form of the conservation
laws. To solve the same system described by both Equation (1.1) and (1.2), all AF meth-
ods follow the same sequence of steps: Reconstruction, Evolution, and Conservation. In
the next three sections, we discuss each step in detail for the method in one- and two-
dimensions.

1.3.1 Reconstruction

The first step in an AF method is to perform a quadratic reconstruction of primitive vari-
ables q within a cell. By choosing such a reconstruction, we guarantee the scheme is exact
for quadratic data and hence achieve third-order spatial accuracy. We will start with the
reconstruction stage in one-dimension, and then progress to two-dimensions.

In general, a mapping from physical space x to reference space ξ is required to simplify
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Index ci φi

1 q1 1− 3ξ + 2ξ2

2 q2 2ξ2 − ξ

3 1
4
(6q − q1 − q2) −4ξ2 + 4ξ

Table 1.1: Coefficients and basis functions for reconstruction in 1-D.

the definition of the solution within a cell. The mapping in one-dimension is simple and
illustrated in Figure 1.1(a).

ξ =
x− x1

x2 − x1

=
1

∆x
(x− x1) (1.3)

Three data points are necessary to achieve a quadratic reconstruction in one-dimension,
and the points we pick are the two nodes at the interfaces and a node located at the middle
of the cell to represent the cell average, which is shown in Figure 1.1(b). As with standard
finite element methods, the local solution is represented as a summation of basis functions,

q(ξ) =
3∑
i=1

ciφi(ξ) (1.4)

where q is the primitive variable, and the coefficients c and basis functions φ(ξ) are listed
in Table 1.1. Note that interior node 3 is determined by integrating the average value in the
cell.

q =
1

∆x

x2ˆ

x1

q(x) dx

=

1ˆ

0

q(ξ) dξ

=
3∑
i=1

ci

1ˆ

0

φi(ξ) dξ

=
1

6
(q1 + 4q3 + q2)

(1.5)

This concludes the reconstruction stage for the one-dimensional AF method.
In two dimensions, assuming counterclockwise ordering of the nodes, we can map

the physical space to reference space by using a constant Jacobian matrix. Figure 1.2(a)
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(a) Mapping from physical space to reference space. (b) Node placement for AF basis
functions.

Figure 1.2: Geometry and data storage for AF method in two-dimensions.

illustrates the mapping from x = (x, y)T to ξ = (ξ, η)T . In matrix form,

x = x1 + Jξ (1.6)

where

J =

 x2 − x1 x3 − x1

y2 − y1 y3 − y1

 (1.7)

We can also express the reference space in terms of physical coordinates by inverting the
Jacobian matrix, which is useful in situations where the solution must be solved in physical
space.

ξ = J−1(x− x1) (1.8)

Quadratic reconstruction in two-dimensions require only six data points, which are
naturally chosen to be the vertex and edge nodes of a cell. However, with these chosen
points, there is no guarantee that the average of the resulting reconstruction matches the
cell average of the initial and subsequent values obtained using a conservative scheme (see
Section 1.3.3). One particularly compact solution is to add a third-order bubble function
that does not influence the edge values, which is conveniently located at the centroid. The
seven data points required for the full second-order reconstruction are illustrated in Figure
1.2(b), and the coefficients and basis functions are listed in Table 1.2. We can again use the
definition of the cell average like we did with the one-dimensional AF method to determine
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Index ci φi

1 q1 1− 3ξ + 2ξ2 − 3η + 4ξη + 2η2

2 q2 4ξη

3 q3 2ξ2 − ξ

4 q4 4η − 4η2 − 4ξη

5 q5 2η2 − η

6 q6 4ξ − 4ξ2 − 4ξη

7 20
9

[
q − 1

3
(q2 + q4 + q6)

]
27(ξη − ξ2η − ξη2)

Table 1.2: Coefficients and basis functions for reconstruction in 2-D.

the appropriate coefficient for the bubble function.

q =
1

Ωj

¨

Ωj

q(x, y) dΩ

=
J

Ωj

1ˆ

0

1−ξˆ

0

q(ξ, η) dη dξ

=
7∑
i=1

ci

1ˆ

0

1−ξˆ

0

φi(ξ, η) dη dξ

=
1

3
(q2 + q4 + q6) +

9

20
c7

(1.9)

We would like to mention that although the bubble function is our first choice to reconcile
the difference between the cell average and the average of the quadratic reconstruction
using only the vertex and edge nodes, it is not the only option. Since the six points are
sufficient for a quadratic reconstruction, other methods could be developed to obtain the
correct cell average by changing the nodal values in such a way as to preserve accuracy.

1.3.2 Evolution

In the evolution stage, the interface update does not need to be conservative. In fact, as
long as the method of evolution is consistent, any convenient scheme may be used to gen-
erate a point update. This is one of the most powerful aspect of AF because it gives us
the flexibility to choose an update method that accurately describes a physical process in
multidimensions. For example, the evolution of an acoustic process is isotropic in two- and
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three-dimensions while advection is directionally-based in any dimension. This idea of
using nonconservative update methods opens a wide range of new possibilities for solving
conservation laws.

1.3.3 Conservation

The third and final stage of the AF method is to construct average fluxes from the point
data by integrating along the edges of a cell using a sufficiently high order approximation
such as Simpsons rule. Referring to Figure 1.3, the one-dimensional average flux is simply

f1D =
1

6

[
f(un) + 4f(un+1/2) + f(un+1)

]
(1.10)

where u are the conservative states calculated from the primitive point values. The two-
dimensional average flux can again be approximated by the two-dimensional version of
Simpsons rule.

f2D =
1

9

[
1

4
(fnL + fnR + fn+1

L + fn+1
R )

+ (fnM + f
n+1/2
L + f

n+1/2
R + fn+1

M ) +4f
n+1/2
M

] (1.11)

These fluxes are then used to update the conserved cell-average in a similar fashion as
FV methods. Because we integrate around the cell in a closed loop, the leading terms in
the solution error cancel and we are left with a third-order accurate cell-average value. In
one-dimension, the cell-average is updated by

un+1 = un − ∆t

∆x
(fR − fL) (1.12)

and in two-dimensions,

un+1 = un − ∆t

Ωj

3∑
k=1

(fk · n̂k)lk (1.13)

where Ωj is the area of the element j, and n̂k and lk are the normal vector and length
associated with edge k.

One last detail worth mentioning is the fact that the cell-average data updated using
Equations (1.12) and (1.13) depict conservative states while the point data updated in the
Evolution stage most likely represent primitive states. For scalar conservation laws, it is
common to find that the conserved variables are also the primitive ones, but this is generally
not the case for nonlinear systems. The coefficient of the bubble function is expressed
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Figure 1.3: Nomenclature for conservation stage of AF method in one-dimension (left) and
two-dimensions (right).

using primitive cell-average, which should be computed carefully from the conservative
cell-average as to preserve the order of accuracy.

1.4 Thesis overview

This dissertation focuses on the development of the Active Flux method for conservation
laws that either fully represent or contain acoustic processes. It also includes discussions
of various boundary conditions for the AF method that are scattered throughout the chap-
ters. Chapter 2 introduces the linear acoustic equations and the nonconservative update
method used in the Evolution stage of the AF scheme, as well as provides numerical results
supporting the advantages of the method. Nonlinear extensions are discussed in Chapter
3 along with open boundary conditions. Chapter 4 discusses and shows how the correct
form of operator splitting on the full Euler equations can result in an AF scheme that ac-
curately represents the physical behaviour of advective and acoustic processes in inviscid
flows. Then, boundary conditions are formulated and implemented for the Euler system
in Chapter 5. We conclude the dissertation with suggestions for future research topics in
Chapter 6.
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CHAPTER 2

Linear Acoustics

We will start our understanding of acoustic systems by analyzing the linear acoustics equa-
tions derived by taking only the acoustic terms from the Euler equations. Linearizing the
acoustic subsystem by assuming constant coefficients ρ0 and c0, and relating the pressure
and density through the isentropic assumption c2 = p/ρ, the acoustic portion of the Euler
equations can be written as:

∂p∗

∂t
+ c0

(
∂u∗

∂x
+
∂v∗

∂y
+
∂w∗

∂z

)
= 0 (2.1a)

∂u∗

∂t
+ c0

∂p∗

∂x
= 0 (2.1b)

∂v∗

∂t
+ c0

∂p∗

∂y
= 0 (2.1c)

∂w∗

∂t
+ c0

∂p∗

∂z
= 0 (2.1d)

where the non-dimensional pressure p∗ = p/ρ0c
2
0 and velocity u∗ = u/c0 are used for

visual cleaniness.
Taking the second time-derivative of Equation (2.1), it becomes obvious that both pres-

sure and velocity obey a form of the wave equation.

∂2p∗

∂t2
− c2

0∇2p∗ = 0 (2.2)

∂2u∗

∂t2
− c2

0∇2u∗ = c2
0(∇×∇× u∗) (2.3)

We have used the vector identity ∇(∇ · u∗) = ∇2u∗ + ∇ × ∇ × u∗ to show that the
velocity obeys the wave equation with an additional term that is dependent on vorticity
ω = ∇ × u∗. For this subset of problems, we can find an exact solution to update the
pressure and velocity coefficients of the quadratic basis functions used in the Active Flux
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Rx  0

Figure 2.1: Sphere of influence about point x0 with radius R.

method, which we then use to construct an average flux at each interface as previously
outlined in Section 1.3. The details for finding an analytical solution to Equation (2.1)
are discussed in Section 2.1. The rest of the chapter will explore the performance of the
AF scheme applied to various linear acoustic problems in terms of accuracy, stability, and
robustness. Finally, simple numerical conditions are applied to the acoustics solver at flat
wall boundary.

2.1 Exact solutions using spherical means

2.1.1 Spherical means integral

The spherical means of a function f at an arbitrary point (x0, y0, z0) is defined as the aver-
age value over the surface of a sphere of radius R.

M3D
R {f}(x0, y0, z0) =

1

4πR2

2πˆ

0

πˆ

0

f(x0 +R sinφ cos θ, y0 +R sinφ sin θ,

z0 +R cosφ)R2 sinφ dφ dθ

(2.4)

The sphere of influence in three-dimensions is shown in Figure 2.1. Using the method of
descent, we can treat the two-dimensional spherical means as a special case where there
is no dependence on the z-coordinate. The sphere of influence then becomes a disc of
influence where the function is now averaged over the area of a disc.

M2D
R {f}(x0, y0) =

1

2πR

2πˆ

0

R̂

0

f(x0 + r cos θ, y0 + r sin θ)
r√

R2 − r2
dr dθ (2.5)
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Figure 2.2: Integration of spherical means with radius R = c0∆t at vertex (blue) and edge
(red) nodes inside neighboring triangular elements.

Note that the disc and sphere of radius R is also the domain of dependence in two- and
three-dimensions.

In the Active Flux framework, the two-dimensional spherical means are integrated over
discs of radius R = c0∆t centered at the vertex and edge nodes, as illustrated in Figure 2.2.
Partial integration of the disc is performed in each element separately, and the angular limits
of integration are set by the intersection of the integral disc with the element edges. At the
vertex nodes, we define both a starting angle θP and a final angle θQ with the constraint
θQ > θP , whereas we only require θP for edge nodes since θQ = θP + π is always implied
due to geometry.

As previously mentioned in Section 1.3, the AF solution is approximated by quadratic
reconstruction functions within each triangular element. Thus, the spherical means integral
of solution state u at node position (xn, yn) becomes:

MR{u}(xn, yn) =
1

2πR

θQˆ

θP

R̂

0

u(xn + r cos θ, yn + r sin θ)
r√

R2 − r2
dr dθ

=
1

2πR

6∑
i=0

ui

θQˆ

θP

R̂

0

φi( ξ(xn + r cos θ, yn + r sin θ),

η(xn + r cos θ, yn + r sin θ) )
r√

R2 − r2
dr dθ

(2.6)

The above integral may seem daunting at first glance. However, considering that the basis
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functions φi(ξ, η) are quadratic functions expressed in reference coordinates that correlate
linearly to the spatial coordinates x = r cos θ and y = r sin θ with respect to the Jacobian
matrix, we would only need to integrate at most quadratic expressions.

For example, to integrate functions that use only powers of x, the integrals that have to
be computed are all of the form

Ip =

θQˆ

θP

R̂

0

rp+1cospθ√
R2 − r2

dr dθ (2.7)

where p takes all integer values less than or equal to the order of the function. It should also
be noted that with the use of a bubble function, cubic functions will need to be integrated
in addition to quadratic. Therefore, the integrals we will need are as follows.

I0 = R(θQ − θP )

I1 =
πR2

4
(sin θQ − sin θP )

I2 =
R3

3
(θQ − θP + cos θQ sin θQ − cos θP sin θP )

I3 =
πR4

16
(sin θQ(3− sin2 θQ)− sin θP (3− sin2 θP ))

(2.8)

Further simplifications can be made to the integrals in Equation (2.6) by using Laplacian
point evaluations in addition to some correction terms (see Appendix A for more details).
The two-dimensional spherical means integral can also be evaluated using area coordinates
instead of reference coordinates, as derived by Eymann in [30].

2.1.2 Application of spherical means to linear acoustics equations

Let the state vector be q = (p∗, u∗, v∗, w∗)T . Going back to the linear acoustics equations,
we can rewrite Equation (2.1) in its matrix form as

∂q

∂t
+ c0Lq = 0 (2.9)
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where

L =



0
∂

∂x

∂

∂y

∂

∂z

∂

∂x
0 0 0

∂

∂y
0 0 0

∂

∂z
0 0 0


(2.10)

Equation (2.9) has a formal solution

q(x, t) = e−c0Ltq(x, 0)

=
∞∑
p=0

(−c0Lt)
p

p!
q(x, 0)

(2.11)

An interesting and useful property of the gradient matrix L is that it satisfies

Lp+2 = ∇2Lp (p > 0)

where ∇2 is the Laplacian operator in three-dimensional space. Note that L2 6= ∇2I, and
in fact

L2 =



∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
0 0 0

0
∂2

∂x2

∂2

∂x∂y

∂2

∂x∂z

0
∂2

∂x∂y

∂2

∂y2

∂2

∂y∂z

0
∂2

∂x∂z

∂2

∂y∂z

∂2

∂z2


(2.12)

Using this special property ofL, we can manipulate Equation (2.11) into the summation
of even and odd terms.

q(t) = q(0)−
∑
p=1,3,5

(c0Lt)
p

p!
q(0) +

∑
p=2,4,6

(c0Lt)
p

p!
q(0)
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= q(0)− c0Lt

{ ∑
p=1,3,5

(c0Lt)
p−1

p!

}
q(0) + (c0Lt)

2

{ ∑
p=2,4,6

(c0Lt)
p−2

p!

}
q(0)

= q(0)− c0Lt

{ ∑
p=1,3,5

(c0t)
p−1

p!
∇p−1

}
q(0) + (c0Lt)

2

{ ∑
p=2,4,6

(c0t)
p−2

p!
∇p−2

}
q(0)

= q(0)− t

{
∞∑
p=0

(c0t)
2p

(2p+ 1)!
∇2p

}
c0Lq(0) + t2

{
∞∑
p=0

(c0t)
2p

(2p+ 2)!
∇2p

}
c2

0L
2q(0)

= q(0) + t

{
∞∑
p=0

R2p

(2p+ 1)!
∇2p

}
∂tq(0) + t2

{
∞∑
p=0

R2p

(2p+ 2)!
∇2p

}
∂ttq(0) (2.13)

The radius of the spherical means integral is R = c0t and we have used the fact that the
linear acoustics equations obey the time-derivatives ∂tq = −c0Lq and ∂ttq = c2

0L
2q.

The formal solution was expanded in the above form because we noticed that the spher-
ical means formula can be written as the sum of point evaluations of increasing powers of
the Laplacian,

MR =
∞∑
p=0

R2p

(2p+ 1)!
∇2p (2.14)

which corresponds to the odd terms in Equation (2.13). This follows from Darboux’s equa-
tion that the following expression holds true for any function f(x),

∂rrMr{f}(x) +
2

r
∂rMr{f}(x) = Mr{∇2f}(x) (2.15)

which has the formal solution

Mr{f}(x) =
sinh(∇r)
∇r

f(x) (2.16)

We can then substitute the expression directly into the following integral to get a term
corresponding to the even terms in Equation (2.13).

2

R2

R̂

0

rMr{f}(x) dr =
2

R

R̂

0

r sinh(∇r)
∇r

f(x) dr

=
2 cosh∇R− 1

∇2R2
f(x)

= 2
∞∑
p=0

R2p

(2p+ 2)!
∇2pf(x) (2.17)
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Hence, the formal solution to the linear acoustics system can be expressed using Equations
(2.14) and (2.17) as

q(t) = q(0) + tMR{∂tq}(0) +
1

c2
0

R̂

0

rMr{∂ttq}(0) dr (2.18)

and applies to all four components of q.
From a numerical analysis point of view, Equation (2.18) is quite interesting. The first

term is just the current solution, while the second and third terms are of order t and t2,
respectively. This numerical form strongly resembles the Lax-Wendroff formula. In fact,
if we evaluate each term pointwise, we would recover the Lax-Wendroff finite difference
approximation.

q(t) = q(0) + t∂tq(0) +
1

c2
0

c0tˆ

0

r dr ∂ttq(0)

= q(0) + t∂tq(0) +
t2

2
∂ttq(0)

(2.19)

However, the formula becomes exact if the terms are evaluated exactly using the spherical
means integrals in Equation (2.18).

For the first component p∗, some simplification is possible since ∂ttp∗ = c2
0∇2p∗.

p∗(t) = p(0) + tMR{∂tp∗}(0) +

R̂

0

rMr{∇2p∗}(0) dr (2.20)

Combining the first and third term gives us the well-known exact solution for the scalar
wave equation from textbooks on partial differential equations [31, 32]:

p∗(t) = ∂t(tMR{p∗}) + tMR{∂tp∗} (2.21)

An alternate form of the above expression can be achieved by expanding the first term,
replacing the time derivative with a derivative with respect to R, and substituting the time
derivative with spatial derivatives from Equation (2.1a) , as derived by Eymann [30].

p∗(t) = MR{p∗}+R∂RMR{p∗}+ tMR{∂tp∗}

= MR{p∗}+R∂RMR{p∗} −RMR{∇ · u∗} (2.22)

The same simplification process can be applied to the velocity components of q by using
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∂ttu
∗ = c2

0∇2u∗ + c2
0∇×∇× u∗, resulting in

u∗(t) = MR{u∗}+R∂RMR{u∗} −RMR{∇p∗}+

R̂

0

rMr{∇ ×∇× u∗} dr (2.23)

2.1.3 Vorticity term

As we can clearly see from Equation (2.23), the velocity solution contains an additional
term dependent on the curl of the flow vorticity that does not exist in the pressure solution.
At this time, we would like to prove that the spherical means integral of this vorticity term
in fact vanishes on a sphere with an arbitrary radius r.

Claim: The integral term vanishes

R̂

0

rMr{∇ ×∇× v} dr = 0

for arbitrary velocity field v.

Proof: Consider the volume integral

V =

˚

Ω

∇×∇× v dV

where v(x) is an arbitrary velocity field. First, we apply the generalized form of Stokes’
theorem to get

V =

˚

Ω

∇× (∇× v) dV =

‹

∂Ω

n̂× (∇× v) dS

Then, applying classical Stokes’ theorem to the above expression, it can be shown that the
flux integral of a curl field over a closed surface is zero because a closed surface has no
boundary. Thus,

V = −
‹

∂Ω

∇× (v × n̂) dS = −
ˆ

0

(v × n̂) ds = 0

Now, the radial change in the volume integral is related to the spherical means integral as
follows

∂rV = 4πr2Mr{∇ ×∇× v} = 0
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from which it follows that Mr{∇ × ∇ × v} = 0 and the integral under consideration
vanishes also.

�

Hence, the vorticity of the flow field is preserved by the velocity solution in Equation
(2.23) after disregarding the last term. To summarize, the analytical solution to the linear
acoustics system described by Equation (2.9) is

q(x, t) = MR{q}(x, 0) +R∂RMR{q}(x, 0)−RMR{Lq}(x, 0) (2.24)

The spherical means integrals in the above equation are evaluated at each node by calculat-
ing and adding together the partial integrals from every neighboring element, as described
previously in Section 2.1.1.

2.2 Evaluation of one-dimensional data

One of the perceived strengths of using spherical means to calculate the solution to the
linear acoustics equations is that the spherical means integral naturally satisfies one-, two-
, and three-dimensional physics without additional mathematical considerations. In one
dimension, the spherical means integral is very simple:

MR{f}(x) =
1

2R

R̂

−R

f(x) dx (2.25)

Subsequently, in one-dimensional flow, the method of spherical means in fact collapses to
the method of characteristics [31].

p∗(x, t) =
1

2
(p∗(R, 0) + p∗(−R, 0))− R

2
(u∗(R, 0)− u∗(−R, 0)) (2.26a)

u∗(x, t) =
1

2
(u∗(R, 0) + u∗(−R, 0))− R

2
(p∗(R, 0)− p∗(−R, 0)) (2.26b)

To demonstrate and verify this assertion, we will test two different sets of one-dimensional
data using the one-dimensional upwind method of characteristics proposed by Eymann in
[30] and the two-dimensional spherical means method described by Equation (2.24). These
two methods will be referred to as the 1-D and 2-D Active Flux schemes, respectively.
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2.2.1 Nonsimple wave

We used the nonsimple wave problem from [30] to assess the difference, if any, between
the results from the 1-D and 2-D Active Flux solvers on smooth data. The initial conditions
are

p(x, 0) =
1

4
+

1

80
sin(2πx)

u(x, 0) =
1

4
− 1

10
sin(πx)

c0 = 1

ρ0 = 1/2

(2.27)

and the exact solution described by Equation (2.28) has a simple form due to the linear
nature of the problem.

p(x, t) =
1

2
[p(x− c0t, 0) + u(x− c0t, 0) + p(x+ c0t, 0)− u(x+ c0t, 0)]

u(x, t) =
1

2
[p(x− c0t, 0) + u(x− c0t, 0)− p(x+ c0t, 0) + u(x+ c0t, 0)]

(2.28)

Figure 2.4 compares the exact, one-dimensional numerical, and two-dimensional nu-
merical solutions at time t = 6 on the structured and unstructured grids illustrated in Figure
2.3 with 50 elements along the x-axis. All of the results generated on the two-dimensional
grids have been plotted to show the one-dimensional quality of the 2-D solution. In partic-

(a) Structured grid. (b) Unstructured grid.

Figure 2.3: Grids used to evaluate one-dimensional problems.
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ular, the solution on the unstructured grid follows the exact solution so closely that it forms
a line of its own. We observe that, as expected, the 2-D AF solution computed on the struc-
tured grid is almost indistinguishable from the 1-D solution The deviations between the two
solutions range from 2.46×10−5% to 8.47×10−4%. In addition, all three computed results
nearly match the exact solution, with the 2-D AF solution from the unstructured grid having
a maximum error of 0.0023%. These observations still hold true later into the simulation
at time t = 11.4 with deviations between the two methods ranging from 3.73 × 10−6% to
0.0022%, as shown in Figure 2.5.

2.2.2 Square wave

After verifying the two AF solvers are able to produce almost identical results for smooth
data, we move onto comparing their solutions for a discontinuous problem. The initial
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Figure 2.4: Pressure and velocity solutions for nonsimple wave problem; h = 0.04, t = 6.
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Figure 2.5: Pressure and velocity solutions for nonsimple wave problem; h = 0.04, t =
11.4.

conditions for a simple square wave problem is

p(x, 0) =

1/2 if − 1 ≤ x ≤ 1

0 elsewhere

u(x, 0) = 0

c0 = 1

ρ0 = 1/2

(2.29)

where the domain is x ∈ [−5, 5], and a uniform structured grid with 100 elements along
the x-axis is used. Again, the exact solution for this problem follows the same simple form
as Equation (2.28).

Figure 2.6 compares the exact solution and computed results with no limiting at time
t = 3. The square wave has split apart into two subwaves that travel in opposite directions
until they have almost reached the boundaries. The 1-D and 2-D AF results are again
almost indistinguishable in the smooth regions of the solution. In regions close to the
discontinuities, the two computed results differ only slightly in the maximum and minimum
overshoots, with the maximum difference of 2.3% occurring at the shock fronts. Both 1-
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Figure 2.6: Pressure and velocity solutions for square wave problem; h = 0.1, t = 3.

D and 2-D results approximate the exact solution well given that no limiting has been
enforced, with maximum overshoots of 12.6% and 14.6%, respectively.

2.3 Convergence and accuracy

We can confirm and compare the accuracy and order of convergence of the Active Flux
method with the Discontinuous Galerkin method using linear reconstruction (DG1) by us-
ing the initial conditions proposed by Lukác̆ová-Medivid’ová, Morton, and Warnecke [33]:

p(x, y, 0) =
1

c0

[sin(2πx) + sin(2πy)]

u(x, y, 0) = 0

v(x, y, 0) = 0

(2.30)

This double sine waves problem has an analytical solution of

p(x, y, t) =
1

c0

cos(2πc0t) [sin(2πx) + sin(2πy)]

u(x, y, t) =
1

c0

sin(2πc0t) cos(2πx)

v(x, y, t) =
1

c0

sin(2πc0t) cos(2πy)

(2.31)
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For our test, the sound speed is set to c0 = 1 and a final time t = 1.0, by which time the
original data should repeat itself. The Courant number is set to the maximally stable value
of 1.0.

The state errors are computed based on area integrals,

L1(q) =
1

|Ω|

ˆ
Ω

|q(t)− qex(t)| dΩ (2.32)

L2(q) =

[
1

|Ω|

ˆ
Ω

|q(t)− qex(t)|2 dΩ

]1/2

(2.33)

where q = (p, u, v) and qex are the exact solutions of the state variables as described in
Equation (2.31). Figures 2.7 and 2.8 both show that the Active Flux method converges at
third-order for all state variables, whereas DG1 converges in general at only second-order,
with the exception of cell-averaged pressure in Figure 2.8, which displays superconver-
gence for this linear problem. The AF errors are also lower than those of DG1; most
notably, the velocity errors of the AF method is more than two orders of magnitude smaller
than those of DG1.
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Figure 2.7: Convergence plot of AF and DG1 state errors for double sine waves problem.
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Figure 2.8: Convergence plot of AF and DG1 cell-average state errors for double sine
waves problem.

2.3.1 Mesh robustness

In the construction of the Active Flux scheme, we are striving to build a method that is
based on the physics of multidimensional flow. In acoustic problems, the physics of the
flow indicates that the method should take into account flow properties from all spatial
directions surrounding a point of interest. Unlike conventional methods that generalize
multidimensional flows using only one-dimensional results, we are hoping that by mimick-
ing the physical properties of acoustic flow using the method of spherical means, we can
achieve accurate solutions regardless of the quality of mesh in multidimensions.

To test the ability of the AF method to operate on a severely distorted “torture” grid,
we used the square grid (x, y) ∈ [−1, 1] shown in Figure 2.9. The grid is composed of
structured elements everywhere except in the North-East quadrant, which was deliberately
polluted with small, badly formed elements with high aspect ratios up to ÆRmax ≈ 288. We
will again use the double sine waves problem described by Equation (2.31) to compare the
solutions obtained using the AF scheme and the DG1 method which uses one-dimensional
Riemann fluxes along cell edges.

Figure 2.10 shows that the AF method gave better results on the pressure predictions
with errors that are approximately two-thirds of DG1. There was a much larger difference
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Figure 2.9: Grid with severely distorted elements in the North-East quadrant; used to test
tolerance of poor meshes.

in the prediction of speed, where the AF errors were less by a factor of 20. To offer a more
fair comparison to the DG1 method, we have also plotted the cell-averaged solutions in
Figure 2.11, which shows that when integrated over each individual element, the AF and
DG1 method gave similar pressure results. However, the AF errors in speed were still less
by a factor of 4 compared to DG1.

2.3.2 Vorticity preservation

Another advantage of incorporating multidimensional physics into the AF method is that
the vorticity of the flow field is naturally preserved. Any irrotational velocities should
remain vorticity-free, while rotational velocities will not change in time given that no ad-
ditional vorticity is created within the flow field. The same problem described by Equation
(2.31) is tested with the addition of a stationary vortex centered at the origin on a square
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Figure 2.10: Contours of pressure and speed errors for the double sine waves problem
computed on “torture” grid; t = 1.0.
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Figure 2.11: Contours of cell-average pressure and speed errors for the double sine waves
problem computed on “torture” grid; t = 1.0.
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grid (x, y) ∈ [−2, 2]:

u(x, y, 0) =


1.6yr(4r − 3) if r < 0.5

−0.8y(r − 1.5)2 if 0.5 ≤ r ≤ 1.5

0 elsewhere

v(x, y, 0) =


1.6xr(−4r + 3) if r < 0.5

0.8x(r − 1.5)2 if 0.5 ≤ r ≤ 1.5

0 elsewhere

(2.34)

Again, the original data should repeat itself at the final time of t = 2.
Figure 2.12 reinforces the notion that the Active Flux scheme is able to preserve vor-

ticity as the velocity profile returns to its initial data after a half period across the domain.
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Figure 2.12: Velocity and vorticity profile along the radial direction for double sine waves
problem with stationary vortex; h = 0.05, t = 2.
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vortex; t = 2.

The vorticity is calculated as the average value in each element,

ω =
1

Ωj

ˆ
Ωj

∇× v dΩ

=
1

Ωj

ˆ
Ωj

(
∂v

∂x
− ∂u

∂y

)
dΩ

(2.35)

and is slightly overestimated near the origin due to the velocity being nondifferentiable
there. The velocity solution displays very convincing radial symmetry and the AF method
achieves third-order convergence for all states, as confirmed in Figure 2.13.

2.4 Stability

The method of spherical means is an analytical solution to the homogeneous scalar wave
problem ∂ttu = c2∇2u, and therefore its solution u at any given point is unique and depen-
dent only on the prescribed initial values that are within the domain (of dependence) which
is cut out by the backward characteristic ray cone through the said given point [31]. The
physical requirement for stability is that the convex hull of the point values used to update a
given point value must include this domain of dependence. We define a local Courant num-
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(a) 1-D; bounded by characteristic lines. (b) 2-D; bounded by characteristic disc.

Figure 2.14: Domains of dependence bounded by characteristic speeds of c0. The blue
regions within these domains are stable, while the red regions exterior are unstable.

ber at each point of CFLi = c0∆t/|∆xi|, which equals unity when the physical requirement
is first violated. In one-dimension, the domain of dependence is bounded on the right and
left by characteristic wavespeeds of±c0, as shown in Figure 2.14(a). To satisfy the physical
domain of dependence, the maximum timestep allowed is ∆tmax = min(|∆xi|)/c0.

In two-dimensions, to satisfy the physical domain of dependence means that no disc
centered at any point can cross over any element to which that point belongs, as demon-
strated geometrically in Figure 2.14(b). This translates to a physically-stable maximum
radius of integration Rmax = c0∆tmax, where we can again define a CFL condition:

∆tmax =
lmin

c0

(2.36)

where lmin is the minimum distance from a node to its opposing edges in a triangular el-
ement. Clearly, the distance from the edge midpoints are the most restrictive, and Figure
2.15(a) illustrates the various possibilities for lmin. In practice, we only need to check one
normal distance per edge [30]. Figure 2.15(b) shows how we can use the formula for the
area of a triangle to determine the shorter normal length between the edge midpoint xE and
the opposite edge point xE′ .

lmin = min
j

(
S

|xj+1 − xj−1|

)
(2.37)

Here, S is the element area. Equations (2.36) and (2.37) give a precise upper bound on
the timestep. We will conduct numerical experiments to show that this upper bound is
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(a) Minimum distances from edge midpoints. (b) Nomenclature for minimum distance calcula-
tion.

Figure 2.15: Relevant distances for CFL calculation.

attainable.
To show numerical verification of these stability constraints, we have tested both one-

and two-dimensional Active Flux solvers using various Courant numbers on the same one-
dimensional nonsimple wave problem previously defined in Section 2.2.1. We will attempt
to increase the Courant number past its stable regime of 1 and observe the (possible) onset
of numerical instability. The measure of stability we will use is the total acoustic energy of
the system defined as

E∗ =
1

2
(p∗2 + |v∗|2) =

1

2
(p∗2 + u∗2 + v∗2 + w∗2) (2.38)

Taking the time-derivative of Equation (2.38) and substituting in the acoustic equations
(2.1), it becomes clear that E∗ is a conserved quantity for the linear acoustic system, and
can be regarded as both an energy and entropy.

∂E∗

∂t
= −c0

(
∂(p∗u∗)

∂x
+
∂(p∗v∗)

∂y
+
∂(p∗w∗)

∂z

)
(2.39)

We may describe the method as “energy stable” if
´
E∗(t) dx remains bounded.

We first observe the one-dimensional Active Flux scheme using the upwind method
of characteristics is very sensitive to the Courant number, becoming unstable as soon as
CFL > 1.0. Figure 2.16 shows that the total acoustic energy decreases at a steady rate in
the stable regime of CFL < 1.0, is conserved when CFL is at unity, and increases sharply
when CFL is larger than one. Interestingly, the same sensitivity to the Courant number
cannot be concluded for the 2-D AF scheme using spherical means. Figure 2.17 shows that
the acoustic energy does not increase before t = 10 unless the Courant number is close to
1.128 on a grid size of 50× 50.
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Figure 2.16: Nonsimple wave problem solved using 1-D AF method, h = 0.04, t = 4;
shows the changes in total acoustic energy of the system (left) and pressure results deviating
from the exact solution when CFL > 1 (right).
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Figure 2.17: Nonsimple wave problem solved using 2-D AF method, h = 0.04, t = 11;
shows the changes in total acoustic energy of the system (left) and pressure results deviating
from the exact solution (right).
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The two-dimensional results may seem to be inconsistent with theory at first. How-
ever, if we consider the regions in which the data points are used to update the solutions,
the discrepancy may be explained. Figure 2.14 illustrates the theoretically stable and un-
stable regions from where the data is used to update the solution in one element. In the
one-dimensional case, as the Courant number for any given point increases past unity, the
data used to update the solution leaves the cell containing that point, and this violates the
physical domain of dependence. In addition, the other point in the cell is also evaluated
outside its own domain of dependence. This leads to the solution becoming unstable as
soon as the CFL condition is violated.

By comparison, the two-dimensional AF method uses disc-like regions to update the
solutions. The CFL condition is based on the minimum distance from an edge midpoint
to its opposing edge, which is always a shorter length than the minimum distance from a
vertex node to its opposing edge. As a result, only some of the nodes in a triangular element
may be violating its physical domain of dependence as the Courant number increases above
one. In addition, the smoothness of the initial data limits the maximum error that can be
achieved when we update using point values outside the stability regime. Hence, instability
will often be observed much later in time as the error very slowly builds up.

To verify this argument, we now test the 2-D AF method using higher frequency data.
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Figure 2.18: Three square waves problem solved using 2-D AF method, h = 0.1, t = 180;
shows the changes in total acoustic energy of the system (left) and pressure results deviating
from the exact solution (right).
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As a variation of the square wave problem previously defined in Section 2.2.2, the initial
data on the same structured grid now consists of three square waves of width ∆x = 1

centered at x = (−2.5, 0, 2.5) with a wave magnitude of p = 5. We notice that even with
this discontinuous data, instability only sets in after a long runtime of t > 160 with a lower
Courant number of 1.06, as shown in Figure 2.18. We also observe that the stable solution
has smoothed out and decreased the amplitude of the square waves by a significant amount,
which could explain the late onset of instability. It still exhibits one-dimensional solution
in the x-direction and its acoustic energy remains bounded and decreases at a relatively
slow rate. On the other hand, the unstable solution has lost its one-dimensional quality and
its total acoustic energy increases rapidly after t = 160. These results verify that instability
will eventually occur if the stability limit is violated, granted that may take a very long time
if the data is or becomes smooth.

2.5 Boundary considerations

The test problems we have considered so far have used periodic boundaries, which do not
require any additional numerical considerations, to evaluate the accuracy of the AF method.
In order to be able to test more complicated problems, we will now introduce two new types
of boundaries: open and flat wall, both of which can be implemented in the AF scheme in
a simple and natural way based on the correct physics.

2.5.1 Open boundary

Quite often, open or nonreflecting boundaries are the sources of the most significant nu-
merical errors in a computational acoustics or computational fluid dynamics method [34].
Numerous types of nonreflecting boundary conditions have been developed to cope with
the open-domain problem, including far-field asymptotic solutions, the buffer zone tech-
nique, the perfectly matched layer technique, and characteristic-based inflow and outflow
boundary conditions. The last technique is desirable for schemes with upwinding features,
and often works best when the wave angle is normal to the boundary. However, its per-
formance can deteriorate when the wave angle deviate from normal, with errors of up to
3–5% for larger angles of incidence [35, 36]. For example, Thompson showed that a trav-
eling shockwave moving at a 45◦ angle with respect to the x-axis produces a pressure error
of approximately 4% after the shockwave has left the domain [37].

Our approach to handling open boundaries is similar to the characteristic-based outflow
boundary condition. However, instead of applying the one-dimensional characteristics to
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multidimensions as is traditionally done [36], we will directly use the multidimensional
physics of acoustic waves. The data that influence the flow at an open boundary is simply
the point values inside the domain. As such, we need only to evaluate the spherical means
integral over the portion of the disc that is inside the domain and disregard the portion that
is outside, as illustrated in Figure 2.19 for both edge and vertex nodes. Verification of this
boundary condition will be provided later for the nonlinear acoustics system in Section 3.3.

2.5.2 Flat wall boundary

The implementation of flat wall boundaries is quite straightforward. Physically, the changes
in pressure and tangential velocity due to the external flow past a flat wall are doubled while
the normal velocity is cancelled. At a right corner, there is a stagnation point where the
velocity is zero and the changes in pressure is quadrupled. Taking these conditions into
account, we can test a more complicated problem consisting of four sinusoidal waves with
a stationary vortex as described in Equation (2.40). Each sinusoidal wave is centered at
x = ±10 and y = ±10, and the vortex is centered at (0, 0).

∆p(x, y, 0) =



0.5 + 0.5 cos(0.5π(x− 10)) if 8 ≤ x ≤ 12

0.5 + 0.5 cos(0.5π(x+ 10)) if −12 ≤ x ≤ −8

0.5 + 0.5 cos(0.5π(y − 10)) if 8 ≤ y ≤ 12

0.5 + 0.5 cos(0.5π(y + 10)) if −12 ≤ y ≤ −8

0 elsewhere

Figure 2.19: Partial discs of integration at open boundaries. The interior domain is colored
gray.
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Figure 2.20: Pressure contours for the interacting sine wave problem at t = 0 (left) and
t = 2 (right); 80× 80 grid.

p(x, y, 0) = 1.0 + ∆p(x, y, 0)

u(x, y, 0) =

−0.0125 y(r − 6)2 if r ≤ 6

0 elsewhere

v(x, y, 0) =

0.0125x(r − 6)2 if r ≤ 6

0 elsewhere

(2.40)

The sound speed is set to c0 = 10 and the AF scheme is run until t = 2, by which point the
initial data repeats itself, as shown in Figure 2.20. A snapshot of an intermediate solution
at t = 0.8 is also shown in Figure 2.21 to illustrate the symmetry and complexity of this
particular problem.

Figure 2.22 shows that the final velocity profile follows closely to the initial data, and
in fact, this problem was continued until t = 40 without any further visual change in the
vorticity. However, we observe the pressure waves have decreased in amplitude. We also
note that there are oscillations in the pressure profile at the foot of the sine waves. This
effect is due to the steep gradients in the pressure data at that location. Unfortunately,
without limiting at this time, it is difficult to achieve non-oscillatory solutions with such
data. As a result, the rate of convergence for this problem is less than three for all three
states. However, the maximum pressure peaks are not as affected by the gradients and do
in fact converge at third-order, as shown in Figure 2.23. This promising result provides
incentive for us to incorporate limiting into the AF scheme in order to properly handle data
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Figure 2.22: Pressure (left) and velocity (right) profiles for the interacting sine wave prob-
lem on 80× 80 grid; t = 2.

with steep gradients.
One final aspect we can test with this problem is the ability of the AF scheme to preserve

vorticity in more complex flows. The problem is run for 20 periods (t = 40) and the
maximum pressure, velocity magnitude, and vorticity are plotted in Figure 2.24. Note that
the vorticity values are computed using Equation (2.35). As expected, the pressure peaks
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80× 80 grid.

continue to decrease in time due to the lack of limiting. However, both maximum velocity
magnitude and vorticity remain constant after an initial dip at T = 1. These are very
convincing results suggesting that the AF scheme is capable of preserving a certain property
of the acoustic process. While it does not seem to preserve the exact initial vorticity of the
problem, the method may be preserving a discrete version of vorticity instead. This attribute
of the AF method could potentially be a large advantage when solving other hyperbolic
conservation laws where certain properties need to be preserved.
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CHAPTER 3

Nonlinear Acoustics

In this chapter, we will explore the Active Flux method applied to nonlinear acoustic waves
by studying the p-system of hyperbolic conservation laws, where pressure is a function
only of density. Note that this is not a true limit of the Euler equations, but is often used to
illustrate mathematical principles because of its simple behavior [38].

∂ρ

∂t
+

(
∂u

∂x
+
∂v

∂y
+
∂w

∂z

)
= 0 (3.1a)

∂u

∂t
+
∂p(ρ)

∂x
= 0 (3.1b)

∂v

∂t
+
∂p(ρ)

∂y
= 0 (3.1c)

∂w

∂t
+
∂p(ρ)

∂z
= 0 (3.1d)

We then take the second time-derivatives of Equation (3.1) to obtain inhomogeneous wave
equations for the density and velocity states.

∂2ρ

∂t2
− p′(ρ)∇2ρ = ρ(∇ · u)2 +

(
p′′(ρ)− p′(ρ)

ρ

)
∇ρ · ∇ρ

∂2u

∂t2
− p′(ρ)∇2u = p′(ρ)∇×∇× u + p′′(ρ)(∇ · u)∇ρ

(3.2)

The propagation of signals in Equation (3.2) takes place at a variable sound speed of
c =

√
p′(ρ). We will determine p(ρ) by making the isentropic assumption p = Kργ ,

where γ is the specific heat ratio and K is the isentropic constant. Hence, the formula for
the sound speed becomes the familiar expression c =

√
γp/ρ. Equation (3.2) can then be

re-written in terms of c, where the pressure derivatives p′(ρ) = c2 and p′′(ρ) = (γ− 1)c2/ρ
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have been used.

∂2ρ

∂t2
− c2∇2ρ = ρ(∇ · u)2 +

γ − 2

ρ
c2∇ρ · ∇ρ

∂2u

∂t2
− c2∇2u− c2∇×∇× u =

γ − 1

ρ
c2(∇ · u)∇ρ

(3.3)

Clearly, the left-hand side of Equation (3.3) is formally identical to Equation (2.2) de-
scribing linear acoustics in the special case of p = ρ. The only differences between the
linear and nonlinear systems are that the sound speed is no longer constant and that there
are additional second-order terms on the right-hand side of the nonlinear acoustic equa-
tions. This similarity in mathematical structure allows us to apply the same numerical
analysis to obtain an analytical solution to Equation (3.1) to be used in the Active Flux
scheme. The AF method is then compared to the first-order Discontinuous Galerkin (DG1)
method in terms of accuracy and convergence. We will end this chapter with a discussion
on the implementation of open boundaries in the AF scheme.

3.1 Approximate solutions to the p-system

Let the state vector now be q = (ρ, u, v, w)T . We can rewrite the p-system described by
Equation (3.1) as

∂q

∂t
+ cLq = 0 (3.4)

where the sound speed is defined as c =
√
p′(ρ), and

L =



0
1

c

∂

∂x

1

c

∂

∂y

1

c

∂

∂z

c
∂

∂x
0 0 0

c
∂

∂y
0 0 0

c
∂

∂z
0 0 0


(3.5)

Equation (3.4) is formally identical to the linear acoustics system described by Equation
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(2.9).
q(x, t) = e−cLtq(x, 0)

=
∞∑
p=0

(−cLt)p

p!
q(x, 0)

(3.6)

The gradient matrix L also satisfies the properties

Lp+2 = ∇2Lp (p > 0)

and

L2 =



∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
0 0 0

0
∂2

∂x2

∂2

∂x∂y

∂2

∂x∂z

0
∂2

∂x∂y

∂2

∂y2

∂2

∂y∂z

0
∂2

∂x∂z

∂2

∂y∂z

∂2

∂z2


Following the same derivation as with the linear acoustics equations, we can expand the
formal solution as the sum of even and odd terms.

q(t) = q(0)− t

{
∞∑
p=0

(ct)2p

(2p+ 1)!
∇2p

}
cLq(0) + t2

{
∞∑
p=0

(ct)2p

(2p+ 2)!
∇2p

}
c2L2q(0) (3.7)

The odd terms can again be replaced by the spherical means formula. We then note that the
second time-derivatives can be written as

∂ttq + ∂t(cL)q− c2L2q = 0 (3.8)

which can be substituted into Equation (3.7) to obtain an exact solution to Equation (3.1)
using spherical means.

q(t) = q(0) + tMR{∂tq}(0) +
1

c2

R̂

0

rMr{∂ttq + ∂t(cL)q}(0) dr (3.9)

Now the only difference between the exact solution to the linear problem and Equation
(3.9) is the addition of the time derivative term consisting of the gradient matrix multiplied
by the sound speed. At this time, we would like to mention that for a third-order scheme,
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the fluxes are only required to be second-order accurate, which means that only the leading
nonlinear correction term is needed. Hence, the fourth term, which is of quadratic order,
need only be evaluated using the local sound speed. This means that cL remains a con-
stant when evaluating the integral, and thus the last term vanishes and we are left with the
following second-order solution to the nonlinear acoustics system.

q(t) = q(0) + tMR{∂tq}(0) +
1

c2

R̂

0

rMr{∂ttq}(0) dr (3.10)

Note that this again resembles the second-order Lax-Wendroff method. Simplifying the
nonlinear acoustic solutions using Equations (3.1) and (3.2), we get the following density
and velocity evolution formulas.

ρ(x, t) = ρ(x, 0)− tMR{∇ · u}+
1

c2

R̂

0

rMr{c2∇2ρ} dr

+
1

c2

R̂

0

rMr

{
ρ(∇ · u)2 +

(γ − 2)c2

ρ
∇ρ · ∇ρ

}
dr

(3.11)

u(x, t) = u(x, 0)− tMR{∇p}+
1

c2

R̂

0

rMr{c2∇2u + c2∇×∇× u} dr

+
γ − 1

c2

R̂

0

rMr

{
c2

ρ
(∇ · u)∇ρ

}
dr

(3.12)

3.1.1 Approximation of second-order terms

Recall that for a third-order scheme, only the leading nonlinear correction is needed. There-
fore, the point values are evolved according to Equations (3.11) and (3.12) by evaluating the
spherical means integral using a radius proportional to the local sound speed at each node,
R = cit = (

√
γpi/ρi)t, as illustrated in Figure 3.1. This is rather similar to conventional

numerical methods that use a linearized Riemann solver.

ρ(x, t) = ρ(x, 0) − tMR{∇ · u}+

R̂

0

rMr{∇2ρ} dr
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Figure 3.1: Discs of integration with varying local radii.

+
ρi
c2
i

R̂

0

rMr{(∇ · u)2} dr +
γ − 2

ρi

R̂

0

rMr{∇ρ · ∇ρ} dr (3.13a)

u(x, t) = u(x, 0) − tMR{∇p}+

R̂

0

rMr{∇2u} dr +
���

���
���

���
�:0R̂

0

rMr{∇ ×∇× u} dr

+
γ − 1

ρi

R̂

0

rMr {(∇ · u)∇ρ} dr (3.13b)

where the crossed-out term vanishes due to the analysis given in Section 2.1.3. Note also
that the gradient of pressure can be written as a gradient of density by using the isentropic
relation,∇p = c2∇ρ.

The solution given by Equation (3.13) is a combination of the linear acoustics solution
described by the first lines, and second-order nonlinear terms in the second lines. These
additional terms may seem to be much more complicated to compute because they are
the product of two gradient functions and need to be integrated twice. However, some
simplifications can be made since only the leading term in these nonlinear terms needs to
be evaluated to retain second-order accuracy.

Let us start by first observing that given quadratic data for the state solutions, the state
gradients are linear functions. All of the nonlinear terms are a product of two gradient func-
tions, which results in the leading term being a constant. It then follows that the nonlinear
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terms can be approximated using two linear functions g1(x, y) and g2(x, y) thusly:

R̂

0

rMr{g1(x, y)g2(x, y)} dr =

R̂

0

r drMR{g1(x, y)g2(x, y)}+O(R3)

≈ R2

2
(MR{g1}MR{g2}+O(R))

≈ R2

2
MR{g1}MR{g2}

(3.14)

Taking advantage of the first-order gradient terms that have already been calculated to
further reduce the computational cost of the nonlinear terms, the final form of the solution
becomes

ρ(x, t) = ρ(x, 0) − tMR{∇ · u}+

R̂

0

rMr{∇2ρ} dr

+
t2

2
ρi (MR{∇ · u})2 +

t2

2

(γ − 2)c2
i

ρi
MR{∇ρ} ·MR{∇ρ} (3.15a)

u(x, t) = u(x, 0) − tMR{∇p}+

R̂

0

rMr{∇2u} dr

+
t2

2

(γ − 1)c2
i

ρi
MR{∇ · u}MR{∇ρ} (3.15b)

We shall end this section by making the observation that Equation (3.15) is in some
ways a combination of the spherical means method and the Lax-Wendroff approximation.
The first three terms describe linear acoustics and are evaluated exactly using spherical
means, which would retain favorable wave properties such as radial symmetry and vorticity
preservation. We can also combine the first and third term using Equation (3.16) as we did
previously for the linear acoustics solution, if desired.

q(x) +

R̂

0

rMr{∇2q}(x) dr = MR{q}(x) +R∂RMR{q}(x) (3.16)

By comparison, to maintain second-order accuracy, the nonlinear terms need only be ap-
proximated by the leading constant, which means we can simply evaluate their point values
as we would do in the Lax-Wendroff method. However, while the data is continuous at ev-
ery nodal point in the AF method, the gradients are in general discontinuous, but this does
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not prevent us from integrating them. Hence, an average gradient value at each node is
used instead by taking advantage of the definition of the spherical means integral.

3.2 Convergence and accuracy

The Active Flux method in Equation (3.15) for the nonlinear acoustics system described
by Equation (3.1) is tested against the Discontinuous Galerkin method with linear recon-
struction (DG1) in terms of accuracy and convergence. We have chosen to compare results
with the DG1 method because it uses the same number of degrees of freedom as AF. It
has also been shown to sometimes superconverge at third-order when solution variables are
averaged or integrated, which means that, in this context, we consider it to be the closest
competitor to the AF method.

3.2.1 Radial symmetry

We would like to investigate the ability of the Active Flux method to maintain radial sym-
metry. If the solution is perfectly symmetric, a scatter plot of the solution at individual
nodal values should collapse to a single line. The initial conditions are described by Equa-
tion (3.17) and is a variant of the linear Gaussian pulse used by Eymann [30], where the
far-field density is ρ∞ = 1.0, K = 1/γ, and γ = 1.4.

ρ(x, 0) = ρ∞ + 2 exp{−50(x2 + y2)}

u(x, 0) = 0

v(x, 0) = 0

p(x, 0) = Kργ(x, 0)

(3.17)

The final time is set to t = 1.25 to ensure that no shocks have yet developed. In addition,
the maximally stable Courant number of 1.0 is used for this problem.

The AF scheme is compared to the DG1 method on grids of three sizes: 40×40 (coarse),
80× 80 (medium), and 160× 160 (fine). Solutions of both density and velocity magnitude
are plotted along the radial direction in Figures 3.2 to 3.4. Clearly, the AF solutions display
better radial symmetry than DG1 in all of the plots as well as show smaller magnitudes of
undershoots and overshoots, which is especially obvious on the coarse and medium size
grids. The AF method was also better at predicting the maximum density and velocity
values of 1.24 and 0.252 at around r = 1.38 on the coarser grids.

To determine the order of convergence, we computed a scalar output I(t) consisting of

49



0 1 2 3
0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

r

D
en

si
ty

Nonlinear Acoustics

 

 
DG1
AF

0 1 2 3
0

0.05

0.1

0.15

0.2

0.25

r

Ve
lo

ci
ty

 M
ag

ni
tu

de

Grid =40x40

 

 
DG1
AF

Figure 3.2: AF solution for Gaussian pulse on coarse grid; t = 1.25.

Figure 3.3: AF solution for Gaussian pulse on medium grid; t = 1.25.
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Figure 3.4: AF solution for Gaussian pulse on fine grid; t = 1.25.
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Figure 3.5: Close-up of solution on fine grid.
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Figure 3.6: Convergence plot of AF and DG1 solutions for Gaussian pulse problem.

h Active Flux DG1

‖I − Iref‖ O(∆I) ‖I − Iref‖ O(∆I)

2.0000× 10−1 2.8393× 10−3 – 2.4765× 10−3 –

1.0000× 10−1 7.7461× 10−4 1.8740 7.7582× 10−4 1.6745

5.0000× 10−2 1.1504× 10−4 2.7513 1.5628× 10−4 2.3116

3.3333× 10−2 3.1982× 10−5 3.1571 – –

2.5000× 10−2 1.3126× 10−5 3.0958 2.3918× 10−5 2.7079

Table 3.1: Convergence errors of scalar output I .

a weighted integral of the density distribution.

I(t) =

ˆ

Ω

(ρ(x, t)− ρ∞)w(x) dΩ (3.18)

The weight function is radially symmetric,

w(x, y) =
128

3
(x2 + y2)2 exp(−4

√
x2 + y2)
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and normalized, in the sense that

∞̂

0

∞̂

0

w(x, y) dx dy =
128

3

∞̂

0

r4 exp(−4r) dr = 1

The error in the scalar output calculated using Equation (3.18) was determined by compar-
ing with a reference solution computed using the fifth-order DG method using quadratic
reconstruction (DG2) on a 160× 160 grid. Both Figure 3.6 and Table 3.1 show that the AF
method clearly converges at third-order while DG1 does not quite reach third-order conver-
gence. Additionally, it is relevant to note that DG1 was initially showing only second-order
convergence, and the current result was only obtained after carefully choosing the initial-
ization of the data. We did not encounter this restriction with the AF method.

In terms of the error values of the density integral output itself, the DG1 method seems
to perform almost on par with AF, which is slightly puzzling given their solutions from
Figures 3.2 to 3.5. One possible explanation for this inconsistency is to analyze the weight
function, which is plotted in Figure 3.7. The maximum value of w(r) occurs at r = 1,
which happens to be the approximate location of the minimum density. The DG1 solution
at this location is rather smooth and much closer to the AF result than at the maximum
density peak. Hence, the density integrals computed from DG1 results are comparable to
those from Active Flux.
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Figure 3.7: Weight function used in density integral calculation.
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Figure 3.8: AF and DG1 solutions for Gaussian pulse at t = 3.0.

Figure 3.9: Close-up of AF and DG1 solutions for Gaussian pulse at t = 3.0.
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3.2.2 Resolving shock waves

As this problem is run for a longer time, a shock wave starts to form as the compression
wave moves out and steepens. Figure 3.8 compares the AF and DG1 results at t = 3.0 just
after the shock has formed. We notice that there is increased scatter in the results of both
methods as shown in the closeup plot in Figure 3.9. The reason for this decrease in radial
symmetry is that with the chosen structured grid, the grid resolution varies in different
directions, which means that some regions of the shock are better resolved than others.
However, even with the increased scatter, the AF method produces a more defined shock
than DG1. The closeup plot also confirms that the peak density value from the AF method,
which ranges from 1.11− 1.15, is a better estimate of the exact value of 1.15 than the DG1
method whose peak density ranges from 1.09− 1.13. These results support the conclusion
that the AF method is able to represent shocks on under-resolved grids with less scatter and
better predictions of the extrema than DG1.

3.3 Open boundary results

Recall that in our brief discussion on open boundaries in Section 2.5.1, we claimed that
the boundary condition is to simply evaluate the spherical means integral over the portion
of the disc that is inside the domain and disregard the portion that is outside. We will
now demonstrate the effectiveness of this simple open boundary technique. The data is
initialized using the Gaussian pulse described by Equation (3.17) and the AF scheme is
run until t = 3.5. We perform the calculation twice: once on the rectangular subdomain
with its vertical boundaries treated as open boundaries and handled as described above, and
again on the square domain where these boundaries are not present, as illustrated by the
left picture in Figure 3.10. The boundary errors are then computed by comparing the two
solutions at the vertical boundary. The maximum error norm relative to the solution at the
open boundaries for two grids of different sizes – coarse and fine – are shown in Figure
3.11.

We first observe that the errors increase as the exit angle deviates from normal with a
maximum density error of approximately 1% on the coarse grid and 1.6% on the fine grid
at the maximum exit angle of −55 degrees. These results show that while the errors do
increase from a coarse to a fine mesh, the boundary solutions are only weakly dependent
on the grid size. In addition, the density and u-velocity errors essentially stay constant
at minimum error values of 0.15% and 0.2% between exit angles of −25 and 25 degrees.
We also observe that the results are not quite symmetric about the normal angle, which is
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Figure 3.10: Sub-domains used in testing open boundaries.

especially evident in the v-velocity errors. This can be explained by considering the grids
used were comprised of elements whose diagonals were all aligned in one direction, which
means that the solutions computed along the diagonals were solved at a coarser resolution
than in other directions and would result in asymmetry at the boundary.

Looking at the density distribution at an intermediate time of t = 3.0 as shown in Figure
3.12, we can see that the solution is no longer radially symmetric near the boundaries. This
suggests that the boundary errors are causing small waves to be reflected back into the
domain and interfere with the interior solution. In order to determine the magnitude of
the reflected waves, we reran the Gaussian pulse problem on a circular sub-domain with
2774 elements, as illustrated by the right picture in Figure 3.10. This will ensure that the
reflected waves are all of the same strength since the exit angle is now zero all along the
boundary. The reference solution has been kept on the same larger square domain. Note
that this is a rather severe test because the reflected waves will focus to a point as they
approach the origin.

Figure 3.13 uses arrows to show that a very small reflected wave has already developed
at t = 2.5 and at t = 3, this wave is traveling towards the center of the domain (see
Figure 3.14). A closeup of the reflected wave is shown in Figure 3.15, from which solution
errors can be computed using the reference solution. Judging by Figure 3.16, a generous
estimation of the maximum amplitude of error is 0.3% for both density and velocity. This
interior error is larger than the boundary error by at most a factor of 2, which means that
the interior errors will stay within 3% even after encountering larger exit angles.
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Figure 3.11: Maximum percentage of solution errors at open boundaries for Gaussian
pulse.
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Figure 3.12: Density distribution for Gaussian pulse with open boundary condition; t =
3.0.
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Figure 3.13: AF solutions for Gaussian pulse with open BC at t = 2.5 on a circular domain.
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Figure 3.14: AF solutions for Gaussian pulse with open BC at t = 3.0 on a circular domain.
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Figure 3.15: Close-up of AF solutions at t = 3.0.
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Figure 3.16: AF errors of solution with open boundary condition; t = 3.0.
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One consequence of using this open boundary condition seems to be that there is a slight
decrease in the radial symmetry of the solutions, as shown most prominently in Figure 3.15.
The effect is not terrible, as this is a rather coarse grid, and we expect the scatter to decrease
on a finer grid. In addition, even with this small drawback, the AF method still has the
advantage that no special treatment is required for the open boundary; all that is necessary
is to limit the angles of integration when computing the spherical means, and this comes
naturally from the grid description. Finally, the nice behavior of the AF scheme at open
boundaries would allow the use of smaller domains, hence reducing computational cost.
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CHAPTER 4

Euler Equations

We have thus far seen the development of the Active Flux method for the linear and non-
linear acoustics equations. This is done as one half of our goal to develop an AF method
for the multidimensional Euler equations. Our approach to solving the Euler equations is
based on a splitting of advective and acoustic terms on the account of their very different
numerical requirements caused by the differences in their underlying physics. On the ad-
vective side, Maeng has developed and tested the AF method to solve the multidimensional
nonlinear advection equations [39]. After both halves of the Euler solver have been estab-
lished independently, we then attempt to bring them together in a manner where each term
in the Euler equations is solved using the appropriate advection or acoustics method. One
final note is that we have opted to restrict the Euler equations to two dimensions in order
to make the analysis more manageable, but the final results will be expressed in terms of
operators such as∇,∇· and ∇× that apply in all dimensions.

We begin with the conservative Euler equations in two-dimensions

∂tu + ∂xf + ∂yg = 0 (4.1)

where

u =



ρ

ρu

ρv

ρE


, f =



ρu

ρu2 + p

ρuv

ρHu


, g =



ρv

ρuv

ρv2 + p

ρHv


(4.2)

and E is the specific total energy and H the specific total enthalpy.

E =
1

γ − 1

p

ρ
+

1

2
|v|2 (4.3)
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H = E +
p

ρ
(4.4)

Equation (4.1) is used in the last step of the AF method where the fluxes at interfaces are
computed and used to update the cell average state. The evolution of the nodal point values,
however, uses the primitive form of the Euler equations.

ρt + v · ∇ρ + ρ∇ · v = 0

ut + v · ∇u +
1

ρ
px = 0

vt + v · ∇v +
1

ρ
py = 0

pt + v · ∇p + ρc2∇ · v = 0

(4.5)

In this form, we are able to clearly identify that the terms in the orange box are advected
by a velocity v = (u, v)T , and the terms in the blue box are acoustic in nature.

At this point, we would like to mention that the idea of operator splitting itself is far
from original. The most common approach, for example in [40, 41, 42], has been to write
the flux as F = Fad + Fac, in one dimension, with

Fad =


ρu

ρu2

uE

 , Fac =


0

p

up


Although this makes intuitive sense, the Jacobian matrices Aad and Aac have eigenstruc-
tures that are not closely related to the physics. We have the advective Jacobian

Aad =
∂Fad

∂u
=


0 1 0

−u2 2u 0

−uE/ρ E/ρ u


which is nilpotent with three eigenvalues all equal to u, and two regular eigenvectors
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(0, 0, 1)T and (1, u, 0)T . The acoustic Jacobian, on the other hand, is

Aac =
∂Fac

∂u
=


0 0 0

1
2
(γ − 1)u2 −(γ − 1)u γ − 1

−pu
ρ

+ γ−1
2
u2 p

ρ
− (γ − 1)u2 (γ − 1)u



whose eigenvalues are
(
±
√

(γ−1)p
ρ

, 0
)

with eigenvectors
(

0,
(γ−1)±

√
(γ−1)pρ

(γ−1)ρu2−p , 1

)T
and

(1, u, 1
2
u2)T . This splitting gets some things correct. A purely advective disturbance –

one that is proportional to (1, u, 1
2
u2) – does not lead to an acoustic response and will prop-

agate at the correct speed. However, the acoustic wavespeed is poorly defined, and acoustic
waves do not influence the density.

In fact, there is no satisfactory splitting of the conservative fluxes into advective and
acoustic components. The problem lies with the term in the energy equation∇· (pv). This
splits into two nonconservative terms v·∇p and p∇·v. The first part of these is an advective
term, and the second describes an acoustic effect. Hence, the splitting cannot result in a
conservative formulation. It is for this reason that our method employs a nonconservative
step to evaluate the fluxes.

This chapter describes in detail the process and results of applying the second-order
Lax-Wendroff method to the primitive Euler system described by Equation (4.5) to update
the nodal point values. Every acoustic term is evolved using the method of spherical means
that was developed for the nonlinear acoustic equations in Chapter 3. Similarly, every ad-
vective term is updated using the method of characteristics, details of which is not included
in this work but is the main topic of Brad Maeng’s thesis [39]. We then introduce a new
approach to achieve third-order convergence without using the bubble function, which re-
moves the need for third-order terms in the data reconstruction inside each element, but
also reduces the compactness of the method. Finally, AF results are compared to DG1 and
DG2 for the moving vortex problem in terms of accuracy, convergence, and computational
time.

4.1 Lax-Wendroff approximation

Let the primitive state vector be q = (ρ, u, v, p)T . We can rewrite the primitive Euler
equations as

∂tq +A∂xq +B∂yq = 0 (4.6)
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where

A =



u ρ 0 0

0 u 0
1

ρ

0 0 u 0

0 γp 0 u


B =



v 0 ρ 0

0 v 0 0

0 0 v
1

ρ

0 0 γp v


(4.7)

so that the second time derivatives are

∂ttq + ∂tA∂xq +A∂xtq + ∂tB∂yq +B∂ytq = 0 (4.8)

The Lax-Wendroff method can then be approximated to second-order accuracy using Equa-
tions (4.6) and (4.8).

qn+1 = qn + t∂tq
n +

1

2
t2∂ttq

n

= qn − t(A∂xq +B∂yq)− 1

2
t2(∂tA∂xq +A∂xtq + ∂tB∂yq +B∂ytq)

= qn − t
(
A+

1

2
t∂tA

)
∂xq− t

(
B +

1

2
t∂tB

)
∂yq

+
1

2
t2A∂x(A∂xq +B∂yq) +

1

2
t2B∂y(A∂xq +B∂yq)

= qn − t
(
A+

1

2
t(∂tA−A∂xA−B∂yA)

)
∂xq

− t
(
B +

1

2
t(∂tB −A∂xB −B∂yB)

)
∂yq

+
1

2
t2(A2∂xxq + (BA+AB)∂xyq +B2∂yyq)

= qn − t(A∗∂xq +B∗∂yq)

+
1

2
t2(A2∂xxq + (BA+AB)∂xyq +B2∂yyq) (4.9)

where the modified coefficient matrices are

A∗ = A +
1

2
t(At −AAx −BAy) (4.10)

B∗ = B +
1

2
t(Bt −ABx −BBy) (4.11)

The second line in the final Equation (4.9) simply contains the second-order terms of the
solution to the linearized Euler equations. The first line consists of the first-order part
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of the solution with coefficient matrices that have been modified to include the nonlinear
terms in the boxes shown in Equations (4.10) and (4.11). In the special case of linearized
Euler equations, the terms in the boxes vanish, and the advective and acoustic terms can
be evolved separately using operator splitting. The challenge now is to determine which
process, either advective or acoustic, each second-order nonlinear term is associated with
in the full Euler equations.

Before moving onto the discussion of the nonlinear terms, we would like to mention
that there are a few different ways to perform operator splitting to the primitive Euler equa-
tions, all of which are discussed by Maeng [39]. In this work, we focus solely on the
nonsymmetric operator splitting that applies the advective operator first, followed by the
acoustic operator. The reason behind choosing this particular operator splitting is based on
the intuitive application of both advective and acoustic conditions at the boundaries, which
will be discussed further in Chapter 5.

4.1.1 Advective terms

Including only the advective terms reduces Equation (4.5) to

ρt + v · ∇ρ = 0

ut + v · ∇u = 0

vt + v · ∇v = 0

pt + v · ∇p = 0

(4.12)

The second-order advective solution can be determined at

q(0, t) = q(x∗∗, 0) (4.13)

where the modified characteristic origin is defined as

x∗∗ = x∗ + t2
1

2ρ
∇p

= −t(vI− tv · ∇v) + t2
1

2ρ
∇p

(4.14)
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Applying the nonlinear advective solution to the Lax-Wendroff approximation of the Euler
equations results in the following update.

qn+1 = qn − t
{(

A− t(v · ∇u+ 1
2ρ
px)I

)
∂xq +

(
B− t(v · ∇v + 1

2ρ
py)I

)
∂yq
}

+
1

2
t2
{
A2∂xxq + (AB + BA)∂xyq + B2∂yyq

}
+ t2(A∗∗∗∂xq + B∗∗∗∂yq)

(4.15)
The first line of Equation (4.15) describes the second-order solution with nonlinear advec-
tion and linear acoustics. The second line remains unchanged, and third line contains the
nonlinear terms left to evaluate, which can be simplified using the isentropic assumption
ρ d(c2) = (γ − 1) dp to the following terms.

A∗∗∗∂xq + B∗∗∗∂yq =

1

2
ρ
(
u2
x + v2

y + 2uyvx
)
− 1

2ρ
∇ρ · ∇p+ (∇ · v)(v · ∇ρ)

1

2ρ
∇ · v(ρc2)x −

1

2ρ
(pxvy − pyvx) + v · ∇

(
1

ρ

)
px

1

2ρ
∇ · v(ρc2)y −

1

2ρ
(pxuy − pyux) + v · ∇

(
1

ρ

)
py

1

2
ρc2
(
u2
x + v2

y + 2uyvx
)
− c2

2ρ
∇ρ · ∇p+ (∇ · v)(v · ∇(ρc2)) + (γ − 1)ρc2(∇ · v)2


(4.16)

Details on the derivation of Equations (4.14) and (4.15) can be found in Appendix B.

4.1.2 Acoustic terms

Taking the Euler equations to include only the acoustic terms reduces Equation (4.5) to

ρt + ρ∇ · v = 0

ut +
1

ρ
px = 0

vt +
1

ρ
py = 0

pt + ρc2∇ · v = 0

(4.17)
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It is important to remember that the operator splitting method requires the second operator
to be applied to the intermediate solution computed from the first operator. This results in
some nonlinear second-order terms ∆qos being produced.

∆ρos = ρ(u2
x + v2

y + 2uyvx)

∆uos =
1

ρ
(pxux + pyvx)

∆vos =
1

ρ
(pxuy + pyvy)

∆pos = ρc2
(
u2
x + v2

y + 2uyvx
)

(4.18)

In addition, the second derivatives with respect to time of Equation (4.17) are

ρtt = ∇2p− 1

ρ
∇ρ · ∇p+ ρ(∇ · v)2

utt = c2(∇ · v)x +
1

ρ
∇ · v(ρc2)x −

1

ρ
(∇ · v)px

vtt = c2(∇ · v)y +
1

ρ
∇ · v(ρc2)y −

1

ρ
(∇ · v)py

ptt = c2∇2p− c2

ρ
∇ρ · ∇p+ γρc2(∇ · v)2

(4.19)

Recall that the Lax-Wendroff approximation is of the form

qn+1 = qn + t∂tq +
1

2
t2∂ttq

and thus many of the second-order terms in Equation (4.19) that show up in Equation (4.16)
are purely acoustic in nature.

After removing the second-order terms in Equations (4.18) and (4.19) from Equation
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(4.16), the remaining terms are

(∇ · v)(v · ρ)

v · ∇
(

1

ρ

)
px

v · ∇
(

1

ρ

)
py

(∇ · v)(v · (ρc2))


−



1

2
ρ
(
u2
x + v2

y + 2uyvx
)

1

2ρ
(pxux + pyvx)

1

2ρ
(pxuy + pyvy)

1

2
ρc2
(
u2
x + v2

y + 2uyvx
)


(4.20)

Note that the terms in the first matrix in Equation (4.20) are simply the first-order terms
of the acoustic equations evaluated at the linear characteristic origin of xlin = −tv. To
reduce computational cost, we prefer to use the nonlinear characteristic origin x∗∗ defined
in Equation (4.14) since it includes the appropriate first-order terms and is readily available.

We have previously noted the similarity of the Active Flux acoustics scheme to the
Lax-Wendroff method in Section 2.1. Indeed, we can recover the solution to the acoustic
problem in Equation (4.17) by using the method of spherical means and a sound speed of
c2 = ∂p/∂ρ.

qn+1 = q∗∗ + tMR{∂tq∗∗}+
1

c2

R̂

0

rMr{∂ttq∗∗} dr (4.21)

The superscript ∗∗ refers to the intermediate solution to the advection problem evaluated at
the characteristic origin x∗∗. Note that the time-derivatives in Equation (4.21) use only the
acoustic terms in Equations (4.17) and (4.19). After some simplifications, the evaluation of
the acoustic-driven terms become

ρn+1 = ρ∗∗ − tρ∗∗MR{∇ · v∗∗}+
1

c2

R̂

0

rMr{∇2p} dr

+
t2

2
ρ (MR{∇ · v})2 − t2

2

1

ρ
MR{∇ρ} ·MR{∇p} (4.22a)

vn+1 = v∗∗ − t 1

ρ∗∗
MR{∇p∗∗}+

R̂

0

rMr{∇2v} dr +

R̂

0

rMr{∇ ×∇× v} dr

+
t2

2
MR{∇ · v}MR{∇(c2)}+

t2

2

1

ρ
MR{∇ · v}

(
c2MR{∇ρ} −MR{∇p}

)
(4.22b)
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pn+1 = p∗∗ − tρ∗∗c∗∗2MR{∇ · v∗∗}+

R̂

0

rMr{∇2p} dr

+
t2

2
γρc2 (MR{∇ · v})2 − t2

2

c2

ρ
MR{∇ρ} ·MR{∇p} (4.22c)

Using the same observations that were made to the nonlinear acoustic equations, the first
lines in Equation (4.22) describe the exact solution to the linear acoustics problem, and the
second lines contain the second-order nonlinear acoustic terms. The data used to evaluate
the second-order terms need only be accurate to the leading (constant) term, which means
that we can use either the data at the current timestep n or the intermediate solution after
the advective operator has been applied. Another observation of interest is that the last two
terms in Equation (4.22b) would cancel each other if the flow is fully isentropic, which
could lend to further simplifications.

The remaining terms in the second matrix of Equation (4.20) describe the interaction
between the advective and acoustic processes. Writing them in another form,

∆ρin = −1

2
ρ
(
(∇ · v)2 + (uyvx − uxvy)

)
∆uin = − 1

2ρ
(∇p · ∇u+ py(vx − uy))

∆vin = − 1

2ρ
(∇p · ∇v − px(vx − uy))

∆pin = −1

2
ρc2
(
(∇ · v)2 + (uyvx − uxvy)

)
(4.23)

we can interpret these interaction terms to represent some physical behavior. For exam-
ple, the density and pressure interaction terms describe the narrowing and twisting of the
streamtube due to the velocity field. The process described by the velocity interaction
terms is less clear, but it seems to involve some gyroscopic effect caused by the interaction
between the pressure and velocity fields.

These interaction terms can theoretically be computed using either point values (advec-
tive method) or spherical means (acoustic method). Preferably, the spherical means value is
used because the solution gradients are generally discontinuous at nodal points, so by com-
puting the spherical means integral, we are essentially averaging the value of the gradients
at each node.
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4.1.3 Active Flux algorithm – Part 1

Let the nodal point update be a two-step method,

q∗∗ = qn + ∆qad (4.24)

qn+1 = q∗∗ + ∆qac + ∆qin (4.25)

which can be implemented using the following algorithm applied at the half and full timesteps
n+1/2 and n for every vertex and edge node. Note that the equations have been discretized
in such a way that if the Euler code were applied to the linear acoustic system, the method
of spherical means would be recovered.

1. Apply nonlinear advection

∆qad = qn(x∗∗)− qn(0) (4.26)

where the modified characteristic with pressure gradient is

x∗∗ = x∗ +
t2

2ρ
∇p = −tv + t2

(
v · ∇v +

1

2ρ
∇p
)

2. Apply nonlinear acoustics with corrected first-order terms

∆ρac = −tρ∗∗MR{∇ · v∗∗}+
1

c2

R̂

0

rMr{∇2p} dr

+
t2

2
ρ (MR{∇ · v})2 − t2

2

1

ρ
MR{∇ρ} ·MR{∇p} (4.27)

∆vac = −t 1

ρ∗∗
MR{∇p∗∗}+

R̂

0

rMr{∇2v} dr +

R̂

0

rMr{∇ ×∇× v} dr

+
t2

2
MR{∇ · v}MR{∇(c2)}+

t2

2

1

ρ
MR{∇ · v}

(
c2MR{∇ρ} −MR{∇p}

)
(4.28)

∆pac = −tρ∗∗c∗∗2MR{∇ · v∗∗}+

R̂

0

rMr{∇2p} dr

+
t2

2
γρc2 (MR{∇ · v})2 − t2

2

c2

ρ
MR{∇ρ} ·MR{∇p} (4.29)
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3. Include the remaining interaction terms using spherical means.

∆qin = −t
2

2



ρ (MR{ux}2 +MR{vy}2 + 2MR{uy}MR{vx})

MR{px}MR{ux}+MR{py}MR{vx}

MR{px}MR{uy}+MR{py}MR{vy}

ρc2 (MR{ux}2 +MR{vy}2 + 2MR{uy}MR{vx})


(4.30)

This concludes the second-order nodal update portion of the Active Flux method for
the Euler equations. The next step in the method is to update the conservative cell averages
to third-order accuracy by integrating the fluxes computed at each cell interface. The cell-
average values have so far been implemented into the AF method in the form of a third-
order bubble function. However, Maeng had encountered numerical difficulties with the
bubble function that led to mesh alignment issues when solving multidimensional nonlinear
advection problems (see [39] for details). Since we aim to only use the nonsymmetric
operator splitting that applies the advective operator prior to the acoustic operator, the errors
encountered with the mesh alignment issue is unfortunately large enough to prevent third-
order convergence, especially on structured grids which favor certain directions more than
others. Therefore, in the next section, we propose a new scheme to achieve a third-order
Active Flux method without the use of a bubble function.

4.2 Obtaining third-order accuracy without bubble func-
tion

The idea behind adding a bubble function is to reconcile the third-order accurate cell-
average conservative data with the second-order nodal primitive data in order to raise the
overall convergence of the AF scheme to three. While the use of a bubble function is an ele-
gant and compact approach to achieving this reconciliation, it is by no means the only way.
In fact, we can also raise the order of accuracy of the nodal values by taking into account
the differences between the cell-average values updated using fluxes, which is third-order
accurate, and reconstructed using nodal values, which is only second-order accurate. These
reconciliation differences are local to each element, which means that they will need to be
averaged at each node depending on the number of elements that share the said node. This

71



reconciliation method has the advantage that there is longer a need to evaluate any of the
expensive third-order terms. However, some compactness is lost because we now need to
share information about the local reconciliation differences across multiple nodes.

This section will discuss the new reconciliation method in detail, starting with the
change of variables from primitive state to conservative and vice versa, and ending with
the application of the method in the AF framework.

4.2.1 Change of variables

Let the conservative state vector be u = (ρ, ρu, ρv, ρE)T and the primitive state vector
again be q = (ρ, u, v, p)T . The two sets of variables can be transformed into each other as
follows:

u = Wuq (4.31a)

q = Wqu (4.31b)

where the transformation matrices are given by

Wu =
∂u

∂q
=



1 0 0 0

0 ρ 0 0

0 0 ρ 0

0
1

2
ρu

1

2
ρv

1

γ − 1



Wq = Wu
−1 =



1 0 0 0

0
1

ρ
0 0

0 0
1

ρ
0

0 −γ − 1

2
u −γ − 1

2
v γ − 1



(4.32)

Another change of variables that may be required is the conversion of the changes in
the cell-average conservative variables to the primitive state variables while maintaining
third-order accuracy. As illustrated by the transformation matrix in Equation (4.32), with
the exception of density, the conservative states are often a product of two or more primitive
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states. Hence, changes in the conservative cell average ∆u = (∆ρ,∆ρu,∆ρv,∆ρE)T can-
not be transformed directly to changes in the primitive cell average ∆q = (∆ρ,∆u,∆v,∆p)T

using Equation (4.31b). Instead, given the evolution of the conservative cell-average values
as

un+1 = un + ∆u

the transformation must satisfy the following expression:

∆q = Wq ∆u (4.33)

where the average values are taken from the initial data.

W q =



1 0 0 0

−ρu
ρ2

1

ρ
0 0

−ρv
ρ2 0

1

ρ
0

γ − 1

2

(
ρu+ ρv

ρ

)2

−(γ − 1)
ρu

ρ
−(γ − 1)

ρv

ρ
γ − 1


(4.34)

To obtain Equations (4.33) and (4.34), we have made the assumption that the changes of
the cell-average values are small, which is generally true in a fully explicit method like
Active Flux. We now have the necessary tools to reconcile the cell-average conservative
data with the nodal data in the AF scheme.

4.2.2 A new approach to reconciliation

The naı̈ve approach to increase the AF solution to third-order accuracy is to simply rec-
oncile, using a constant correction term kcorr, the differences between the cell-average
conservative data u = (ρ, ρu, ρv, ρE) and the reconstructed cell-average value computed
by integrating the point-wise primitive data q = (ρ, u, v, p),

u = uavg + kcorr

=
1

Ωj

ˆ
Ωj

Wuqj(x, y) dΩ + kcorr
(4.35)

where Ωj is the elemental area, and qj is the quadratic reconstruction of the point-wise
primitive solution within element j. As illustrated in Figure 4.1, this correction term would
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u

Figure 4.1: Reconciliation between the cell-average data and the reconstructed cell average
values.

bring the reconstructed conservative cell average uavg to the same value as u. Note that
the integral in Equation (4.35) should be computed to at least third-order accuracy using
Gauss-Legendre points. However, the simplest third-order accurate quadrature does not
take contributions from data at the vertices [43]. This leaves us with some ambiguity about
the update procedure at the vertex nodes, which we have resolved by choosing to update
the vertex data by the same correction constant as for the edge data in each cell.

Unfortunately, we did not have much success in achieving clear third-order convergence
with this approach, and have seen some instability issues at small Courant numbers as well.
Rather, we propose an alternate approach to improve the order of accuracy of the nodal
solution by looking at the residuals of the cell-average and point nodal data, not simply the
solution data itself. The idea is the same as the reconciliation step described by Equation
(4.35), but we will apply it to residuals instead of the conservative solutions.

For our purposes, the residual at timestep n is defined as the difference between the
conservative solutions at timesteps n and n+ 1.

rn = un+1 − un (4.36)

For the cell-average conservative solution, the residual is third-order accurate due to the
integration of interface fluxes around each element.

rn = un+1 − un

= ∆t

ˆ
dΩj

−(f ı̂+ g̂) ds = O(h3)
(4.37)
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Here, f and g are the x- and y-directional flux vectors in Equation (4.2). By comparison,
the residual of each nodal point is only second-order accurate,

rni = un+1
i − uni = O(h2) (4.38)

where the conservative solution is computed by applying a change of variables, ui =

Wuqi.
Now, we will reconcile the cell-average residual with the point-wise residual in each

cell by adding a constant correction term k = (kρ, kρu, kρv, kρE)T to the vertex and edge
nodal values and integrating inside the element.

kj = rj −
1

Ωj

ˆ
Ωj

rj(ξ, η) dΩ

= rj −
1

Ωj

ˆ
Ωj

(
6∑
i=1

rj,iφi(ξ, η)

)
dΩ

= rj −
1

3
(rj,2 + rj,4 + rj,6)

(4.39)

Here, we have assumed that the residual function inside the cell is quadratic, although we
would like to note that it is most likely more accurate to reconstruct a higher-order function
since the residual is in conservative form. However, in practice, we have not noticed much
improvement in evaluating the integral at higher orders of accuracy, so we have opted for
the minimum second-order reconstruction.

The primitive nodal solutions are then updated to third-order accuracy by again apply-
ing a change of variables in one of two ways. The first is to use the conservative point-wise
data computed in Equation (4.38) at every node i of element j.

qj,i = Wq(uj,i + kj) (4.40)

The second choice is to recognize that kj is relatively small in magnitude since it is the
difference between two residual values that also tend to be small. Thus, we can use the
transformation matrixW q in Equation (4.34) to update the nodal point values directly.

qn+1
j,i = qj,i +W qkj (4.41)

The second method may be preferred if the AF algorithm is looped over elements because
there would be no need to store the conservative nodal point data, while the first method
might be more efficient if the algorithm is looped over nodes.
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Clearly, this method will produce different values of k for each element surrounding a
vertex or edge node. This can be resolved by averaging all of the kj values by the number
of elements surrounding the node, which will keep the solution at third-order accuracy. As
we will see later in Section (4.3), applying this reconciliation scheme to the AF method
produces results that converge at third-order on both unstructured and structured grids, the
latter showing no sign of the mesh alignment issues that we have seen with using a bubble
function.

4.2.3 Active Flux algorithm – Part 2

Let the third-order update for the nodal point solution be dependent on the difference in
residuals,

qn+1 = qn+1
2nd +W q∆r (4.42)

where qn+1
2nd is the second-order accurate nodal solution from the first part of the AF al-

gorithm in Section 4.1.3. This update can be implemented using the following algorithm
applied at the end of a full timestep.

1. Compute residual of cell-average conservative state

r = −∆t

ˆ
dΩj

(f ı̂+ g̂) ds (4.43)

by using the solutions at timesteps n, n+1/2, and n+1 to integrate the fluxes across
each interface, as previously discussed in Section 1.3.3.

2. Compute cell-average residual from nodal solution

ravg =
1

Ωj

ˆ
Ωj

rj(ξ, η) dΩ

=
1

3
(rj,2 + rj,4 + rj,6)

(4.44)

3. Determine the difference in residual values

∆r =
1

ne

ne∑
i

(ri − ri,avg) (4.45)

where ne is the number of elements that share the given node.

The first two steps are computed over all elements and the last step is finished over all
nodes. This algorithm is easy to implement and rather compact as it does not require ex-
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tensive communication between neighboring elements. In conjunction with Section 4.1.3,
the Active Flux scheme for solving the Euler equations is now complete.

4.3 Moving vortex problem

We will test the AF scheme for the Euler equations by initializing with the moving vortex
data given by Shu [44],

ρ(x, 0) =

(
ρ∞ −

(γ − 1)ε2

8γπ2
exp(1− r2)

) 1
γ−1

(4.46)

u(x, 0) = u∞ −
εy

2π
exp(

1

2
(1− r2)) (4.47)

v(x, 0) =
εx

2π
exp(

1

2
(1− r2)) (4.48)

p(x, 0) = ργ (4.49)

where ε = 5, ρ∞ = 1.0, u∞ = 1.0, and the domain is square (x, y) ∈ [−5, 5] with periodic
boundaries. We chose this particular vortex because it represents a large range of Mach
numbers, from 0.1 to 0.6. The problem is run for one period, t = 10, at which time the
solution returns to its initial data.

The results from the AF method are compared with those from the Discontinuous
Galerkin method with linear (DG1) and quadratic (DG2) reconstructions on structured and
unstructured grids. In terms of error calculations, due to its continuous nature, the Active
Flux error is computed based on nodes similar to finite difference errors, where nn is the
number of total nodes,

LAF2 (q) =

[
1

nn

nn∑
i

|qi(t)− qi(0)|2
]1/2

(4.50)

whereas the DG error is computed based on area integrals,

LDG2 (q) =

[
1

|Ω|

ˆ
Ω

|q(t)− q(0)|2 dΩ

]1/2

(4.51)

Note that both error measurements are computed in the L2 sense.
Another point of comparison is the Courant condition used by both methods. The DG
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Figure 4.2: Convergence rate of AF results on structured grid after one period.

methods use the following equation to compute the time step,

∆tDG =
CFLDG

1

2
max
i

(
|λmax|i
Si

) (4.52)

where i denotes the element number, CFLDG = CFL0/2p + 1, and p is the order of re-
construction. The maximum wave speed |λmax| = |u|+ c is calculated along each edge of
element i and S is the elemental area. By comparison, the Courant condition used by the
AF method is described as follows,

∆tAF =
CFLAF

max
i

(|λmax|i)
min

(
Si
li,edge

)
(4.53)

where CFLAF = CFL0 and li,edge is one edge length of element i. The Courant number
used in comparing the two methods is set to CFL0 = 0.8.

Starting with the structured grids, we used grid sizes of n × n where n = (20, 30, 40,
60, 80, 120) for the AF and DG1 methods, and n = (10, 20, 30, 40, 60, 80) for DG2 due
to time constraints. Figure 4.2 clearly shows that the AF results converge at third-order for
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both primitive and conservative states. Comparing with the DG results in Figure 4.3, we
observe that all state variables are converging at the expected rate of p + 1 for both DG
methods. In fact, DG1 is converging at a slightly higher rate of 2.5. The solution errors
using the AF method is always smaller than using DG1 and is approximately twice as large
as using DG2 with the same total degrees of freedom.

In terms of computational cost, we recorded the runtime, in seconds, of all three meth-
ods and compared them against the solution error, as shown in Figure 4.4. Note that both
the AF and DG codes are written in C++ by the same person, and though neither code has
been optimized for performance, the runtimes should be comparable. We observe that the
AF method once again outperforms DG1; for the same solution error, the computation time
for DG1 is more than one magnitude larger than AF. The AF method also requires less
computation time than DG2 by a factor of approximately 3 to 5 depending on the grid size.
At the finer grids, the ratio of the difference in solution error to the computational time of
the AF method seems to be about the same as DG2.

Similar observations can be made for the AF and DG solutions on unstructured grids, as
shown from Figures 4.5 and 4.6. The unstructured grids were generated by perturbing the
nodes on the structured grids. We can conclude this chapter by stating that the AF method
for the Euler equations satisfies third-order convergence for all state variables. In terms of
performance, it is more accurate than the DG1 method, and is more cost-efficient than both
DG1 and DG2 schemes.
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Figure 4.3: Convergence rate of AF and DG results on structured grid after one period.
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Figure 4.4: Computation time of AF and DG methods on structured grid.
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Figure 4.5: Convergence rate of AF and DG results on unstructured grid after one period.
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Figure 4.6: Computation time of AF and DG methods on unstructured grid.
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CHAPTER 5

Boundary Conditions for Euler Equations

Thus far we have implemented and verified open and flat wall boundaries for linear and
nonlinear acoustics systems. With the Euler equations, we now need to account for the
appropriate advection conditions at the boundary. This chapter will introduce three types
of boundaries that are necessary to the Active Flux method: inflow, open, and curved wall.

5.1 Inflow & outflow

By far the most widely used inflow and outflow boundary conditions for the Euler equations
are based on the use of characteristics, usually applied in multidimensions by generalizing
the one-dimensional case [36]. We have previously shown in Section 3.3 that a similar con-
cept can be applied with great success to acoustic problems using partial spherical means
integrals. In addition, characteristic tracing has already been built into the advective solu-
tion as part of the AF method. Hence, by combining the two different boundary consider-
ations, both inflow and outflow boundaries can be solved in a very straightforward manner
using the AF scheme.

The outflow, or open boundary condition for the Euler system consists of two steps,
as illustrated in Figure 5.1. The first is to use characteristic tracing for the advective up-
date only if the characteristic origin lies within the computational domain; otherwise, the
boundary value is unchanged. The second step follows the same process as was performed
for the nonlinear acoustics system: we only integrate the spherical means for the portion
that is inside the domain. Note that we would compute this partial integration on the data
after the advective update has been performed.

The inflow boundary condition for the advective step is essentially the reverse of the
outflow. Instead of tracing the characteristic from within the domain, we now use the
prescribed data from outside the domain, as illustrated in Figure 5.2. The acoustic step still
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Figure 5.1: Regions where point values are taken to update advective (left) and acoustic
(right) terms at an open (outflow) boundary. The interior domain is colored gray.

Figure 5.2: Regions where point values are taken to update advective (left) and acoustic
(right) terms at an inflow boundary. The interior domain is colored gray.

employs the same concept as for the open boundary; we integrate only the part of the disc
that lies within the domain as to allow outgoing waves to escape.

To verify these two boundary conditions in practice, we have used the moving vortex
problem described by Equation (4.46) in Section 4.3. Instead of periodic boundaries, we
will now use inflow on the left boundary and outflow on the right, and run it until t = 10.
This should result in the vortex moving completely out of the computational domain, leav-
ing behind the far-field state values of q∞ = (1.0, 1.0, 0, 1.0)T . In order to see the effects of
the new boundary conditions, we have computed the L2-norm error and maximum relative
error of the solution, as shown in Table 5.1. We observe that the behavior of the L2-norm
error seems to suggest that the AF results are converging to a numerical solution that is not
described simply by the far-field solution. It is most likely that the solution is slightly dif-
ferent from the correct one, as if it might be the correct solution for the boundary conditions
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L2-Norm Error

Grid size ρ u v p

30× 30 2.19873× 10−4 2.65243× 10−3 1.39665× 10−3 3.07816× 10−3

60× 60 2.26268× 10−4 2.64294× 10−3 1.35370× 10−3 3.16822× 10−3

120× 120 2.30599× 10−4 2.67363× 10−3 1.35163× 10−3 3.22973× 10−3

Maximum Relative Error

Grid size ρ u v p

30× 30 0.0136691 0.0156261 0.0111425 0.0191905

60× 60 0.0143315 0.0161398 0.0104494 0.0201212

120× 120 0.0169222 0.0186734 0.0106683 0.0237708

Table 5.1: Solution errors from the moving vortex problem with inflow and outflow bound-
ary conditions.

being imposed. This would result in some waves being reflected back into the the domain.
From the computation of maximum errors, we can conclude that the solution errors caused
by the boundaries are weakly dependent on the grid size and range from 1.3% to 2.3%,
which are well within the widely accepted limit of 5%.

5.2 Curved wall

In order for a high-order method to achieve its high order of convergence at a wall boundary,
additional information is required to describe the wall geometry in more detail. A common
practice is to increase the number of spatial nodes so that curved boundaries can be recon-
structed to the required order, as is done in DG methods. For the AF method, however, this
technique is not quite desirable for a few reasons. The first is obvious; the memory stor-
age required would be higher since the number of grid nodes would be doubled if we use
quadratic reconstruction instead of linear, and this could increase the computational cost.
In terms of the AF method itself, the use of curved elements adds difficulty in the execu-
tion of both advective and acoustic schemes. For the advective solver, determining which
element the characteristic origin lies in becomes more computationally expensive because
the Jacobian is no longer a constant, while for the acoustic solver, it becomes much more
complicated to compute the spherical means integral to the required order of accuracy with
the limits of integration set as a curved edge. It is for these reasons that we choose to use
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Figure 5.3: Nomenclature for curved wall boundary conditions at vertex and edge nodes.
All of the blue cells are evaluated before red.

the radius of curvature instead to define a high-order geometry. This results in elements of
low-order geometry with a constant Jacobian but varying radii of curvature defined at every
vertex and edge nodes.

Four distinct conditions are needed in order to solve for solutions at the wall boundary.
The first is simple; because the curved wall is a streamline, our advective update using
characteristic tracing naturally satisfies the wall boundary conditions for an advection pro-
cess. We also know that entropy is advected along a streamline, hence from the advection
stage, we can determine the first boundary condition.

s = log

(
p∗∗

ρ∗∗γ

)
= log p∗∗ − γ log ρ∗∗ (5.1)

Since this entropy value is not affected by an acoustic process, we can use Equation (5.1)
to relate the final pressure and density solutions. The three remaining conditions can be
directly imposed after the acoustics stage at vertex node v as the following,

vv · n̂v = 0 (5.2)

∂pv
∂nv

=
ρq2

v

Rv

=
q2
v

Rv

(
pv

exp sv

)1/γ

(5.3)

ωv = ∇× vv
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=
∂vv
∂x
− ∂uv

∂y
= 0 (5.4)

where R is the radius of curvature and q =
√
u2 + v2 is the velocity magnitude. Note that

Equation (5.3) evaluated at either the vertex or edge node will be of the form A + Bp =

Cp1/γ , which can be easily solved using an iterative scheme such as Newton’s method. In
addition, an alternative constraint will need to be considered to replace Equation (5.4) for
rotational flows.

Now consider an edge node on the curved boundary shown in Figure 5.3. We can
assume that all of the cells with vertex boundary nodes have already been updated correctly
using Equations (5.1) to (5.4). Since the edge 1-2 will not in general form part of the
boundary, we must enforce the boundary condition described by Equation (5.2) in a weak
sense by insisting that there is no flow through the arc 1-2. This is equivalent to zero mass
flow through the edge 1-e-2, which we can integrate numerically using Simpsons Rule.

ˆ 2

1

ρvn ds ≈ 1

6
(ρ1v1,n + 4ρeve,n + ρ2v2,n) = 0 (5.5)

The resulting normal velocity will most likely be a very small but nonzero value. The other
three conditions still hold at the edge nodes.

5.2.1 Gaussian bump

This problem is aimed at testing the AF method for the computation of internal isentropic
flow with a high-order curved boundary consideration. The constant initial conditions are

ρ∞ = 1.4

c∞ = 1.0

M∞ = 0.5

α = 0

(5.6)

and γ = 1.4. Note that the entropy should remain a constant in the flow field. We initialize
the data on a computational domain proposed by Wang et. al [1] where the bump along the
lower wall is defined as

y = 0.0625 exp(−25x2) (5.7)
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Figure 5.4: Density solution of Gaussian bump problem on coarse grid of 1800 elements.

We can explicitly compute the radius of curvature at any point along the bump using Equa-
tion (5.7).

R(x) =
[1 + y′2(x)]

3/2

|y′′(x)|
(5.8)

The problem should be run until steady state. However, because the AF method is fully
explicit, its solutions are time-dependent and we would need to run the code for a very
long time in order to reach steady state. Due to time constraints, we ran the problem
until the solution residual reached 10−3 in hopes of making some qualitative and possibly
quantitative observations about AF method with curved wall boundary. Figure 5.4 shows
that the density solution at the final time is close to being symmetric about the bump as
expected.

Since the complete analytical solution is unknown for this particular problem, the en-
tropy error is usually used as the indicator of solution accuracy. Looking at the relative
entropy error profile of the AF solution in Figure 5.5, we first observe that the entropy pro-
duced is very small; it is only 0.015% to 0.06% of the initial value on the coarse grid. In
addition, the maximum entropy error decreases by a factor of two when the grid is refined
once. We can also compute the total entropy error and the entropy produced along the
bump to determine whether they converge at the correct order.

Errtotal(s) =
1

nn

nn∑
i

|s(t)− s(0)| (5.9)

Errbump(s) =
1

∂Ω

ˆ
∂Ω

|s(t)− s(0)| dS (5.10)
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(a) Coarse grid of 1800 elements.
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Figure 5.5: Entropy errors of Gaussian bump problem.
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Figure 5.6: AF convergence rate of entropy errors for Gaussian bump problem;
s = log(p/ργ).
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We observe from Figure 5.6 that the total entropy error is converging at only second-
order while the the error at the surface seems to converge at third-order. This could be
explained by the fact that the steady state solution has not yet been reached, thus the in-
termediate solution is resolved with some error in the total entropy. However, along the
bump, the solutions are indeed being solved with third-order accuracy with the boundary
conditions previously specified. Based on these results and given ample time, the potential
for a steady state solution to converge at third-order is high.

In terms of comparing quantitative values of the total entropy error produced, the AF
solutions can be tentatively compared to DG1 steady state solutions by using the results
from [1]. Figure 5.7 shows that while the AF method only converges at second-order at
a solution residual of 10−3, its total entropy errors are smaller than that of DG1 on coarse
grids. We should also note that superconvergence is usually observed for the DG method for
this problem, but in certain situations where different wall boundary conditions have been
specified, as was most likely the case with the DG1 solver from University of Tennessee,
the order of convergence may be less than 2p+ 1.
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Figure 5.7: Convergence rates of AF and DG1 methods from University of Tennessee
(UTenn) and University of Michigan (UM) [1] for Gaussian bump problem;
s = p/ργ .
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Figure 5.8: Rectangular grid with structured triangular elements in the extended front half
of the domain, and symmetric elements around the cylinder.

5.2.2 Flow past a cylinder

Next, we will explore the solution to the inviscid flow past a cylinder using the AF method.
The freestream variables are described based on the freestream Mach numberM∞, velocity
in the x-direction u∞, and pressure p∞.

c∞ = u∞/M∞

ρ∞ = γp∞/c
2
∞

K = p∞/ρ
γ
∞

(5.11)

whereK is the isentropic constant. The initial conditions are the well-known potential flow
solutions of incompressible flow past a cylinder of radius Rc, which are described as

p(x, y, 0) = p∞ +
1

2
ρ∞u

2
∞R

2
c

2x2 − 2y2 −R2
c

(x2 + y2)2
(5.12)

u(x, y, 0) = u∞ + u∞R
2
c

y2 − x2

(x2 + y2)2
(5.13)

v(x, y, 0) = −2u∞R
2
c

xy

(x2 + y2)2
(5.14)

ρ(x, y, 0) = (p(x, y, 0)/K)1/γ (5.15)

For this particular test, we have set M∞ = 0.2, u∞ = 0.2, p∞ = 2, and Rc = 0.2.
The left boundary is an inlet with freestream conditions, and the top, bottom, and right

boundaries are left open. The size of the mesh domain is generally set to ten times the
radius of the cylinder (L = 10Rc) in order to reduce the impact of the inflow and outflow
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Figure 5.9: Density distribution for flow past cylinder problem with 40 vertex nodes around
cylinder; t = 50.

boundary conditions. In this case, we would like to increase the domain in front of the
cylinder to 30Rc in order to ensure the streamlines are parallel as they approach the cylinder.
Hence, the problem will be solved on the extended rectangular domain of x ∈ [−3L,L]

and y ∈ [−L,L] as illustrated in Figure 5.8.
The inviscid flow problem uses a grid with 40 vertex nodes distributed evenly around

the cylinder and run until t = 50, which is when the solution residual is around 10−3.
While this again does not result in the steady-state solution, we can certainly make useful
observations about the qualitative accuracy of the curved wall boundary conditions. The
density distribution is shown in Figure 5.9 and displays convincing top-down and fore-
aft symmetry around the cylinder. Looking at the Mach number contours in Figure 5.10,
however, we observe that while the solution is symmetric about the horizontal axis, the
fore-aft symmetry is a bit lacking. Regardless, the AF scheme is still a huge improvement
over methods such as the matrix-distribution Lax-Wendroff Positive Streamwise Invariant
(PSI) scheme that produces a clear artificial wake behind the cylinder, and the second-order
upwind FV method that destroys the fore-aft symmetry of the solution [19]. We can also use
results of this problem from Carette et al. [45], which is shown in Figure 5.11, to compare
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Figure 5.10: Mach contours for flow past cylinder problem with 40 vertex nodes around
cylinder; t = 50.

to our AF results 1. Note that the results from Carette et al. uses an initial freestream Mach
number of 0.38 and a fine grid of 128 points around the cylinder. Considering the AF
solution is computed on a rather coarse grid of only 40 points around the cylinder, Figure
5.10 reinforces the fact that the AF method is capable of producing results with good fore-
aft symmetry and low numerical dissipation when compared to methods such as the simple
wave model D or schemes that use artificial dissipation.

Two additional solution properties that are commonly analyzed are the lift and drag
forces produced on the surface of the cylinder due to the pressure distribution. The lift
and drag coefficients are computed by normalizing the respective forces with respect to the
freestream density, speed, and cylinder diameter Dc.

CL =
1

1
2
ρ∞q2

∞Dc

πˆ

−π

p sin θ dθ (5.16)

1The best results from Carette et al. make use of the “pseudo-Mach number decomposition”, which is a
technique that carefully distinguishes subsonic and supersonic flows. It therefore has something in common
with the AF method, but it was not found possible to extend to three dimensions.
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Figure 5.11: Mach contours for flow past a cylinder with M∞ = 0.38 using various other
methods [45].

CD =
1

1
2
ρ∞q2

∞Dc

πˆ

−π

p cos θ dθ (5.17)

The same inviscid problem is rerun on grids with 40, 80, and 160 vertex nodes distributed
evenly around the cylinder, and the resulting lift and drag coefficients on the cylinder plot-
ted against runtime are shown in Figure 5.12. As expected, the total lift is zero for an
inviscid flow over a top-down symmetric object such as a cylinder, and this is true for all of
the grids tested. For the drag, we observe that it has convincingly converged to a constant
value as the AF solution approaches steady state. In addition, as the grid is refined, the
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Figure 5.12: Drag and lift coefficients on the cylinder in time. Grids used contain 40
(coarse), 80 (medium), and 160 (fine) nodes distributed around the cylinder.
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Figure 5.13: Convergence plot of drag coefficient on cylinder.
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Model Scheme CL CD

PMA LDA −0.010689 0.000526

PMA SUPG 0.006814 −0.001232

D LDA 0.000924 0.676016

PMA SUPG + AV 0.002084 0.324879

Table 5.2: Table reproduced from Carette et al. [45]. Steady-state solution of inviscid flow
past a cylinder with M∞ = 0.38.

numerical drag coefficient approaches the theoretical limit of zero, which indicates that the
solutions become more fore-aft symmetric around the cylinder. Comparing the drag coef-
ficient of -0.008158 on the fine grid to the values produced by Carette et al. [45], which is
shown in Table 5.2, it is clear that the AF solutions result a drag coefficient that is compa-
rable to the pseudo-Mach angle (PMA) decomposition with either LDA or SUPG scheme,
which outperforms the other two methods by an order of magnitude of three. In addition,
the lift coefficient is only −6.0787× 10−5 from the AF solutions on the fine grid, which is
much smaller than any of the lift values computed from the other methods shown in Table
5.2. This suggests that the AF method results in superior top-bottom symmetry.

Furthermore, while we do not have the exact solution for this problem to compare to,
we can still determine the order of convergence of the AF solution along the wall bound-
ary by using the drag coefficient error. Note that the exact numerical solution used is
determined by solving the problem on a very fine grid with 320 vertex nodes around the
cylinder. Figure 5.13 clearly shows that as the grid is refined, the convergence rate ap-
proaches three. These drag results are promising in establishing third-order convergence
when solving more complex flow problems using the Active Flux method.

Recall from Chapter 4 that the current AF method adds a correction term to the non-
conservative nodal solutions in order to raise the overall order of accuracy to three. The
solutions shown thus far did not have any of the curved wall boundary nodes changed using
this correction constant. Instead, only the nodes inside the domain have been updated to
third-order accuracy. Now, we would like to also update the wall boundary nodes with the
correction terms, but with an additional constraint that the velocity normal to the wall stays
zero. Figure 5.14 shows that with this new boundary update, the density profile shows that
a very small wake has developed behind the cylinder and the solution no longer displays
fore-aft symmetry. Similarly, the pressure profile also shows less fore-aft symmetry as il-
lustrated in Figure 5.15 but the pressure wake is much smaller and less noticeable than the
density. One possible explanation for this drawback is that with the additional corrections
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Figure 5.14: Density profile with conservative correction terms applied at the wall bound-
ary with 40 vertex nodes around cylinder; t = 50.

to density and pressure, there is no guarantee that the conditions specified by Equations
(5.1) and (5.3) are always satisfied at the boundary. On the other hand, if we plot the
pressure coefficient in as shown in Figure 5.16, we observe that the pressure curve at its
minimum point (x = 0) is smoother with this new wall boundary update.

In terms of the effect that updating the boundary nodes has on the drag coefficient,
Figure 5.17 shows that the drag coefficient is reduced drastically with this new boundary
update on a grid with 80 nodes around the cylinder. In fact, the new value of CD is -
0.00425, which is more than three times less than the previous value of -0.01407 shown in
Figure 5.12. Note that the lift coefficient still remains at zero.

Finally, although we were only able to tentatively identify the order of convergence for
the AF method with curved boundaries by using drag errors, we were able to conclude that
its qualitative results are very promising. The symmetry of the AF solutions across both
horizontal and vertical axes was particularly encouraging, especially when compared to
the solutions from other numerical methods. We hope to eventually develop a steady-state
AF solver in order to reduce computational time for such problems and to show stronger
third-order results.
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Figure 5.15: Pressure profile with conservative correction terms applied at the wall bound-
ary with 40 vertex nodes around cylinder; t = 50.
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Figure 5.16: Pressure coefficient of various solutions on the cylinder.
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boundary node updates; grid with 80 vertex nodes around cylinder.
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CHAPTER 6

Conclusions

6.1 Summary

This dissertation details the development of the Active Flux scheme pertaining to acoustic
systems and subsystems, as in the case with the Euler equations. The main form of the
nonconservative update in the scheme is the evaluation of spherical means integral at the
nodes, which possesses fully multidimensional properties that naturally devolves in two-
dimensions to integration over a disc, and in one-dimension to the method of characteris-
tics. The scheme is demonstrated for a linear acoustics system, the p-system of hyperbolic
conservation laws, and the acoustic portion of the full Euler equations. In addition, a new
method to reconcile the nonconservative data with the conservative cell-average data with-
out the use of a third-order bubble function is introduced in Chapter 4.

The numerical properties of the method are examined in detail in Chapter 2, includ-
ing vorticity preservation, robustness, stability, and convergence. Chapter 3 extends the
linear acoustics system to nonlinear by reducing the exact evolution formula using spher-
ical means to second-order accuracy. From the formulation of the linear and nonlinear
solutions, we notice a striking similarity to the Lax-Wendroff method. Thus, in Chapter
4, we use the second-order Lax-Wendroff method to evaluate the Euler equations. The
AF scheme is then applied differently to the advective and acoustic terms in the Euler for-
mulation and shown to converge at third-order. The end of Chapter 4 provides a direct
comparison between the AF method and DG methods using linear and quadratic recon-
structions.

Finally, numerous boundary conditions for the AF scheme have been developed through-
out this dissertation. We start with the simpler flat wall and open boundaries applied to the
linear and nonlinear acoustic equations in Chapters 2 and 3, respectively, and then move
onto the development of inflow, outflow, and curved wall boundaries for the Euler equations
in Chapter 5.
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6.2 Research contributions

The major contributions of this dissertation are:

• Extension of Eymann’s AF method for the scalar wave equation into a general frame-
work applicable to nonlinear acoustic systems.

• Development and implementation of the AF method for the full Euler equations using
nonlinear operator splitting of primitive variables.

• Use of a constant correction term instead of bubble function in the reconciliation
stage of the AF scheme to obtain third-order accuracy.

• Development of various boundary conditions for the Active Flux method including
open, flat wall, inflow, and curved wall boundaries.

6.3 Future work

The current Active Flux method for the full Euler system is capable of solving various types
of problems, which should be verified in the near future to confirm third-order convergence.
In addition, the following topics could be explored further.

• Steady state: The AF method is fully discrete, which means that its solutions are
time-dependent. As seen in Chapter 5, it is very time consuming for a problem to
reach steady state with the current AF schemes. Techniques could be developed to
somehow remove the time dependence from the steady-state solution.

• Computational efficiency: Although we have shown in Chapter 4 that the AF
method is currently more efficient than both DG1 and DG2 methods, we believe that
there are still ways to improve. One area of possible improvement is to compute the
solutions at the full timestep by using some of the data from the half timestep.

• Viscous terms: The eventual goal is to obtain an AF method that is capable of
solving the full Navier-Stokes equations in order to accurately compute near-body
flows. An advective-diffusion scheme has already been implemented by Nishikawa
that rewrites the one-dimensional Navier-Stokes equations as a first-order order sys-
tem of hyperbolic equations [46] and could possibly be extended into multidimen-
sions. A drawback of his formulation is that it assumes steady-state calculation, so
modifications would be required for unsteady problems.
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For the acoustics solver, there are a couple of important topics still left to cover that would
be beneficial to the development of the AF method for the Euler equations.

• Multidimensional nonlinear limiting: As with any numerical method with higher
than first order accuracy, some form of nonlinear limiting is necessary for numerical
accuracy. In general, when bounds on the solution values are available, the limiter
can be designed to respect them. However, in the case of the wave equations, waves
in multidimensions may focus and produce pressure much greater than those initially
present. A promising novel limiting approach has been developed by Roe, Lung,
and Maeng [47] that takes a tentative step forward in time and reevaluates the time
derivative. This has been applied successfully to the Lax-Wendroff method and could
potentially be modified for the AF scheme.

• Three-dimensional solver for wave equations: The use of spherical means in-
tegral to solve acoustic systems of equations has the advantage of being physically
valid when extended to three-dimensions. Some simplifications could be applied if
we rotate the three-dimensional element such that one edge lies along the z-axis.
For an edge node that lies along this direction, the limits of integration for the par-
tial spherical means formula is quite simple, as illustrated in Figure 6.1(a), where
R = c∆t is the radius of the sphere and the constraint ∆θPQ = θQ − θP > 0 always
holds true.

M3D
R,edge{f}(x0, y0, z0) =

1

4πR2

πˆ

0

θQˆ

θP

f(x0 +R sinφ cos θ, y0 +R sinφ sin θ,

z0 +R cosφ)R2 sinφ dθ dφ
(6.1)

For a vertex node, evaluating the partial integrals is a bit more complex. Referring
to Figure 6.1(b), the limits of integration in the polar direction is simply from φP to
φQ, whereas the limits of integration in the azimuthal direction varies linearly with
φ. Let h = Rθmax be the maximum arc length B-B′ from the vertical face of the
tetrahedral element and φh be the polar angle at point B′, the partial spherical means
integral at a vertex node can be evaluated as

M3D
R,vertex{f}(x0, y0, z0) =

1

4πR2

φQˆ

φP

θ(φ)ˆ

0

f(x0 +R sinφ cos θ, y0 +R sinφ sin θ,

z0 +R cosφ)R2 sinφ dθ dφ
(6.2)
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(a) Edge node. (b) Vertex node.

Figure 6.1: Partial spherical means integral in 3-D.

where

θ(φ) =


θmax

φh − φP
(φ− φP ) if φP ≤ φ < φh

θmax

φQ − φh
(φQ − φ) if φh < φ ≤ φQ

(6.3)

At the moment, this integral seems to be more complicated to compute than its
two-dimensional counterpart, but simplifications are most likely possible once we
systematically analyze the quadratic functions required in the three-dimensional AF
method.
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APPENDIX A

Calculating spherical means using Laplacian
point evaluations

Recall that the spherical mean formula can be written as the sum of point evaluations of
increasing powers of the Laplacian,

MR =
∞∑
p=0

R2p

(2p+ 1)!
∇2p (A.1)

Since the data is piecewise quadratic in the AF method, all powers of Laplacian beyond
the first power should vanish (i.e. p ≥ 3 terms vanish). The spherical means can be
approximated by

MR{f} ≈
θPQ
2π

(
f |p +

R2

6
∇2f |p +

R4

120
∇4f |p + · · ·

)
(A.2)

where f is any arbitrary function within the domain, f |p is f evaluated at point p, and
θPQ = θQ − θP . We can then compare the above approximation with the general spherical
means integral in two-dimensions,

MR{f} =
1

2πR

ˆ θQ

θP

ˆ R

0

f
r√

R2 − r2
drdθ (A.3)

A.1 Correction to the Laplacian approximation

We would like to determine the differences between the exact spherical means integral
and its Laplacian approximation. Let us first consider the spherical means of quadratic
functions in Cartesian coordinates:

f(x, y) = A+Bx+ Cy +Dx2 + Exy + Fy2 (A.4)
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Term spherical means

MR,exact MR,Laplacian

1 θPQ/2π θPQ/2π

x R
8

(sin θQ − sin θP ) 0

y R
8

(cos θP − cos θQ) 0

x2 R2

12π
(2θPQ + sin 2θQ − sin 2θP ) R2θPQ/6π

xy R2

6π
(cos2 θP − sin2 θQ) 0

y2 R2

12π
(2θPQ − sin 2θQ + sin 2θP ) R2θPQ/6π

Term correction term

θPQ = π (edges) θPQ 6= π (vertices)

1 0 (exact) 0 (exact)

x −R
4

sin θP
R
8

(sin θQ − sin θP )

y R
4

cos θP
R
8

(cos θP − cos θQ)

x2 0 (exact) R2

12π
(sin 2θQ − sin 2θP )

xy 0 (exact) R2

6π
(cos2 θP − sin2 θQ)

y2 0 (exact) R2

12π
(sin 2θP − sin 2θQ)

Table A.1: Comparison between exact integration and Laplacian approximation of spheri-
cal means. The correction term is MR,exact −MR,Laplacian.

In order to solve for the spherical means exactly, we must convert to polar coordinates as-
suming the Laplacian is evaluated at point (x0, y0) = (0, 0), i.e. x = r cos θ and y = r sin θ.
Then, using Equations (A.2) and (A.3), the resulting spherical means are summarized in Ta-
ble 1. Note that the Laplacian approximation gives the exact solution for both the constant
and quadratic terms when considering points along each edge of an element.

A.2 Application to basis functions

The general practice is to work in a reference space of ξ ∈ [0, 1] and η ∈ [0, 1] in which
every element is transformed to a canonical triangle with node 1 starting at the origin and
each subsequent node ordered in a counterclockwise direction. The basis functions can
easily be determined in the reference space as φj(ξ, η), where j corresponds to the local
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Term spherical means

MR,exact MR,Laplacian

x3 R3

128
(9 sin θQ + sin 3θQ − 9 sin θP − sin 3θP ) 0

x2y R3

32
(cos3 θP − cos3 θQ) 0

xy2 R3

32
(sin3 θQ − sin3 θP ) 0

y3 R3

128
(cos 3θQ − 9 cos θQ − cos 3θP + 9 cos θP ) 0

x4 R4

120π
(12θPQ + 8 sin 2θQ + sin 4θQ − 8 sin 2θP − sin 4θP ) R4θPQ/10π

x3y R4

15π
(cos4 θP − cos4 θQ) 0

x2y2 R4

120π
(4θPQ − sin 4θQ + sin 4θP ) 0

xy3 R4

15π
(sin4 θQ − sin4 θP ) 0

y4 R4

120π
(12θPQ − 8 sin 2θQ + sin 4θQ + 8 sin 2θP − sin 4θP ) R4θPQ/10π

Table A.2: Comparison between exact integration and Laplacian approximation of spheri-
cal means for higher order terms.

node number. In addition, we assume the mapping Jacobian, J , is linear and constant, and
is defined as

J(~ξ) =
∂~x

∂~ξ
=

 x3 − x1 x5 − x1

y3 − y1 y5 − y1

 (A.5)

where ~x = [x, y], ~ξ = [ξ, η], and the subscripts 1, 3, 5 are the vertex nodes of each element.
When determining the spherical mean integral of each basis function, we simply need

to remap from the reference space to Cartesian using ~ξ = J−1~x:

MR{φj} =
1

2πR

¨
φj(ξ, η)

r√
R2 − r2

drdθ =
1

2πR

¨
φ̂j(x, y)

r√
R2 − r2

drdθ (A.6)

A.3 Higher order terms

When dealing with higher-order methods, we may need to consider up to quartic func-
tions (i.e. p > 4 terms vanish). The spherical means integrals are again calculated using
Equations (A.2) and (A.3), and shown in Table 2.
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APPENDIX B

Determining modified coefficients of Euler
Equations

Given the Euler equations containing advective terms only, we are left with a nonlinear
advection system.

ρt + v · ∇ρ = 0

ut + v · ∇u = 0

vt + v · ∇v = 0

pt + v · ∇p = 0

(B.1)

The second-order accurate solution to Equation (B.1) is given by Maeng [39] as

q(0, t) = q(x∗, 0) (B.2)

with the characteristic origin

x∗ = −t(vI− tv · ∇v) (B.3)

Taking these advective terms into account, we can simplify the modified coefficients in
Equations (4.10) and (4.11) to

A∗ = A− t(v · ∇u)I− tA∗∗ (B.4)

B∗ = B− t(v · ∇v)I− tB∗∗ (B.5)
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where the twice-modified coefficient matrices are

A∗∗ =



1
2ρ
px −1

2
ρt + 1

2
v · ∇ρ+ 1

2
ρux

1
2
ρuy − 1

2ρ
ρx

0 1
2ρ
px + 1

2ρ
(ρc2)x 0 − 1

ρ2
v · ∇ρ− 1

2ρ
vy

0 1
2ρ

(ρc2)y
1
2ρ
px

1
2ρ
uy

0 −1
2
(ρc2)t + 1

2
v · ∇(ρc2) + 1

2
ρc2ux

1
2
ρc2uy

1
2ρ
px − 1

2ρ
c2ρx


(B.6)

B∗∗ =



1
2ρ
py

1
2
ρvx −1

2
ρt + 1

2
v · ∇ρ+ 1

2
ρvy − 1

2ρ
ρy

0 1
2ρ
py

1
2ρ

(ρc2)x
1
2ρ
vx

0 0 1
2ρ
py + 1

2ρ
(ρc2)y − 1

ρ2
v · ∇ρ− 1

2ρ
ux

0 1
2
ρc2vx −1

2
(ρc2)t + 1

2
v · ∇(ρc2) + 1

2
ρc2vy

1
2ρ
py − 1

2ρ
c2ρy


(B.7)

We observe from Equations (B.6) and (B.7) that there is a repeated pressure gradient term
along the matrix diagonals. These pressure gradients can be interpreted as forces with an
acceleration a that displace a fluid particle from its original inertial path by an amount 1

2
at.

A modified characteristic origin is then defined as

x∗∗ = x∗ + t2
1

2ρ
∇p (B.8)

and the advective solution is determined at

q(0, t) = q(x∗∗, 0) (B.9)

The modified coefficient matrix can then be expressed as

A∗ = A− t
(
v · ∇u+

1

2ρ
px

)
I− tA∗∗∗ (B.10)

B∗ = B− t
(
v · ∇v +

1

2ρ
py

)
I− tB∗∗∗ (B.11)
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where, after some simplifications, the thrice-modified coefficient matrices become

A∗∗∗ =



0 −1
2
ρt + 1

2
v · ∇ρ+ 1

2
ρux

1
2
ρuy − 1

2ρ
ρx

0 1
2ρ

(ρc2)x 0 v · ∇
(

1
ρ

)
− 1

2ρ
vy

0 1
2ρ

(ρc2)y 0 1
2ρ
uy

0 −1
2
(ρc2)t + 1

2
v · ∇(ρc2) + 1

2
ρc2ux

1
2
ρc2uy − 1

2ρ
c2ρx


(B.12)

B∗∗∗ =



0 1
2
ρvx −1

2
ρt + 1

2
v · ∇ρ+ 1

2
ρvy − 1

2ρ
ρy

0 0 1
2ρ

(ρc2)x
1
2ρ
vx

0 0 1
2ρ

(ρc2)y v · ∇
(

1
ρ

)
− 1

2ρ
ux

0 1
2
ρc2vx −1

2
(ρc2)t + 1

2
v · ∇(ρc2) + 1

2
ρc2vy − 1

2ρ
c2ρy


(B.13)

Finally, the Lax-Wendroff approximation of the Euler equations can now be written as

qn+1 = qn − t
{(

A− t(v · ∇u+ 1
2ρ
px)I

)
∂xq +

(
B− t(v · ∇v + 1

2ρ
py)I

)
∂yq
}

+
1

2
t2
{
A2∂xxq + (AB + BA)∂xyq + B2∂yyq

}
+ t2(A∗∗∗∂xq + B∗∗∗∂yq)

(B.14)
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