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ABSTRACT

Mathematical modeling of infectious disease transmission dynamics can never represent all features of those dynamics. Its goal must be to represent all those features which are salient for the purpose of making particular inferences that are relevant to public health decisions. The way to identify these features is through an inference robustness assessment, a continuous cycle in which we realistically relax simplifying assumptions, determine whether our inferences are robust to that relaxation, and then, based on the answer to that question, either gather additional data or relax additional assumptions.

In this dissertation, I examine the consequences of realistically relaxing particular simplifying assumptions about the transmission dynamics of two very different pathogens, HIV and poliovirus. I show that key inferences about these systems are not robust to such relaxation, and highlight some ways in which additional data might be gathered in order to constrain the plausible parameter space. Chapters II and III of this dissertation deal with the effects of episodic risk in HIV transmission systems; Chapters IV through VI cover the effects of waning in poliovirus transmission systems.

The per-act probability of sexual transmission of HIV is especially high during early HIV infection (EHI). Any behavioral pattern that increases the expected number of sex acts early in HIV infection will naturally interact with this. One such pattern is episodic risk. In this dissertation, I examine how episodic risk can greatly affect both the role of EHI in sustaining HIV transmission and the relative ease of controlling transmission through Universal Test and Treat measures. Inferences
made on the basis of observations about the degree of risk heterogeneity at a given point in time are shown not to be robust to uncertainty in the degree to which risk heterogeneity is episodic, rather than static.

Only a minute fraction of poliovirus infections result in the acute flacid paralysis (AFP) for which poliovirus is notorious. Nevertheless, AFP surveillance remains the backbone of efforts to detect circulating poliovirus. Consequently, the circulation of poliovirus in the absence of paralytic cases may be said to be “silent” with respect to our primary means of detecting it. Silent circulation that is sustained beyond the Global Polio Eradication Initiative’s standard of 3 years without a detected polio case in order to certify a country polio-free has the potential to seriously jeopardize eradication efforts.

The potential for such sustained silent circulation is increased by a high prevalence of partial immunity to poliovirus infection. Even very low levels of immunity are sufficient to effectively eliminate the risk of developing paralysis upon exposure to virulent strains of poliovirus. There is substantial evidence that even full immunity can wane sufficiently over time to make (non-paralytic) infection possible again. Although the importance of including waning in models of poliovirus transmission is increasingly recognized by prominent modelers in the field, this inclusion has often failed to take adequate account of our level of uncertainty as to the speed and depth of that waning. In this dissertation, I present evidence that important inferences about the potential for sustained silent circulation are not robust to that uncertainty.

On a methodological note, in Appendix A, I present an effective reproduction number analogue to the Next-Generation Matrix basic reproduction number. In Chapter VI, I present a hybrid deterministic-stochastic approach for efficient simulation of dynamics during silent circulation.
CHAPTER I

Introduction

Mathematical modeling of transmission dynamics offers great opportunities for understanding current disease dynamics, making predictions of future dynamics, and making policy recommendations. But no mathematical model can ever be a complete representation of all aspects of transmission dynamics of a particular disease, for three distinct reasons. First, we may be wholly ignorant of some relevant aspect or aspects of human behavior, pathogen characteristics, or both. As we improve our methodology, this becomes less common, but it can never be eliminated entirely, especially as both society and pathogens are continually changing. Second, we may recognize the existence of a phenomenon, but lack certainty regarding the numbers that characterize it quantitatively. For example, we might be aware that enteric infection with non-polio enteroviruses at the time of oral polio vaccine (OPV) administration reduces the probability of successful vaccination[^93], but be uncertain as to how severe that reduction is.

Finally, we may deliberately omit aspects of reality in order to simplify our models. In some cases, this may be out of necessity, due to limitations in available computational resources that constrain how complex of a model we can have and still be able to make predictions in a timely enough fashion for them to be of use. In other cases,
we may deliberately simplify a model in order to obtain a better understanding of the processes that give rise to certain patterns, or to attempt to make the model more robust to errors in other assumptions we may be forced to make.

These limitations, while sobering, are not insurmountable. In the famous words of George Box, “All models are wrong, but some are useful.”[16] Our key task, therefore, is to analyze when omitting details or being uncertain about the parameters that characterize them actually threatens the concrete inferences that we can make about important real-world outcomes, and when it does not. In order to do this, we can examine the simplifying assumptions that are present in a model, realistically relax them, and see whether the inferences we care about change as a result. This process, when iterated and combined with the gathering of data in order to narrow the range of plausible parameter space when our inferences of interest differ across that space, constitutes an inference robustness assessment.[75]

This dissertation aims to realistically relax simplifying assumptions with respect to certain aspects of the transmission dynamics of two very different pathogens, HIV and poliovirus. Despite their many differences, these two have one salient feature in common: Most infections are not detected until long after they have occurred, if at all. Because of this, direct observation of who is transmitting to whom is impossible in the vast majority of cases. The consequences of uncertainty about the importance of various factors in transmission dynamics that this causes are central to this dissertation.

1.1 Background regarding HIV

Over the past several decades, there has been great progress in controlling HIV. Improvements in antiretroviral treatment have saved millions of lives. But HIV
incidence among men who have sex with men (MSM) continues to rise, indicating
the need for continuing improvement in transmission control strategies.[102]

One of several major strategies that has been put forward and implemented in
order to control the transmission of HIV is Treatment as Prevention, or TasP. An-
tiretroviral treatment not only drastically slows the progression of HIV infection,
extending life expectancy and improving quality of life, it also, by reducing viral
load in blood and other bodily fluids, reduces the probability of transmitting the
virus to others. Thus, treating existing cases of HIV has the potential to prevent
future cases. But in order for this to occur, existing cases must first be diagnosed[36].

Almost all HIV infections in the United States will eventually be diagnosed. How-
ever, most of these infections are not being detected until long after they begin[57].
This produces both an inability to observe HIV transmission patterns directly, and
the elapsing of substantial time during which the infected individual cannot be
treated, and therefore retains their full ability to make secondary transmissions.
The importance of this fact is increased by the fact that the first 6 months or so[111]
of HIV infection are characterized by a heavier viral load and a higher probability of
transmission per sex act than the multi-year (even if untreated) chronic stage that
follows (prior to a progression to pre-AIDS and AIDS, when the viral load and prob-
ability of transmission rise again). Because we cannot observe transmission patterns
directly, we cannot count directly how many transmissions are occurring during this
highly infectious but brief early stage, known as early HIV infection (EHI). However,
evidence derived from the use of viral RNA sequence data suggests that this fraction
is likely quite high[17]. There are multiple possible explanations for this, both bio-
logical (including, but not limited to, the aforementioned increased viral load) and
social.
One possible social explanation which has received relatively little attention is changes in the riskiness of an individual’s sexual behavior over time, which can be conceptualized in categorical terms as episodic risk, or in continuous terms as risk volatility[110]. It is widely recognized that individuals within the same broad transmission category can vary widely in the frequency and riskiness of the sex acts they engage in. This between-individual risk heterogeneity has long been recognized as being important in HIV transmission dynamics, and in developing strategies for HIV control[85]. But attention to the role of within-individual variation in propensity to engage in risky behavior over time (episodic risk) has lagged far behind.

In the first two papers incorporated into this dissertation (the first as Chapter II, the second as Chapter III and Appendix A), I examine how episodic risk can greatly affect both (1) the role of acute HIV infection (AHI, a subphase of EHI[111]) and/or EHI more generally in sustaining HIV transmission and (2) the relative ease of controlling transmission through Universal Test and Treat (UT&T) measures. Inferences made on the basis of observations about the degree of risk heterogeneity at a given point in time are shown not to be robust to uncertainty about the degree to which risk heterogeneity is episodic, rather than static.

1.2 Background regarding Polio

In contrast to HIV, the vast majority of poliovirus infections will never be detected at all. This is because poliovirus is fundamentally a gastrointestinal pathogen that is spread through the fecal-oral route and whose primary symptom, in the vast majority of cases, is mild diarrhea. Even in cases where a more systemic infection occurs, the usual outcome is merely non-specific (“flu-like”) symptoms. Only a minute fraction of infections — depending on poliovirus strain, between 1 in 200 and 1 in 2000, in
fully susceptible individuals — result in the acute flacid paralysis for which poliovirus is notorious[115].

Nevertheless, acute flacid paralysis (AFP) surveillance remains the backbone of efforts to detect the presence of circulating poliovirus worldwide[115]. Environmental surveillance (ES), which looks for the presence of poliovirus in sewage or intensely fecally-contaminated surface water, is gradually assuming increasing importance as a secondary method[46]. But it is still limited in its distribution, and is more difficult to implement in areas that lack sewage systems — precisely those areas where poor sanitation is most likely to result in a high potential for ongoing poliovirus transmission. Although some progress has been made in this area, far more is required. Consequently, the circulation of poliovirus in the absence of paralytic cases may be said to be “silent” with respect to our primary means of detecting it.

The potential for sustained silent circulation is particularly important because we are reaching the endgame for global polio eradication efforts, and the Global Polio Eradication Initiative (GPEI) has a standard of 3 years without a detected polio case in order to certify a country polio-free[87]. Making such a certification in error has the potential to result in decisions that could seriously jeopardize eradication efforts. The potential for such error can never be eliminated entirely. But even keeping it to an acceptably low level requires understanding the dynamics that make it more or less likely.

The potential for sustained silent circulation may be greatly enhanced by a high prevalence of partial immunity to poliovirus infection. Even very low levels of immunity are sufficient to drastically reduce the probability of developing paralysis upon exposure to virulent strains of poliovirus, even compared to the low baseline probability for fully susceptible individuals, to the point where it is a reasonable
approximation for most practical purposes to say that partial immunity is fully protective against paralysis. The most well-known source of such partial immunity is vaccination with injectable polio vaccine (IPV), a killed-virus vaccine. Another is partial immunity following an inadequate number of doses of oral polio vaccine (OPV), a live attenuated vaccine that requires 3 or more doses to provide full protection in high-transmission settings. But there is also substantial evidence that even full immunity, following adequate vaccination with OPV, can wane sufficiently over time to make (non-paralytic) infection possible again.

Although the importance of including waning in models of poliovirus transmission is increasingly recognized by prominent modelers in the field, this inclusion has often failed to take adequate account of our level of uncertainty as to the speed and depth of that waning. Consequently, if important inferences about the potential for sustained silent circulation are not robust to that uncertainty, then it is crucial to gather additional data to address that uncertainty. In this dissertation, I present evidence that that is in fact the case.

The urgency of completing global polio eradication, and hence of addressing any uncertainties regarding polio transmission dynamics that threaten that effort, is underscored by the recurring detection of “orphan” viruses whose genetic distance from other detected viruses indicates extended periods circulating undetected[55, 83]. In particular, such viruses were responsible for the recurrence, in 2016, of WPV1-caused acute flaccid paralysis (AFP) cases in Nigeria two years after WPV1 had last been detected in that country[83].
1.3 Brief discussion of transmission modeling

1.3.1 Stochastic and deterministic approaches

Disease transmission processes involve a great deal of chance. An individual who is infected with a particular pathogen might recover (or die) quickly, or slowly. If he is still alive, and still contagious, he might encounter another, uninfected, individual who lives in the same city on a given day, or not. If they encounter each other, the nature of that encounter might create a potential for transmission, or not. If that potential exists, the pathogen might successfully colonize the uninfected individual, or not. And so forth.

Some of these individual-level processes may well technically be deterministic, but only with information so detailed that we can never in practice obtain it. Others might well be truly random, unpredictable even in theory until they occur (at least under some interpretations of quantum mechanics). In any event, they are all effectively random from the perspective of an observing epidemiologist: Regardless of whether it is truly, mechanistically random whether or not a susceptible individual’s encounter with an infectious individual’s sneeze will result in an influenza infection, or mechanistically deterministic, but only with knowledge of the exact position of virions within the aerosolized water droplets, is relevant perhaps to philosophers, but not to transmission modelers.

There are three basic ways to incorporate this reality into our models of transmission dynamics. The first is to assign a probability to each possible outcome of a particular class of random event (such as whether a single instance of a particular sex act between an infected and a susceptible individual transmits HIV), and to calculate algebraically the exact probability of each outcome of interest (such as the number of new HIV infections occurring within the next five years following a possible
Although a number of useful results have been obtained in this fashion, the resulting systems of equations are generally impossible to solve algebraically for all but the simplest systems. One solution to this problem is to simulate a (random) trajectory of the system numerous times, and to empirically approximate the probability of a given outcome by the fraction of simulations which generate that outcome. This approach, stochastic simulation, has the advantage of realism, but the disadvantage of computational complexity, which becomes more severe as the number of individuals in the population increases.

The other approach, a large-population approximation[27], is to replace discrete individuals with continuous (sub)population sizes, and to replace discrete probabilities of events occurring with continuous rates at which those events occur. Thus the trajectory of the system becomes the solution to a set of ordinary differential equations. This makes population-level outcomes deterministic, which greatly simplifies calculation. In many cases, the lack of random noise can also facilitate distinguishing qualitative changes in behavior with changing parameters (phase transitions) from merely quantitative changes. The downside is that we must be careful that these approximations are realistic. Such a deterministic compartmental model can allow transmission to continue for years — or even forever — after the point at which the number of individuals infected has fallen to a miniscule fraction of a single individual. In the real world, individuals are discrete, and when a deterministic approximation indicates an infected population of <1 individual for an extended period of time, this generally corresponds to stochastic elimination.

These two approaches, then, are fundamentally complementary: Stochastic simulations work well for small populations, but become computationally difficult for
large ones. Deterministic compartmental models work well for large populations, but become unrealistic for small ones.

In this dissertation, I use both approaches as appropriate. When dealing with the HIV epidemic among American men who have sex with men (MSM), relevant numbers are large, and so consistent use of deterministic compartmental models is reasonable. When dealing with polio eradication efforts, I begin by using a deterministic compartmental model (in Chapters IV and V), and then subsequently adopt a novel hybrid approach (in Chapter VI) that seeks to take advantage of the computational efficiency of deterministic compartmental models for dealing with large total populations, while also gaining the realism of stochastic models when dealing with small infected subpopulations during silent circulation.

1.3.2 The SIR model and its variants

The usual starting point of transmission modeling, both in a conceptual and in a historical sense, is the SIR compartmental model of Kermack and McKendrick[71]. In the simplest form of this model, individuals exist in one of three states: Susceptible (S), Infectious (I), and Recovered (R). In the basic model, transitions occur in a single direction: Individuals are born (or otherwise enter the population of interest; e.g., in a simulation of sexual transmission of HIV, “birth” may actually represent sexual debut) into the Susceptible state, transition to the Infectious state upon infection, and transition to the Recovered state upon recovery. Death may occur from any of the three states.
1.3.2.1 Deterministic compartmental models

A deterministic compartmental version of the SIR model may be expressed by the following set of equations:

\[
\frac{d}{dt}(S) = \mu N - \mu S - \frac{\chi \beta SI}{N}
\]

\[
\frac{d}{dt}(I) = -\frac{\chi \beta SI}{N} - \mu I + \gamma I
\]

\[
\frac{d}{dt}(R) = \gamma I - \mu R
\]

where \( \mu \) is the mortality rate, \( \chi \) is the contact rate, \( \beta \) is the per-contact transmission probability, \( \gamma \) is the recovery rate, and \( N \) is the total population size at equilibrium.

Numerous variations exist, based on the details of transmission dynamics for a given disease. For HIV, for example, infection is lifelong, and so the Recovered state does not exist. This makes an SI model more appropriate than an SIR model. For polio, infection is relatively brief, and is followed by strong immunity, but subsequent immune waning returns individuals to (partial) susceptibility. Consequently, a (modified) SIRS model is more appropriate than a simple SIR model. The models in this dissertation include these features and others, which will be dealt with in more detail in their respective chapters.

1.3.2.2 Stochastic models

For a stochastic model, we replace first-order deterministic flows of population between compartments with exponentially-distributed waiting times for individuals to transition between the corresponding states. Thus, each deterministic rate of flow between compartments is replaced by a rate parameter, having the same numerical value, that governs the distribution of waiting times before an individual in the state corresponding to the source compartment will transition to the state corresponding
to the sink compartment (if they do not leave the former state in some other fashion first). From this principle, and the memoryless property of the exponential distribution, we can obtain Gillespie’s First-Reaction method[45]: At each step of the simulation, for each type of possible transition from one state to another, we first calculate rate parameters (known in this context as propensities). For the deterministic SIR model in the previous section, the corresponding stochastic propensities are:

\[
\begin{align*}
  a_{(S,I,R) \to (S+1,I,R)} &= \mu N \\
  a_{(S,I,R) \to (S-1,I,R)} &= \mu S \\
  a_{(S,I,R) \to (S,I-1,R)} &= \mu I \\
  a_{(S,I,R) \to (S,I,R-1)} &= \mu R \\
  a_{(S,I,R) \to (S-1,I+1,R)} &= \frac{\chi \beta SI}{N} \\
  a_{(S,I,R) \to (S,I-1,R+1)} &= \gamma I
\end{align*}
\]

Using these propensities, we then draw a random waiting time for each of these transitions:

\[ t_i \sim \text{Exponential}(a_i) \]

And, finally, we select the transition with the lowest waiting time, increment the current time by that waiting time, and implement that transition. For example, if, for values drawn at time \( t_0 \), \( t_{(S,I,R) \to (S,I-1,R)} < t_i \forall i \neq (S,I,R) \to (S,I-1,R) \), then at time \( t_0 + t_{(S,I,R) \to (S,I-1,R)} \), the state of the system will shift to \((S,I-1,R)\).

From the mathematical properties of exponential distributions, it is possible to obtain an equivalent, but slightly more computationally efficient form of this algorithm, known as Gillespie’s direct method[45]: We calculate the propensities in the
same way as before, but instead of calculating a waiting time for each propensity, we sum all of the propensities to obtain a waiting time until the next transition of any sort:

\[ t_{\text{any}} \sim \text{Exponential} \left( \Sigma_i a_i \right) \]

and, separately, choose which transition occurs in proportion to their respective propensities:

\[ P(\text{next transition is } k) = \frac{a_k}{\Sigma_i a_i} \]

This approach is used for the stochastic component of the hybrid deterministic-stochastic model in Chapter VI.

1.4 The basic reproduction number, \( R_0 \)

One of the most fundamental concepts in the mathematical modeling of infectious disease transmission systems is the basic reproduction number (\( R_0 \)). In an idealized, fully homogenous system, the basic reproduction number represents the average number of secondary transmissions that an infected individual will make over the course of their infection, assuming that everyone they make contact with is fully susceptible. Hence, in a fully susceptible population into which a sufficiently small number of infected individuals have been introduced, it represents the expected ratio of sizes of subsequent generations of infections. Therefore, if it is \( >1 \), an epidemic of non-trivial size will occur (with certainty in a deterministic compartmental model, and with non-zero probability in a stochastic model). If it is \( \leq 1 \), and the susceptible population is sufficiently large, then introduced pathogen will (almost certainly, in the stochastic case) die out without generating such an epidemic. In the simple SIR model discussed in the previous section, the basic reproduction number is given by
the equation:

\[ R_0 = \frac{\chi \beta}{\gamma + \mu} \]

When individuals do not all have the same contact rates, the mean contact rate for the population as a whole cannot be used in the above equation, because individuals with higher contact rates have both a higher propensity to become infected and a higher propensity, while infected, to infect others. When this is accounted for, the equation becomes[85]:

\[ R_0 = \frac{E(\chi) \beta}{\gamma + \mu} (1 + c_\gamma (\chi)^2) \]

In more complicated systems, the usual approach is to construct a Next-Generation Matrix, and to calculate its dominant eigenvalue[25]. This amounts to weighting individuals by their relative numbers in a given generation of infections under conditions of (proportional) exponential growth. This approach is discussed at much greater length in Chapter III and Appendix A. A modified version, pertaining to the effective reproduction number \( R_{\text{eff}} \) is developed and used in Chapter V.

1.5 Organization and aims of this dissertation

Chapters II and III deal with the effects of episodic risk in HIV transmission systems; Chapters IV through VI cover the effects of waning in poliovirus transmission systems.

In Chapters II and III, I present a simplified, deterministic model of episodic risk in men who have sex with men (MSM). Chapter II develops the model itself, and shows how multiple biological and behavioral factors have complex and non-monotonic effects on both the fraction of transmissions from acute infection and the endemic prevalence when the average transmission probability per sex act over the
course of infection is held fixed. Chapter III adds treatment to the model, in order to focus in on the potential for control of transmission through universal test and treat (UT&T). In this chapter, I extend the classic results presented in the equation above, regarding the effect of risk heterogeneity on the basic reproduction number ($R_0$) to consider the effect of the extent to which that risk heterogeneity is episodic rather than static. From this, I obtain the counterintuitive result that episodic risk can in many cases make control of transmission through universal test and treat easier, despite increasing the fraction of transmissions that come from early infection.

In Chapters IV and V, I present a deterministic model of poliovirus transmission that includes strain-specific characteristics, variable speed and depth of waning, and different histories of eradication efforts. I show that uncertainty about waning dynamics translates to uncertainty about the potential for silent circulation lasting longer than 3 years, and discuss ways that this uncertainty might be addressed. Chapter IV focuses on the general outline of the model and broad conclusions, while Chapter V goes into greater detail on how the model is constructed, how results were obtained, and the effects on our inferences of relaxing some of our own simplifying assumptions.

Finally, in Chapter VI, I present a hybrid deterministic-stochastic model that combines the strengths of the (deterministic) model from Chapters IV and V with those of a stochastic model[41] designed to estimate the probability that a given strain of poliovirus has been eliminated (i.e., that silent circulation has ended) at a given point in time, conditional on not having observed a return of detected paralytic cases. This allows me to replace the single outcomes of the purely deterministic model with probability distributions, in a more computationally efficient way than using a purely stochastic model would allow. Using this hybrid approach, I show that
for large areas of plausible parameter space, the median length of silent circulation is short enough to be consistent with the empirical experience that has guided the formulation of the GPEI’s three-year rule. At the same time, for a large subset of these areas, the probability of much longer silent circulation (while less than 50%) is far too large to constitute an acceptable risk going forward.
CHAPTER II

Episodic HIV Risk Behavior Can Greatly Amplify HIV Prevalence and the Fraction of Transmissions from Acute HIV Infection

2.1 Chapter preface

The contents of this chapter are adapted from a paper[132] originally published in Statistical Communications in Infectious Disease.

In this chapter, I present and analyze a simplified, deterministic model of episodic risk in men who have sex with men (MSM). This model includes multiple risk groups, assortative mixing (conceptualized in terms of multiple mixing sites), and a simplified version of the natural history of HIV infection consisting of a short, highly-infectious acute phase (acute HIV infection, or AHI) and a longer, less-infectious chronic phase. The degree to which risk heterogeneity is episodic is parameterized in terms of the rate of transition from one risk group to the other. Further analysis, after the contents of this chapter were first published, revealed that there is a fully equivalent parameterization that is more mathematically and conceptually elegant. That parameterization is used in Chapter III. But in this chapter, I have kept the original parameterization for consistency with the previously published version.

By the same token, I have left intact the unfortunate choice to use $\chi$ and $X$ to denote two unrelated quantities, namely the average contact rate and the fraction
of total (homogeneous) transmission potential that comes from the acute stage of infection, respectively.

Using this model, I examine how episodic risk can greatly affect both the role of AHI in sustaining HIV transmission and the relative ease of controlling transmission through Universal Test and Treat (UT&T) measures. I show that inferences made on the basis of observations about the degree of risk heterogeneity at a given point in time are not to be robust to uncertainty in the degree to which risk heterogeneity is episodic, rather than static.

2.2 Introduction

In the decades from its emergence, great strides have been made in controlling HIV. Antiretroviral treatment has greatly improved and has saved millions of lives. Neonatal transmission and transmission via needles among injecting drug users have been markedly reduced\[56\]. On the other hand, HIV incidence among men who have sex with men (MSM) continues to rise with increasing rates of treatment having little effect on controlling transmission in this group\[56, 102\]. There are diverse speculations as to why this might be the case including rapid evolution of the virus itself, safe-sex exhaustion, or emergence of versatility in terms of insertive or receptive sex roles among MSM\[14, 15, 50, 126\]. Nonetheless, convincing evidence and arguments as to how different factors contribute to our failure to control HIV transmission among MSM are lacking. The formulations we present here constitute a theory expressing one mechanism through which biological and social factors interact to maintain high infection levels in MSM populations.

Our ability to understand HIV transmission dynamics is hindered by the fact that we cannot observe HIV transmission patterns directly. In part, this is due
to most infections not being detected until long after transmission. That makes it impossible to trace all sexual partners and count directly how many transmissions are occurring during the highly infectious but brief acute HIV infection stage (AHI). It also makes it rare that AHI outbreaks are detected and investigated at the time they are occurring. Currently the existence of such outbreaks is detected through genetic clustering (c.f. [18, 19]) and phylogenetic relationships[63, 82]. As many as 64% of infections detected in the first 6–24 months after infection can be identified as part of genetic clusters[17, 18]. Quite possibly most clustering involves transmission during AHI but inferring AHI transmission fractions from genetic data require better theory. This chapter takes a step in that direction by developing a model that elucidates an important mechanism by which acute infections are linked into outbreaks.

The ability to use genetic data to test transmission theory has recently been advanced by new methods for incorporating transmission models into coalescent models[105, 129, 127]. Being able to fit different models to genetic data creates the potential to assess the robustness of inferences about the fraction of transmissions from AHI by realistically relaxing diverse aspects of transmission models[76]. These include partnership formation and duration patterns[72], specific behaviors such as anal or oral sex with or without protection, insertive and receptive behavior patterns[5], different sexual mixing sites[79], and heterogeneous sexual behavior in the population[7, 59]. In this chapter, we focus on elaboration of a particular model aspect that has especially strong effects: episodic risk behavior. Another paper published in the same symposium that the contents of this chapter were originally published in (as [132]) illustrated short-term temporal heterogeneity in sexual contact rates in a prospective risk behavior study designed to estimate transmission risks for different types of sexual contacts between MSM[108].
Episodic risk is defined by brief periods of higher risk behavior, possibly precipitated by random events such as a change in relationship status, drug use, or as an endogenous aspect of sexual behavior in general. We modeled episodic risk with flows back and forth between high and low contact rate states. The first paper to do this was published in 1997[78]. However, the predominant feeling has been that previous demonstration of high AHI transmission[65, 78] was only applicable during the early stages of the epidemic[104]. That is, once infection levels reach an endemic equilibrium, the fraction of transmissions is a simple function of the average duration of different stages and the transmission probabilities during those stages[2, 61].

In this chapter, we show how episodic risk can amplify AHI transmissions even after endemic equilibrium has been reached. Specifically, we show how behavioral changes in individuals over time can amplify transmission at the population level by amplifying transmission from acute HIV infection. The mechanisms include both increasing the contact rates of recently infected individuals and increasing the number of high risk susceptible individuals with whom high risk infected individuals can make contact.

2.3 Methods

2.3.1 Model formulation

We developed a deterministic compartmental model of HIV transmission in men who have sex with men that integrates episodic risk behavior, non-random mixing, and multiple stages of infection. The model has only two risk phases with different contact rates (high and low), two infection stages (acute and chronic), and two sexual mixing sites. There is a common mixing site where individuals in the high and low risk phases mix proportionally and a high-risk mixing site where only the high-risk individuals make contacts. Contacts are modeled as instantaneous and symmetrical
partnerships with an undefined number of sex acts having no specified direction or pattern (such as insertive or receptive, anal or oral).

The deterministic compartmental model is specified as a system of six differential equations for a MSM population, one for each compartment in the model. A schematic of the model is shown in Figure 2.1. The characters $S$, $A$ and $C$ for each compartment refer to the susceptible, acute HIV and chronic HIV stages respectively. The subscripts H and L refer to the high and low contact rate for each subpopulation respectively. The grey area in Figure 2.1 depicts the high-risk mixing site where individuals with high contact rate make a proportion of their contacts ($\nu$) exclusively with each other. The dotted area designated as the common mixing site represents the site where individuals with high contact rate make the remaining fraction of their contacts ($1 - \nu$) with individuals with low contact rate proportionally. The parameters that govern the rate of each flow are shown in Figure 2.1 near the arrow depicting that flow. The values of parameters used in Figure 2.1 are given in Table 2.1.

Arrows between subpopulations with identical infection status represent the flow of individuals between these subpopulations due to the movement between high and low-risk phases. $\Phi_H$ represents the rate of turnover from high to low contact rate while $\Phi_L$ refers to the flow in the opposite direction. We assume a constant birth rate indicated by the arrows in Figure 2.1 pointing into $S_L$ and $S_H$. Individuals leave the system either by a process of “natural removal” that accounts for cessation for sexual activity for any reason (horizontal arrows pointing out of each compartment in Figure 2.1) or by death of chronically infected individuals due to AIDS (vertical arrows pointing out of the $C_L$ and $C_H$ compartments). Table 2.1 presents a complete list of the model’s parameters.
Figure 2.1: Conceptual episodic risk model with contact structure and population composition
We model episodic risk as movement between phases of high and low sexual activity. The magnitude of difference between the high and low risk phases is parameterized by the ratio of contact rates in the high and low risk phases. Average contact rates in the whole system are held constant such that an increase in this ratio or the proportion of individuals in the high-risk phase implies a decrease in the low risk contact rate to maintain a constant average contact rate. The default value for the average contact rate ($\chi$) was selected so the system is just above the epidemic threshold under the homogenous risk setting without episodic dynamics.

The natural history of HIV infection is modeled with acute and chronic stages of infection. Contagiousness is abstracted as a higher transmissibility per act during a relatively short acute stage and a lower transmissibility during a much longer chronic stage with first order flows between stages and out of the last stage. As a simplifying assumption, we ignore the rise of contagiousness that has been demonstrated in late infection. This assumption is reasonable in a population with widespread access to antiretroviral treatments that have greatly reduced the prevalence of AIDS and the concomitant rise in viral titer associated with end-stage HIV infection. Simulations also suggested that assuming three rather than two infections stages does not fundamentally alter the phenomenon that we illustrate. In our model, we assume the average duration of the acute stage to be 2 months and that of the chronic stage to be 10 years[96]. On average, uninfected individuals will remain sexually active for 40 years.

The contagiousness parameters were adapted from an analysis of the Rakai data[131] by Pinkerton[97]. In our model, we set the baseline transmission probability ($\beta$) across the entire course of infection to be 0.003, which is consistent with overall average transmission probabilities across all homosexual sex acts (c.f. [126]). The
possible underestimate of the baseline transmission probability per partnership is made less important by the fact that we adjusted the average contact rate to be near threshold for the given baseline transmission probability.

2.3.2 Formulation of transmission probabilities and fraction of transmission potential from acute stage

The increased contagiousness in the acute stage is governed in the model by the fraction of transmission potential from the acute stage \( X \), which is the expected fraction of transmissions from acute HIV occurring in a homogeneous population at equilibrium. The following presents how we derived the formulation of transmission probability per contact during acute HIV infection, \( \beta_a \), and during chronic HIV infection, \( \beta_c \), based on baseline transmission probability, \( \beta \) and \( X \).

The average time an infected individual spends in acute infection, denoted as \( T_1 \), is

\[
T_1 = \frac{1}{\gamma_1 + \mu}
\]  
\[ (2.1) \]

Given that the probability for an acutely infected individual to progress to the chronic stage rather than being removed due to other reasons is

\[
\frac{\gamma_1}{\gamma_1 + \mu}
\]

the average time an infected individual spends in the chronic stage, denoted as \( T_2 \), is

\[
T_2 = \left( \frac{\gamma_1}{\gamma_1 + \mu} \right) \left( \frac{1}{\gamma_2 + \mu} \right)
\]  
\[ (2.2) \]

If the rate of sexual contact in the homogeneous population is denoted as \( \chi \), the average number of secondary cases generated by an infected individual during acute infection is \( \beta_1 \chi T_1 \), and the average number of secondary cases generated by an infector during chronic infection is \( \beta_2 \chi T_2 \), while the average number of secondary cases
generated by an infector during the entire period of infection is $\beta \chi (T_1 + T_2)$. As a result, the fraction of transmission potential from acute infection is

$$X = \frac{\beta_1 \chi T_1}{\beta \chi (T_1 + T_2)} = \frac{\beta_1 T_1}{\beta (T_1 + T_2)} \quad (2.3)$$

and the fraction of transmission potential from chronic infection is

$$1 - X = \frac{\beta_2 \chi T_2}{\beta \chi (T_1 + T_2)} = \frac{\beta_2 T_2}{\beta (T_1 + T_2)} \quad (2.4)$$

After substituting equations 2.1 and 2.2 into 2.3, we find that

$$\beta_1 = X \left(1 + \frac{\gamma_1}{\gamma_2 + \mu}\right) \beta$$

Using the same logic, we find that

$$\beta_2 = (1 - X) \left(1 + \frac{\gamma_1}{\gamma_2 + \mu}\right) \beta$$

Parameterizing the system in this way, we can easily determine the effect of episodic risk on acute stage transmission rates compared to a homogeneous null model. Transmissibility per contact is assumed to be constant during each infection stage. This is determined by the above-mentioned model parameters (see Table 2.1).

2.3.3 Model elaboration for dynamic system analysis

To better clarify what flows from what stages of infection and what contact rates were sustaining transmission, we divided each of the four compartments of the infected population ($A_{H}, A_{L}, C_{H}, C_{L}$) from the episodic risk model (Table 2.2) into six compartments. By doing this, we track the information of location of transmission, contact rate phase and stage of HIV infection of the source infectors. Thus, in this elaborated model, infected individuals now have a 3-letter superscript that refer to the state of the individual who infected them and where they went on to transmit. The first character in the superscripts refers to the site where they became infected,
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>$1/(40 \times 12)$</td>
<td>/month</td>
<td>Flow of new individuals into sexually active population</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$1/(40 \times 12)$</td>
<td>/month</td>
<td>Rate of leaving the sexually active population</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>$1/2$</td>
<td>/month</td>
<td>Rate of transitioning from acute to chronic infection</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>$1/120$</td>
<td>/month</td>
<td>Rate of death from AIDS during chronic infection</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$0.003$</td>
<td>/contact</td>
<td>Average transmission probability across stages</td>
</tr>
<tr>
<td>$X$</td>
<td>variable</td>
<td>-</td>
<td>Fraction of transmission potential from acute stage</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$X\beta(1 + \frac{\gamma_1}{\gamma_2 + \mu})$</td>
<td>/contact</td>
<td>Transmission probability during acute stage</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$(1 - X)\beta(1 + \frac{2\gamma_2\mu}{\gamma_1})$</td>
<td>/contact</td>
<td>Transmission probability during chronic stage</td>
</tr>
<tr>
<td>$\pi_H$</td>
<td>variable</td>
<td>-</td>
<td>Average fraction of population with high contact rate in the absence of HIV</td>
</tr>
<tr>
<td>$\chi$</td>
<td>$3.4114$</td>
<td>/month</td>
<td>Average contact rate in the entire population</td>
</tr>
<tr>
<td>$\rho$</td>
<td>variable</td>
<td>-</td>
<td>Ratio of high contact rate over low contact rate</td>
</tr>
<tr>
<td>$\chi_H$</td>
<td>$\rho\chi_L$</td>
<td>/month</td>
<td>Contact rate for the high-risk population</td>
</tr>
<tr>
<td>$\chi_L$</td>
<td>$\frac{\chi}{(1 - \pi_H + \rho\pi_H)}$</td>
<td>/month</td>
<td>Contact rate for the low risk population</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$0.3$</td>
<td>-</td>
<td>Fraction of contacts of individuals with high contact rate at the high-risk site</td>
</tr>
<tr>
<td>$\phi_H$</td>
<td>variable</td>
<td>/month</td>
<td>Rate of transitioning from high contact rate state to low contact rate state</td>
</tr>
<tr>
<td>$\phi_L$</td>
<td>$\phi_H\left(\frac{\pi_H}{(1 - \pi_H)}\right)$</td>
<td>/month</td>
<td>Rate of transitioning from low contact rate state to high contact rate state</td>
</tr>
<tr>
<td>$\lambda_H$</td>
<td>$\frac{A_H\beta_1 + C_H\beta_2}{S_H + A_H + C_H}$</td>
<td>-</td>
<td>Force of infection per contact at the high risk mixing site</td>
</tr>
<tr>
<td>$\lambda_L$</td>
<td>$\frac{(A_L + (1 - \nu)A_H\rho)\beta_1 + (C_L + (1 - \nu)C_H\rho)\beta_2}{S_L + A_L + C_L + (S_H + A_H + C_H)\rho(1 - \nu)}$</td>
<td>-</td>
<td>Force of infection per contact at the general mixing site</td>
</tr>
</tbody>
</table>

Table 2.1: List of the episodic risk model parameters and their default values
\[
\begin{align*}
\frac{dS_H}{dt} &= U \pi_H - S_H \chi_H (\nu \lambda_H + (1 - \nu) \lambda_L) - \phi_H S_H + \phi_L S_L - \mu S_H \\
\frac{dS_L}{dt} &= U (1 - \pi_H) - S_L \chi_L \lambda_L + \phi_H S_H - \phi_L S_L - \mu S_L \\
\frac{dA_H}{dt} &= S_H \chi_H (\nu \lambda_H + (1 - \nu) \lambda_L) - A_H \gamma_1 - \phi_H A_H + \phi_L A_L - \mu A_H \\
\frac{dC_H}{dt} &= A_H \gamma_1 - C_H \gamma_2 - \phi_H C_H + \phi_L C_L - \mu C_H \\
\frac{dA_L}{dt} &= S_L \chi_L \lambda_L - A_L \gamma_1 - \phi_L A_L + \phi_H A_H - \mu A_L \\
\frac{dC_L}{dt} &= A_L \gamma_1 - C_L \gamma_2 - \phi_L C_L + \phi_H C_H - \mu C_L 
\end{align*}
\]

Table 2.2: Differential equations for the deterministic episodic risk compartmental model

with R being the high-risk mixing site and G being the common mixing site. The middle letter refer to the contact rate phase of the source infector, with H being the high contact rate phase and L being the low contact rate phase. The last character represents the stage of HIV infection of the source infector, with A being the acute stage and C being the chronic stage. The set of differential equations for the dynamic system analysis of the elaborated model is provided in Tables 2.3 and 2.4.

2.4 Results

2.4.1 Exploring joint effects of high-risk turnover rate and between–risk-group contact rate ratio at the population-level

We numerically solved equations out to equilibrium. The rate of turnover in the high-risk group had strong effects on both the endemic prevalence and the fraction of transmission during acute stage. As the turnover rate of the high-risk group slows from 10 times per month (once every 0.008 years) to once per 1000 months (once every 83.3 years), both the endemic prevalence and the acute transmission rate show an inverted U shape, peaking between turnover rates of 1 per month and 1 per year (Figure 2.2). At the extremes of fast or slow turnover, the fraction of acute transmissions is the same as in a homogeneous population. As the ratios of contact
Table 2.3: Part 1 of the equations for the elaborated deterministic compartmental model focusing on the source and site of infection: differential equations for the size of high-risk infected subpopulations. The corresponding equations for low-risk infected subpopulations are contained in Table 2.4.
Table 2.4: Part 2 of the equations for the elaborated deterministic compartmental model focusing on the source and site of infection: differential equations for the size of low-risk infected subpopulations. The corresponding equations for high-risk infected subpopulations are contained in Table 2.3.
Figure 2.2: Endemic prevalence and fraction of transmission during acute stage of infection as a function of duration of stay at high risk level (on a log scale) as the contact rate ratio \((r)\) is raised from 1 to 41 by increments of 2 and shown in different colors. The left y axis is for the endemic prevalence and the right y axis is for the fraction of transmission during the acute stage of infection. Parameters values not specified in this figure are consistent with those in Table 2.1.

As rates between high and low risk groups increase, the peak effects of turnover rates increase as well and occur at faster turnover rates.

Increasing the fraction of transmission potential during acute stage while keeping the total transmission potential constant increases both the endemic fraction of transmissions during acute stage and the endemic prevalence (compare panels A and B). Furthermore, the endemic prevalence peaks at a faster turnover rate. This is because, given an increased transmission rate during the acute stage, individuals need to spend shorter time at high-risk phase to lift the endemic prevalence to peak. These observed effects hold at all values of the contact rate ratio as shown in Figure 2.2.
As the average fraction of time that an individual spends at high risk ($\pi_H$) increases, both the endemic fraction of transmission during the acute stage and the endemic prevalence decrease at each value of the contact rate ratio (compare panels C and D in Figure 2.2). Given our assumption of constant average contact rate, for any given contact rate ratio greater than 1, increasing $\pi_H$ causes a decrease in contact rates for both risk levels and hence decreases the overall force of infection. When the turnover rate is low enough and the contact rate ratio is high enough, the endemic prevalence starts to decrease as the contact rate ratio increases. Given a slow turnover, high-risk susceptible individuals are infected much faster as compared to the low risk susceptible individuals due to their elevated contact rates causing infection saturation in the high-risk phase. Higher turnover rates supplement the pool of high-risk susceptible individuals with new high-risk susceptible individuals. As $\pi_H$ increases, each individual spends more time in the high-risk phase. This increases the proportion of contacts between infected individuals causing saturation of infection in the high-risk phase.

### 2.4.2 Effect of separate mixing on the endemic prevalence and fraction of transmission by acute stage

Overall, the fraction of contacts made by high-risk infectors at the high-risk site ($\nu$) showed little impact either on the endemic prevalence or on fraction of transmission during acute stage or on the dynamics of these two outcomes (data not shown). This is unlike the observations in the 2005 paper by Koopman et al.[79]. Only at lower overall contact rates and very slow turnover between contact rate groups do we see the effects of $\nu$ as noted in the 2005 Koopman et al. paper[79]. At any other contact rates, a higher fraction of high contact rate group’s contacts made at a high risk mixing site increases the rate of exponential growth in the early epidemic.
2.4.3 Exploration of dynamics underlying high contact rate group turnover effect

We now look into the dynamics of prevalence and the fraction of transmissions from acute HIV infection (AHI) over a period of 150 years. In Figure 2.3 (A and B), we explore these dynamics for the duration of time spent in the high-risk state for ranges from 0.01 to 80 years. In Figure 2.3 (C and D), we explore the dynamics by varying the ratio of contact rates from 1 to 41.

Figure 2.3 (A and B) shows that episodic risk increases the contribution of acute HIV early in the epidemic and later at the endemic equilibrium. Faster risk turnover results in the faster replenishment of the susceptible population in the high-risk phase. At the same time, it increases the risk of a low-risk susceptible contacting an infected individual who is still in the highly contagious acute stage. For slower turnover rates, the fraction of the transmissions from AHI decreases. This is because of the decrease in the inflow of susceptibles into the high-risk phase. Slower turnover also increases the duration of the time spent in the high-risk phase by high-risk individuals. Thus, high-risk individuals are likely to progress to the chronic stage by the time they switch to the low-risk phase.

Overall, the prevalence and the fraction of transmissions during the acute stage increase with the ratio of contact rates (see Figure 2.3; panels C and D). Increasing contact rate ratios result in increasing high-risk contact rates that in turn increase transmission from high-risk infectors. For high contact rate ratios, the fraction of transmission from acute stage reaches a higher peak level, indicating a greater effect when the high-risk contact rate increases. Higher peak levels of acute stage transmissions reflect the potential of the acute HIV population to build the epidemic together with the replenishment of the susceptible population. This explains why the fraction of transmissions during acute stage with a higher peak level also has a
Figure 2.3: Model runs showing the endemic prevalence (Panels A and C) and the fraction of transmissions from the acute stage (Panels B and D) for 150 years. Above: average time spent at high contact rate phase is raised from 0.1 to 80 years. Below: the ratio of high over low contact rate from 1 to 41. Parameter values not specified in this figure are the same as given in Table 2.1.

2.4.4 Effect of risk turnover and contact rate ratios on the contact rate of acute HIV stage population

In Figure 2.4, we examine the effects of high-risk group turnover rate on the endemic prevalence, the average contact rates of the acute stage population and that of the susceptibles at equilibrium. We explore this over a range of the duration of time spent in the high-risk phase from 0.008 years to 83 years and a range of the ratio of contact rates from 1 to 41. As Figure 2.4B shows, the turnover rate of the high-risk population has a clear effect on the average contact rates of acute stage
infected individuals at equilibrium. Higher turnover rate brings more susceptibles into the high contact rate phase. At higher contact rate ratios, the new susceptible at high contact rate are more likely to be infected and thus faster turnover in the high contact rate phase has even greater effects.

The endemic prevalence reaches its peak at a faster turnover rate than the average contact rate of acutely infected individuals (Figure 2.4A). This is due to the combined effect of the overall force of infection and average contact rate among the susceptibles (Figure 2.4B). Given the high contagiousness of the acute stage infectors, the interaction of high transmissibility and increased contact rates during acute stage drives the overall force of infection.

2.4.5 Tracking sources of infections

By breaking the compartments of infections in our original model into different subgroups, we were able to track the source of infection and mixing site where the transmissions occurred. Figure 2.5A and 2.5C illustrate the fraction of transmissions during acute stage and chronic stage HIV infection. Figures 2.5B and 2.5D focus on the contributions of high-risk infectors and low risk infectors. From B and D, we can see that, although the high contact rate group only comprises of 5% of the total population, they account for 50% or more of all transmissions at contact rate ratios as low as 7. Although there is an effect of the turnover rate on the fraction of infections by individuals in the high-risk phase, the effect is small. The role of the high versus low-risk infectors is controlled primarily by the contact rate ratio.

From panels A and C in Figure 2.5, we see a different role for the contact rate ratio and the turnover rate in determining the fraction of transmission from acute stage infectors. The contact rate ratio has little effect on the fraction of infections from acute infectors at extreme values of the turnover rate. However, at intermediate
Figure 2.4: Endemic prevalence (A) and average contact rate of acutely infected individuals (solid lines in B) or average contact rate of susceptibles (dashed lines in B) at equilibrium as average time spent at high contact rate phase is varied from 0.01 to 100 years. Parameter values not specified in this figure are the same as given in Table 2.1.
Figure 2.5: Proportion of transmissions at endemic equilibrium generated by acutely infected individuals (A), infected individuals in high contact rate phase (B), chronically infected individuals (C) or infected individuals in low contact rate phase (D). In each panel, the ratio of high over low contact rate is raised from 1 to 41 by increments of 2. Parameter values not specified in this figure are the same as given in Table 2.1.
values of the turnover rate, the contact rates ratio can nearly double the contribution of acute stage infectors. This interaction is caused by the increased prevalence of high-risk, acutely infected individuals. The flow of new susceptibles into the high-risk phase generates an increased incidence and therefore an increased prevalence of acute stage, high-risk infectors. Because the dynamics are assumed to be mass action, the increased prevalence of acute high-risk infectors means increased contact between susceptibles and acutely infected individuals. The effect diminishes at extremely short average durations of the high risk phase because the system becomes essentially homogeneous. In that case, the system is controlled by the average contact rate rather than the contact rate ratio.

At extremely long average durations, on the other hand, any newly infected individual is highly unlikely to change risk groups prior to leaving the system. He will, therefore, with high probability, have the same contact rate for the duration of his infection, and the fraction of his expected cumulative contribution to the force of infection over time that occurs during his acute infection will be essentially the same as in a homogeneous system. Because this is true for all infected individuals, it will also be true for the system as a whole. In this limit, the contact rate ratio still matters for determining the total incidence, but does not affect the fraction of that incidence that comes from transmissions by acutely or chronically infected individuals.

In Figure 2.6, we further divide the source of infection based on their contact rate phase, stage of infection and location. When the turnover rate is low, neither acute nor chronic individuals are generating many new infections at the high-risk site (panels A and D). This is due to the fact that without turnover to replenish susceptibles in the high-risk phase, the high-risk individuals rapidly become infected. Therefore, at the high-risk site almost all contacts are among already infected individuals. How-
ever, at the low-risk site, susceptibles with low contact rates are much more likely to contact either an acute (panel B) or a chronic (panel E) high risk infected individual resulting in elevated incidence rates from those classes in the absence of turnover. Also, by assumption, most individuals entering the model are susceptibles with low contact rates, which provides a greater supply of susceptibles to the low risk mixing site.

2.5 Discussion

2.5.1 Explaining the major effects we observed

We have shown that episodic periods of high-risk behavior interspersed with longer periods of lower risk have large effects on the endemic prevalence of HIV infection and the fraction of transmissions from acute HIV infection. We see that prevalence can vary from near zero to very high levels and the fraction of transmissions from acute infection can nearly double as the turnover rate from low-to-high contact rate
phases increase and as the time spent with high rates varies. This is despite the fact that the total contacts in the population and the transmission potential for each individual are kept constant during each stage of infection.

Two important elements explain the strong effects mentioned above. The first has to do with the average total contagiousness of individuals during acute and chronic infection. That contagiousness is determined jointly by the number of contacts made and transmission probabilities per contact. Episodic risk increases the association between high contact rates and the high transmissibility of acute infection because an individual is more likely to get infected during a high contact rate period and is more likely to still be in that high contact rate period during their acute HIV infection (AHI). Then, as they progress to the less contagious chronic infection stage, they also pass into a lower contact rate phase. The more strongly that the high transmission stage of infection is correlated with the high contact rate state, the higher will be the average contagiousness across the course of infection. This is reflected in the part of Figure 2.4 that presents the average contact rates during the acute infection stage.

The second part of the explanation for these big effects has to do with the average contact rates of susceptible individuals. When individuals spend a long time in the high contact rate state, they become infected and a sexual contact by them with other infected individuals no longer presents an opportunity to transmit infection. If individuals stay in a low contact rate state, they are more likely to avoid infection. Then when they transit to a high contact rate state, they provide a new source of high contact rate susceptible individuals that the individuals with high contact rates in the acute infection stage can infect. This is seen in the contact rates of susceptible individuals in Figure 2.4. The average contact rate of susceptible individuals is seen to increase considerably as the turnover increases. When the turnover rate is slow,
high contact rate individuals are infected and are not replaced by new susceptible individuals. This lowers the average contact rate of susceptible individuals.

Our previous work on when to focus control on high risk groups[79] led us to believe that a third element would also act to generate episodic risk effects on prevalence and AHI transmissions. That previous work modeled SIR infections. For SIR infections, we saw that when high-risk individuals mixed separately from low risk individuals, it allowed them to build up higher levels of infection so that they then disseminated more infection when they made contact with lower risk individuals. However, that was not the case for the HIV infections modeled here. Whether high contact individuals mixed at a high-risk or a common mixing site, the prevalence and the fraction of transmissions from acute infection were barely changed at all. The difference was not that in the previous work we allowed transmission probabilities rather than contact rates to define high risk. In fact, we saw the same effects of separate high risk mixing in that previous work when we defined high risks by contact. In further support of the cause of high risk (contact rates vs. transmission probabilities), we have observed that mixing makes little difference when high risk is caused by higher transmission probabilities (data not presented). The reasons for this are complex: under some conditions, separate mixing at a high-risk site can lead to a greater dissemination of infection. However, discussion of this effect is beyond the scope of this chapter.

2.5.2 The real-world importance of the described theoretical effects

If the episodic risk effects that we have described occur in the real world to the extent that we suspect they do, then previous model analyses using fixed behaviors for subgroups[22, 104] have underestimated the fraction of transmissions from acute HIV. Nevertheless, a key question is how we can assess the extent to which these
episodic risk effects are occurring in any particular population. Fluctuation of contact rates was observed in the CDC cohort studied to assess HIV transmission risks from different acts\cite{108}. That study included diverse geographic areas. The existence of episodic risk behavior is less formally supported by experiences of HIV counselors where most people with high-risk behaviors report that they have had longer periods of low risk behaviors.

Our results may be compared to recent modeling studies that have focused on the role of acute infection\cite{37,100}. Eaton et al.\cite{37} analyze an important phenomenon that, like episodic risk, augments the importance of acute infection. In some sense, entering a high contact rate phase may be akin to entering a concurrent partnership phase, although in our model, we assume instantaneous contacts. On the other hand, the study by Powers et al.\cite{100} assume fixed risk, which corresponds to our results when the duration of stay in high risk is very long such that there is virtually no risk turnover. The Bayesian melding approach to model fitting used by Powers et al.\cite{100} means that the effects of the phenomenon of episodic risk could be absorbed partially into the transmission by stage parameter estimates. It seems that their results would have estimated a larger fraction of transmissions from acute infection if they had included episodic risk in their model. However, this is hard to assess. Broader evidence should be sought regarding whether there are real world effects of episodic risk corresponding to the theoretical effects we have demonstrated. One approach could be to do more behavioral studies that ask the needed questions. So far, few studies have documented episodic risk behavior. Another approach is to find signatures of episodic risk in both HIV surveillance data and in HIV genetic sequences\cite{19}. When the model in this chapter is simulated as a stochastic discrete individual-based model, we observe that infection trees of acute HIV transmissions
are interspersed among more isolated chronic infection transmissions and have size distributions that are roughly comparable to those observed in Montreal[18]. Our initial results show that episodic risk dynamics influence both the size and duration of acute HIV outbreaks providing a possible link between genetic cluster size distributions and episodic risk dynamics. More sophisticated methods that are currently being developed can be used to calculate the likelihood of the genetic data given a transmission model allowing for direct evaluation of the evidence for episodic risk in the genetic data[105, 127, 129]. Parameter ranges should be further constricted by fitting models to observed patterns of HIV infection over time using surveillance data.

More thorough model explorations may be needed to assess the real world importance of episodic risk effects. More surprises regarding dynamic effects may arise as we analyze the interactions of episodic risk effects with contact pattern effects, partnership duration, insertive-receptive behavior effects, and oral, anal, protected, and unprotected risk pattern effects. To increase the robustness of our inferences (that episodic risk behavior greatly increases HIV prevalence and acute HIV transmissions), a thorough exploration of the effects of relaxing the simplifying assumptions in the model presented is called for. For example, realistic distributions for the duration of acute stage and the distribution of virus levels across that time should be explored. In reality, there is a high narrow peak of virus levels a few weeks into infection and then a long period of falling levels before the set point of chronic infection is reached[95]. We hypothesize that the effects we have observed will be just as strong or stronger under more realistically detailed acute infection timing and contagiousness. Likewise, our initial explorations indicate that a more realistic description of episodic risk behavior in a population will not significantly diminish the effects we
have illustrated in this chapter.

The infection control implications of our findings suggest that some HIV transmission control activities may be misdirected. For example, the test and treat strategy by default detects mostly cases after acute infection. Our results indicate that greater focusing on acute infection transmission clusters[19] will be needed to detect more acute infections. Second, behavior modification messages may be similarly misdirected. In our model, we did not incorporate change in sexual behavior over an individual’s lifetime because of, e.g. HIV awareness programs. This is because our aim in this chapter is to understand the dynamics of episodic risk behavior under theoretical settings. Nevertheless, if suggestions to decrease risk only work for a period but are overwhelmed by situational pressures, then our model indicates that such suggestions could not only fail to decrease transmission, but might in fact increase transmission.

2.5.3 The broader context of this work and future directions

The analyses presented in this chapter are a needed step toward improving our understanding of HIV transmission dynamics. All perception comes from a combination of data and theory. We do not see patterns when our minds are not prepared to see them. To an extent our ignorance of HIV transmission patterns in MSM is attributable to a dearth of well-structured theory about how different hypothetical transmission system conformations lead to specific transmission patterns and what mechanisms underlie these effects. A body of HIV transmission system theory is growing and thousands of modeling studies of HIV transmission have been published[3]. Still, theory and data are barely beginning to come together in a way that allows us to see clearly how and why acute HIV transmissions cluster, and how this could explain the failure to control the spread of HIV infection in the MSM
population.

By relaxing some of the unrealistic assumptions in our model and incorporating realistic details such as oral and anal acts, insertive and receptive behavior, partnership duration, and mixing patterns, we will begin to identify characteristics of both surveillance data and genetic sequence data that indicate what is affecting transmission dynamics. This, we believe, will clarify the role acute infection transmissions plays in the MSM HIV transmission system.
CHAPTER III

Strong Influence of Behavioral Dynamics on the Ability of Testing and Treating HIV to Stop Transmission

3.1 Chapter preface

The contents of this chapter and Appendix A are adapted from the main text and Supplementary Information, respectively, of a paper[58] originally published in Scientific Reports.

In this chapter, I extend the model of HIV transmission dynamics presented in Chapter II to incorporate (a simplified version of) universal test and treat (UT&T), a strategy for control of the HIV epidemic that relies on encouraging the routine, voluntary HIV testing of at-risk individuals, with a goal of immediately starting antiretroviral therapy (ART) for those who test positive, in order to achieve viral suppression and thereby reduce or (effectively) eliminate their ability to generate secondary transmissions[36]. I also extend previous algebraic results regarding the effect of static risk heterogeneity on the basic reproduction number ($R_0$) to account for the effects of risk heterogeneity being episodic rather than static. By applying these results to the extended model, I obtain the counterintuitive result that episodic risk can in many cases make control of transmission through universal test and treat easier, despite increasing the fraction of transmissions that come from early infection.

There are a few minor changes in the presentation of the model in this chapter,
relative to Chapter II, apart from the addition of treatment. The largest is the replacement of a parameterization of episodic risk in terms of the rate of transition between risk groups with a parameterization in terms of the rate of random reselection of what risk group an individual is in, allowing for the possibility that the old and new groups will be the same. The dynamics of the model are not altered, only how those dynamics are expressed. One major advantage of this change in parameterization is that the rate of reselection is equal for the high- and low-risk groups, unlike the rate of transition. Because of this, the model as presented in this chapter has a natural and straightforward generalization to a model including three or more risk groups (or even a continuous distribution of contact rates), which the model as presented in Chapter II does not.

There are also a few changes in the symbols used to denote certain variables, without changes in the meaning of those variables themselves.

3.2 Introduction

The ultimate goal of Treatment as Prevention (TasP), the complete elimination of HIV transmission, will be achieved if the number of transmissions made by a “typical” infected individual over the course of his infection can be reduced to less than one[25]. There are three major factors that affect how difficult it is to achieve this goal through Universal Test and Treat (UT&T): (1) The series of steps that must be traversed from diagnosis to viral suppression (the treatment cascade), (2) the fraction of transmissions that occur early in the transmitter’s infected period (which is determined by both biological and social factors), and (3) the basic reproduction number of the virus within the population of interest (which is also affected by both biological and social factors). The basic reproduction number ($R_0$) and the fraction
of early transmissions relate to two dimensions of difficulty in achieving elimination through UT&T: The basic reproduction number is closely related to the fraction of transmissions that must be prevented through diagnosis and treatment in order to achieve elimination (which is $1 - \frac{1}{R_0}$), and early transmissions are more difficult to prevent with UT&T than later ones.

The importance of the treatment cascade and the fraction of transmissions from early infection have been extensively discussed, but the importance of the basic reproduction number ($R_0$), although touched on in some articles[21, 81], has received significantly less attention. We show that behavioral dynamics can result in a wide range of $R_0$s even at a fixed endemic prevalence and a fixed fraction of transmissions from early infection. These variable $R_0$s, in turn, cause elimination through UT&T to range from easy to realistically impossible. In particular, we explore conditions where, even though a relatively high fraction of transmissions come from early HIV infection (EHI), transmission can still be stopped with a relatively low effective treatment rate, because only a small fraction of transmissions must be interrupted in order to get the system below the endemic threshold of $R_0 = 1$. This accords with and extends existing modeling work that found that the relative transmissibility during EHI has little effect on the expected reduction in incidence thirty years after the initiation of an antiretroviral therapy (ART) intervention[36, 101].

In this chapter we seek to make the complex phenomena behind these relationships more understandable, so they can better inform policy decisions. This chapter seeks to generate qualitative understandings that will ultimately advance quantitative assessments. Toward this end, we use deterministic compartmental models (DCMs) to model population dynamics. Such models do not account for stochastic features of real-world population dynamics, but they allow for a simpler analysis.
Although a DCM does not directly model individuals, it can be understood as the limiting case of an individual-based model of an arbitrarily large population, and flows between compartments can therefore be conceptualized in terms of changes in the states of (large numbers of) individuals. We will make frequent use of this abstraction throughout this chapter (and in this dissertation generally).

We make our points by examining and explaining the behavior of a model for HIV transmission among men who have sex with men (MSM) closely based on the model developed by Zhang et al.[132] This model greatly simplifies the treatment cascade and the natural history of infection, while at the same time adding details about temporal patterns of behavior that other models often omit. In order to focus on the effects of these dynamics, we simplify the natural history of infection to a relatively brief early phase (early HIV infection, EHI) followed by a longer chronic phase. In Section A.5.4, we show that our qualitative results continue to hold if this simplified natural history is replaced with a more realistic one, based on results from a study of HIV transmission in Lilongwe, Malawi[100].

Similarly, we collapse the treatment cascade into a single parameter measuring the rate at which infected individuals are tested, treated, and rendered permanently non-transmitting, which we refer to as the effective treatment rate. Each individual is therefore classified as effectively treated or untreated. The untreated category includes undiagnosed; diagnosed, but untreated; and treated, but not virally suppressed individuals. In addition, all sexual partnerships are treated as instantaneous symmetrical contacts. Although all of these simplifications will affect some of the quantitative results that we obtain, we do not believe that any of them affect our qualitative conclusions. For more details about the model used, see Section A.4.1.

The purpose of these simplifications is to highlight the effect that different pat-
terns of contact rates over time can have on the response of transmission systems to universal test-and-treat interventions, even when other aspects of those systems are identical. Our take-home message is that populations can differ with regard to patterns of contact rates in ways that drastically affect the effort required to achieve elimination of ongoing transmission through UT&T. We illustrate this with a simplified model of HIV transmission among MSM that is designed to highlight certain aspects of behavioral complexity. From this model we gain insights that suggest other aspects of real-world transmission systems that could generate similar effects.

3.3 Results

3.3.1 Characteristics of interest

The primary characteristics of sexual contact patterns that we examine in this chapter are risk heterogeneity and episodic risk. Risk in our model is only determined by contact rates, which are in turn determined by which of two risk groups an individual belongs to. Our key results still hold with more than two risk groups, but for the sake of simplicity, we focus on a model with only two, which we will refer to as the higher risk group and the lower risk group.

In models where individuals always remain in the same risk group, we say there is static risk heterogeneity. In models where individuals transition between risk groups, we say there is episodic risk. We model episodic risk by selecting risk groups for individuals newly entering the sexually active population, and then reselecting their risk groups at intervals corresponding to a fixed rate of reselection ($\omega$). The probability of being selected to the higher or the lower risk group is always the same. Consequently, the fraction of the population that is in the higher risk group at the disease-free equilibrium is unaffected by whether there is static risk heterogeneity or episodic risk. The average length of an individual’s stay in a risk group is therefore
determined by both the re-selection rate and the probability of being assigned to that risk group at each point when they are re-randomized to risk groups. Thus, for example, if the probability of being assigned to the high risk group were 0.2, the average stay in the lower risk group would be four times the average stay in the higher risk group if no one left the sexually active population.

Note that this parameterization of the episodic risk formulation is the major way that this episodic risk model differs from the model in Chapter II[132]. Instead of rates of transitioning between risk groups, we have this single re-selection rate parameter. This parameterization is chosen because it simplifies the mathematical analysis of the system and makes the origin of episodic risk effects clearer, and because it generalizes naturally to a model with more than two risk groups. It is not a causal model of what generates episodic risk, but an abstraction that allows us to make important qualitative observations.

We parameterize differential transmissibility over the course of infection with a parameter (\(\zeta\)) that gives the ratio of per-act transmissibility during early HIV infection (EHI) to per-act transmissibility during later/chronic infection. We will refer to this ratio as the relative transmissibility during EHI.

We focus most of our attention in this chapter on these two parameters (\(\omega\) and \(\zeta\)) in order to highlight the interaction of biological and behavioral factors in determining the difficulty of achieving elimination through UT&T, with a particular focus on an aspect of sexual behavior (episodic risk) that has received relatively little attention.

3.3.2 Homogeneous transmission potentials and episodic risk

To develop theory in a progressive fashion, we begin by considering a behaviorally homogeneous population, and we examine how the basic reproduction number changes when we add first static risk heterogeneity, and then episodic risk. In
order to achieve maximum clarity, we first do this with a single-stage SI model, and then show how the results extend naturally to models with multiple stages of disease progression (such as the one used in this chapter).

When the population is behaviorally homogeneous, and there is only one stage of infection, the basic reproduction number is simply the product of the (average) contact rate \( \chi \), the per-contact transmissibility \( \beta \), and the average duration of infection \( D \). We will refer to this basic reproduction number, calculated under conditions of behavioral homogeneity, as the (total) homogeneous transmission potential, and denote it by \( H \):

\[
R_0 = H = \chi \beta D
\]  

(3.1)

This behavioral homogeneity will be achieved if the “higher” and “lower” risk groups actually have the same contact rate \( \chi \) and there is only one transmission probability \( \beta \) over the entire duration of infection \( D \).

We elaborate this model by introducing static risk heterogeneity, i.e. by allowing the two risk groups to have different contact rates, but requiring that the re-selection rate be 0, so that individuals stay in the same risk group for their entire sexually active lives. We assume here that risk groups mix proportionately\[88\], except where otherwise noted. In Section A.4.6, we analyze a model of assortative mixing between risk groups and show that our major qualitative results still hold. Given static risk heterogeneity, the basic reproduction number increases in proportion to the square of the coefficient of variation of contact rates (equation adapted from May and Anderson\[85\]):

\[
R_0 = H(1 + c_V(\chi)^2)
\]  

(3.2)
This occurs because members of the higher risk group will have both an elevated propensity to become infected and (once infected) an elevated propensity to transmit. Note that Equation 3.2 depends on the average contact rate (which determines \( H \)) and on the coefficient of variation of contact rates, but not on other features of the distribution of contact rates. Consequently, it still holds if the model is extended to have more than two risk groups, or to have a continuous distribution of contact rates.

We now further elaborate the model by introducing episodic risk, i.e. by allowing the re-selection rate to be greater than 0. In this formulation, an individual who is in the higher risk group at the time of infection will now have an elevated propensity to transmit only until their risk group is re-selected. Because the (multiplicative) increase to the basic reproduction number is a result of the same individuals who have an elevated propensity to become infected also having an elevated propensity to transmit, it will therefore only be applied to that fraction of the homogeneous transmission potential which represents transmissions occurring before we re-select the contact rate of the transmitter. This is simply the fraction of time infected that is, on average, spent prior to our re-selection of the infected individual’s contact rate. We denote that fraction (which we call the (overall) fraction of heterogeneity effect) by \( \psi \). This leads to the following generalization of Equation 3.2:

\[
R_0 = (1 - \psi)H(1) + \psi H(1 + c_V(\chi)^2) = H(1 + \psi c_V(\chi)^2)
\]  

Now we go back to the situation without risk heterogeneity and examine the situation with multiple stages of infection, each with its own per-contact transmission rate. In this case the total homogeneous transmission potential (and therefore
the basic reproduction number) will be the sum of the homogeneous transmission potentials from each stage \((H_i)\):

\[
R_0 = H = \sum_i H_i = \sum_i \chi \beta_i D_i
\] (3.4)

Note that in this case \(D_i\) is the average duration of stage \(i\) for all infected individuals, including (for later stages) those who do not survive long enough to enter stage \(i\) (i.e., it incorporates the probability of not reaching stage \(i\) at all). Although the focus of this chapter is on a model with only two stages of infection (and therefore the above summation is from \(i = 1\) to \(i = 2\)), Equation 3.4 does not depend on that fact, nor do any of the subsequent equations in this section. Consequently, they will still hold if a model with a more realistic natural history of infection is used, as is the case in Section A.5.4.

Given static risk heterogeneity, the contributions of each stage of infection to the basic reproduction number will be increased by the same multiplicative factor (relative to behavioral homogeneity), and so Equation 3.2 still applies. But when we introduce episodic risk, this will no longer be the case: Because the stages of infection come in order, one after the other, the average fraction of an infected individual’s time spent in the \(i\)-th stage of infection that occurs before his contact rate is re-selected (the fraction of heterogeneity effect for stage \(i\), which we will denote \(\psi_i\)) will be smaller for larger \(i\). In particular, the fraction of heterogeneity effect for chronic infection \((\psi_2)\) will always be less than the fraction of heterogeneity effect for EHI \((\psi_1)\). Therefore, the basic reproduction number will now be:

\[
R_0 = \sum_i H_i(1 + \psi_i c_V(\chi)^2)
\] (3.5)

Equation 3.3 still applies; however, the overall fraction of heterogeneity effect \((\psi)\) is no longer simply the fraction of an individual’s time infected that occurs prior
to the re-selection of his contact rate, because one month of chronic infection and one month of EHI do not contribute equally to the total homogeneous transmission potential ($H$). Consequently, the overall fraction of heterogeneity effect is now a weighted average of the fractions of heterogeneity effect for each stage:

$$\psi = \frac{\sum_i \psi_i H_i}{\sum_i H_i}$$  \hspace{1cm} (3.6)

Combining Equation 3.6 with Equation 3.3, we obtain two major implications:

First, the more episodic that risk heterogeneity is (i.e. the higher the re-selection rate), the smaller $\psi$ will be, and therefore the lower $R_0$ will be. Second, because the fraction of heterogeneity effect during EHI ($\psi_1$) will always be greater than the fraction of heterogeneity effect during chronic infection ($\psi_2$), episodic risk reduces transmissions from EHI less than it reduces transmissions from chronic infection. Consequently, episodic risk raises the fraction of transmissions from early infection while it lowers the basic reproduction number.

The above analysis relates to the potential for transmissions during exponential growth. Under these conditions, when the prevalence of infection is negligible in both risk groups, episodic risk has a strictly negative effect on transmissions. The effects of episodic risk on transmissions when the prevalence is not negligible (such as at the endemic equilibrium), are more complex, as seen in Section 3.3.3.

**3.3.3 Endemic prevalence and the basic reproduction number as functions of the relative transmissibility during EHI and the re-selection rate**

In Figure 3.1, we illustrate the effects of the relative transmissibility during EHI ($\zeta$) and the re-selection rate ($\omega$) on the basic reproduction number ($R_0$) and the endemic prevalence ($P$), while fixing the total transmission potential across the course of infection, and keeping most other parameters the same (full details in Section A.4.4).
Figure 3.1: Heatmaps plotting (a) the basic reproduction number ($R_0$), and (b) equilibrium prevalence ($P$) against the relative transmissibility during early HIV infection ($\zeta$) and re-selection rate ($\omega$). The per-act transmissibilities during EHI and chronic infection for each parameter set were chosen based on the constraints that (1) their ratio must be $\zeta$ and (2) the total transmission potential in a homogeneous system must be the same for all parameter sets. This transmission potential was chosen by setting the endemic prevalence for the lower-left parameter set to be 0.2. The other parameters used are summarized in Table A.1. Each panel has a scale that runs from the lowest to the highest value observed in that panel.
In Figure 3.1, both the basic reproduction number ($R_0$) and the endemic prevalence ($P$) are monotonically increasing with respect to the relative transmissibility during EHI, even though the overall transmission potential is fixed. This is a consequence of the fact, noted above, that episodic risk reduces the boost in transmissions caused by risk heterogeneity less for transmissions during EHI than for transmissions during chronic infection. Consequently, if the total (homogeneous) transmission potential is fixed, increasing transmissions from EHI at the expense of transmissions from chronic infection results in an increase in transmissions, leading to an increase in both $R_0$ and $P$.

Unlike the relative transmissibility during EHI, the re-selection rate has a drastically different effect on the basic reproduction number and the endemic prevalence. As noted in Section 3.3.2, the basic reproduction number is monotonically decreasing with respect to the re-selection rate, because re-selection attenuates the increase in the average contact rate of infected individuals that results from risk heterogeneity. In contrast, the endemic prevalence has a non-monotonic dependence on the re-selection rate, peaking at a relatively high value of the latter. This is a product of the combined effects of the attenuation of the average contact rate of infected individuals (which works to reduce the endemic prevalence, just as it does the basic reproduction number) and the increased replenishment of higher risk susceptibles, which works to increase the endemic prevalence[132].

That episodic risk can increase endemic prevalence relative to the basic reproduction number at a given observed degree of (instantaneous) risk heterogeneity may explain the difficulty that modelers have experienced in reconciling estimates of the coefficient of variation in contact rate and the basic reproduction number with observed prevalence of HIV infection among MSM[7].
3.3.4 System determinants of key epidemiological measures

We now introduce a third outcome of interest: the effective treatment rate required to achieve elimination ($\tau_E$). As noted in the introduction, we collapse the treatment cascade into a single parameter, which we refer to as the effective treatment rate and denote $\tau$. We then define the effective treatment rate required to achieve elimination ($\tau_E$) as the minimum value of the effective treatment rate ($\tau$) at which elimination is (deterministically) achieved, i.e. the minimum value that reduces the basic reproduction number ($R_0$) to or below the endemic threshold of $R_0 = 1$. In practice, achieving elimination in a reasonable timeframe may require that $R_0$ be brought significantly below 1. Consequently, if this model or one like it were to be used to set goals for a particular UT&T campaign, it would likely be desirable to target a lower basic reproduction number. Rather than fixing realistic targets, here we merely seek to provide qualitative insights.

In Figure 3.2, we consider the effects on the basic reproduction number ($R_0$), fraction of transmissions from early infection ($\phi$), and effective treatment rate required to achieve elimination ($\tau_E$) of the same parameters examined in Figure 3.1, the relative transmissibility during early infection ($\zeta$) and the re-selection rate ($\omega$). In this case, however, instead of fixing the total transmission potential over the course of infection, we fix the endemic prevalence, at 0.2. We vary the total transmission potential (by varying $\beta_1$ and $\beta_2$, proportionally) in order to achieve this fixed endemic prevalence. This provides the common perspective in risk factor and prevention effects for HIV infection, where the prevalence is known, but what is determining that prevalence is unknown.

An important aspect of these relationships is that both factors have strong effects on the effective treatment rate required to achieve elimination as shown in panel (a)
Figure 3.2: Heatmaps plotting (a) the effective treatment rate required to achieve elimination ($\tau_E$), (b) the basic reproduction number ($R_0$), and (c) the fraction of transmissions from early HIV infection ($\phi$) against the relative transmissibility during early HIV infection ($\zeta$) and re-selection rate ($\omega$). The other parameters used are summarized in Table A.1. Each panel has a scale that runs from the lowest to the highest value observed in that panel.
of Figure 3.2. Increasing the re-selection rate from 0.1 per year (relatively static risk groups) to 10.0 per year (strongly episodic risk) while holding the relative transmissibility during early infection constant at 9 results in a reduction of the required effective treatment rate from 1.47 to 0.101. This is over a 14-fold difference, without any change in the biological parameters, nor in any behavioral parameters that could be readily measured cross-sectionally. Likewise, reducing the relative transmissibility during early infection from 9 to 1 (while holding the re-selection rate constant at 0.1) results in a reduction of the necessary effective treatment rate to 0.442 – over a three-fold difference.

To understand what is generating these effects, it is useful to understand how the effective treatment rate required to achieve elimination ($\tau_E$) is affected by changes in the basic reproduction number ($R_0$, shown as the outcome in panel (b) of Figure 3.2) and the fraction of transmissions from early infection ($\phi$, shown as the outcome in panel (c) of Figure 3.2). As can be seen in Figure 3.2, the effect on $\tau_E$ of the parameters $\omega$ (the re-selection rate) and $\zeta$ (the relative transmissibility during EHI) is essentially a combination of their effects on $R_0$ and $\phi$. This combination of effects is attributable to the fact that, as mentioned in the introduction, $R_0$ and $\phi$ each represent a different aspect of difficulty in eliminating transmissions through UT&T: The higher $R_0$ is, the larger the fraction of transmissions that must be prevented, and the higher $\phi$ is, the less effective UT&T is at preventing transmissions. A more detailed consideration of how $R_0$ and $\phi$ affect $\tau_E$ can be found in Section A.5.1.

In panel (c) of Figure 3.2, we can see that the fraction of transmissions from EHI ($\phi$) is, unsurprisingly, strongly positively dependent on the relative transmissibility during EHI ($\zeta$). What is more striking is the strong, but non-monotonic, dependence on the rate of risk-group re-selection ($\omega$), peaking when $\omega < 1$/year. The explanation
for this phenomenon is that the fraction of transmissions from EHI is maximized when the difference in average contact rates between EHI and chronic infection is maximized, and this happens at a moderate re-selection rate: At very low re-selection rates, there is little difference, because the vast majority of infected individuals still have the same contact rate as when they were infected, regardless of their stage of infection. At very high re-selection rates, there is again little difference, because the vast majority of infected individuals have had their contact rate re-selected since they were infected, again, regardless of their stage of infection. It is only at intermediate re-selection rates that individuals in chronic infection are substantially more likely to have had their contact rates re-selected since being infected than individuals in EHI. Further details are included in Section A.5.2.

3.3.5 Endemic prevalence as a function of $R_0$

In order to illustrate the importance of various aspects of the model in determining the basic reproduction number $R_0$, we plotted curves relating $R_0$ to the endemic prevalence ($P$) for several related models. We derived a maximal model (parameter set given in Table A.1) from our primary model by adding assortative mixing ($m = 0.5$), in which individuals in a particular risk group are more likely to form contacts with other individuals in that risk group [66, 88], to our primary model. We derived static risk heterogeneity sub-models from both the maximal model and our primary model by setting the re-selection rate ($\omega$) to 0. We further derived a behavioral homogeneity model by setting the ratio of the contact rates of the two risk groups ($r_{HL}$) to 1. Further details are included in Section A.4.5. The results are shown in Figure 3.3.

It is particularly instructive to consider what effect transitioning between these submodels has when the prevalence is fixed, as it is in Figures 3.2 and 3.4. Because
Figure 3.3: Curves showing the prevalence as a function of $R_0$ when all parameters except the overall transmissibility are held constant. The curves shown are for the full (maximal) model (episodic risk, with assortative mixing ($m = 0.5$) (EA)), and several reduced models: Episodic risk, with proportional mixing (EP, the primary model in this chapter); Static risk heterogeneity, with assortative mixing ($m = 0.5$) (SA); Static risk heterogeneity, with proportional mixing (SP), and Behavioral Homogeneity (BH). The formulation of these reduced models is discussed in more detail in Section A.4.5. The dashed black line indicates a constant prevalence of 0.2, illustrating the drastically different values of $R_0$ that are possible when the prevalence is fixed.
Table 3.1: Symbols representing (sub)populations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>Total population of lower risk individuals</td>
</tr>
<tr>
<td>( S_L )</td>
<td>Susceptible, lower risk</td>
</tr>
<tr>
<td>( A_{L,U} )</td>
<td>Early-infected, lower risk, untreated</td>
</tr>
<tr>
<td>( A_{L,T} )</td>
<td>Early-infected, lower risk, treated</td>
</tr>
<tr>
<td>( C_{L,U} )</td>
<td>Chronically infected, lower risk, untreated</td>
</tr>
<tr>
<td>( C_{L,T} )</td>
<td>Chronically infected, lower risk, treated</td>
</tr>
<tr>
<td>H</td>
<td>Total population of higher risk individuals</td>
</tr>
<tr>
<td>( S_H )</td>
<td>Susceptible, higher risk</td>
</tr>
<tr>
<td>( A_{H,U} )</td>
<td>Early-infected, higher risk, untreated</td>
</tr>
<tr>
<td>( A_{H,T} )</td>
<td>Early-infected, higher risk, treated</td>
</tr>
<tr>
<td>( C_{H,U} )</td>
<td>Chronically infected, higher risk, untreated</td>
</tr>
<tr>
<td>( C_{H,T} )</td>
<td>Chronically infected, higher risk, treated</td>
</tr>
</tbody>
</table>

Figure 3.3 depicts prevalence as a function of \( R_0 \), this amounts to selecting a horizontal line (such as the black dashed line, indicating a prevalence of 0.2), and examining how transitioning between curves changes the value of \( R_0 \) at which the curve intersects that horizontal line. By doing so, we can see how drastically an estimated \( R_0 \) can vary at a single prevalence, depending on the model used to estimate it. Failing to account for risk heterogeneity at all, or for assortative mixing, can result in a drastic underestimate of \( R_0 \), while failing to account for episodic risk can result in a drastic overestimate. Such an error can easily result in incorrect inferences about the feasibility of achieving control or elimination with a given intervention.

Consistent with the discussion in Section 3.3.3, static risk heterogeneity dramatically increases \( R_0 \) at a given prevalence, but this increase is reduced (though not eliminated) when episodic risk is introduced. Assortative mixing increases the basic reproduction number at a given prevalence for both static risk heterogeneity and episodic risk, by causing the most frequently transmitting infected individuals (those in the higher risk group) to transmit preferentially to higher risk susceptibles.

It has previously been observed that static risk heterogeneity and assortative mixing both decrease prevalence at a given \( R_0 \)[6, 53]. To this we now add that episodic
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Value(s)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi$</td>
<td>1/year</td>
<td>20</td>
<td>Average contact rate</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1/year</td>
<td>1</td>
<td>Rate of transition from EHI to chronic infection</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1/year</td>
<td>1/8.5</td>
<td>Rate of AIDS-related death or departure from the sexually active population during chronic infection, if untreated. Chosen to give a mean total duration of infection of 9.45 years[13].</td>
</tr>
<tr>
<td>$\gamma_{2T}$</td>
<td>1/year</td>
<td>0</td>
<td>Rate of AIDS-related death or departure from the sexually active population during chronic infection, if treated. Does not actually affect any results presented in this chapter.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1/year</td>
<td>1/40.28</td>
<td>Rate of death or departure from the sexually active population unrelated to HIV infection; because the population size is normed to be 1 at the disease-free equilibrium, this is also the absolute rate of entry into the sexually active population. From Supplementary Text S3 of a paper by Volz et al.[128].</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1/year</td>
<td>Variable</td>
<td>Effective treatment rate</td>
</tr>
<tr>
<td>$r_{HL}$</td>
<td>-</td>
<td>Variable</td>
<td>Contact rate ratio between higher risk and lower risk individuals</td>
</tr>
<tr>
<td>$f_H$</td>
<td>-</td>
<td>Variable</td>
<td>Fraction of the population that is at higher risk at the disease-free equilibrium.</td>
</tr>
<tr>
<td>$f_L$</td>
<td>-</td>
<td>1 − $f_H$</td>
<td>Fraction of the population that is at lower risk at the disease-free equilibrium.</td>
</tr>
<tr>
<td>$\chi_L$</td>
<td>1/year</td>
<td>$\frac{\chi}{1 + (r_{HL} - 1)f_H}$</td>
<td>Contact rate for lower risk individuals</td>
</tr>
<tr>
<td>$\chi_H$</td>
<td>1/year</td>
<td>$r_{HL}\chi_L$</td>
<td>Contact rate for higher risk individuals</td>
</tr>
<tr>
<td>$m$</td>
<td>-</td>
<td>Variable (0–1)</td>
<td>Fraction of an individual’s contacts that are reserved for members of the same risk group. Throughout this chapter, it is 0 unless stated otherwise.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1/year</td>
<td>Variable (0.01–10.00)</td>
<td>Rate at which we randomly re-select which risk group an individual is in (re-selection rate)</td>
</tr>
<tr>
<td>$\omega_H$</td>
<td>1/year</td>
<td>$f_L\omega$</td>
<td>Rate at which higher risk individuals transition to the lower risk group</td>
</tr>
<tr>
<td>$\omega_L$</td>
<td>1/year</td>
<td>$f_H\omega$</td>
<td>Rate at which lower risk individuals transition to the higher risk group</td>
</tr>
</tbody>
</table>

Table 3.2: Symbols representing parameters (including derived parameters), part 1: Parameters not involving or dependent on transmissibilities
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Value(s)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>-</td>
<td>Variable (1.0–9.0)</td>
<td>Relative transmissibility during EHI</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>transmissions/contact</td>
<td>$\zeta \beta_2$</td>
<td>Per-contact transmissibility during EHI</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>transmissions/contact</td>
<td>[used to fit the model to a target prevalence or basic reproduction number]</td>
<td>Per-contact transmissibility during chronic infection</td>
</tr>
<tr>
<td>$H_1$</td>
<td>transmissions</td>
<td>$\frac{\chi \beta_1}{\mu + \gamma_1 + \tau}$</td>
<td>The average number of secondary transmissions during EHI per index case, under behavioral homogeneity.</td>
</tr>
<tr>
<td>$H_2$</td>
<td>transmissions</td>
<td>$\frac{\chi \gamma_1 \beta_2}{(\mu + \gamma_1 + \tau)(\mu + \gamma_2 + \tau)}$</td>
<td>The average number of secondary transmissions during chronic infection per index case, under behavioral homogeneity.</td>
</tr>
<tr>
<td>$H$</td>
<td>transmissions</td>
<td>$H_1 + H_2$</td>
<td>The average number of secondary transmissions, under behavioral homogeneity.</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>-</td>
<td>$\frac{\mu + \gamma_1 + \tau}{\mu + \gamma_1 + \tau + \omega}$</td>
<td>The average fraction of time spent in untreated EHI that occurs prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
<tr>
<td>$\psi_2$</td>
<td>-</td>
<td>$\frac{(\mu + \gamma_1 + \tau)(\mu + \gamma_2 + \tau)}{(\mu + \gamma_1 + \tau + \omega)(\mu + \gamma_2 + \tau + \omega)}$</td>
<td>The average fraction of time spent in untreated chronic infection that occurs prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
<tr>
<td>$\psi$</td>
<td>-</td>
<td>$\frac{\psi_1 H_1 + \psi_2 H_2}{H_1 + H_2}$</td>
<td>The average fraction of secondary transmissions (under behavioral homogeneity) that occur prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
</tbody>
</table>

Table 3.3: Symbols representing parameters (including derived parameters), part 2: Parameters involving or dependent on transmissibilities
risk increases prevalence at given $R_0$, relative to static risk heterogeneity. In fact, all three of these observations reflect different manifestations of the same basic phenomenon: Provided that the dynamics of behavior and disease are independent (e.g. there is neither serosorting nor faster disease progression among certain behavioral groups), static risk heterogeneity and assortative mixing will decrease prevalence at a given $R_0$ to the extent that they cause transmissions to disproportionately occur into a subgroup that saturates with infection more rapidly than the population as a whole.

They do this by concentrating transmissions into the higher risk group, which consequently can become saturated with infection even when the prevalence in the population as a whole is still quite low. Episodic risk (partially) counteracts this effect (and thus increases prevalence at a given $R_0$) by causing a net replacement of higher risk infecteds by (formerly) lower risk susceptibles, thereby reducing the saturation of the higher risk group, and by moving infected individuals into the lower risk group, where assortative mixing will increase the fraction of their contacts that are with susceptible individuals.

3.3.6 Re-selection rate effects when the fraction of transmissions from EHI ($\phi$) is fixed

In Figure 3.4, we illustrate the dramatic effects that the re-selection rate can have on the ease of elimination, even when the fraction of transmissions from early infection is fixed. In order to obtain the results in Figure 3.4, we fixed the endemic prevalence at 0.2 and the fraction of transmissions from early infection ($\phi$) at 0.447, varying the per-contact transmission rate during chronic infection ($\beta_2$) and the relative transmissibility during EHI ($\zeta$) in order to do so. This value for $\phi$ was chosen based on the results of a recent phylodynamic analysis[128]. In this figure, changing
the re-selection rate can be seen to result in $R_0$ values that range from 1.27 to 3.28 and $\tau_E$s that range from 0.0635/year to 0.891/year.

To get a sense of the magnitude of the latter difference, let us suppose (1) that time from infection to diagnosis, time from diagnosis to linkage to care, and time from linkage to care to viral suppression are all exponentially distributed, and (2) that the effective treatment rate is the rate of (also exponentially distributed) single-step diagnosis, treatment, and viral suppression that generates a distribution of times from infection to suppression that has the same mean as the actual distribution. Using published estimates for the time from diagnosis to linkage to care (77.2% initiating
care with 3 months)\cite{124} and the time from linkage to care to suppression (median of 1.03 years for all patients)\cite{23}, we find that a $\tau_E$ of 0.0635/year corresponds to a diagnosis rate of only 0.0710/year. In contrast, a $\tau_E$ of 0.891/year would not be achievable at all with current times from linkage to care to viral suppression (median of 0.87 years even when restricted to patients with perfect retention in care)\cite{23}, even if both diagnosis and linkage to care were instantaneous, and retention in care were perfect. Details of this calculation are presented in Section A.5.3.

From these results, we can see that inferences about the feasibility of achieving control or elimination through UT&T are extremely dependent on assumptions about if and how individuals’ contact rates change over the course of their lives, even when the prevalence, fraction of transmissions from EHI, and (instantaneous) distribution of contact rates are all known.

### 3.4 Discussion

We have shown that episodic risk can have a dramatic effect on the effort required to achieve elimination through treatment, even when both the prevalence and the fraction of transmissions from early infection are fixed. Moreover, we have shown that episodic risk can have a major effect on the fraction of transmissions from early infection itself, independent of biological factors that increase transmission during EHI. We have also shown how differences in the extent to which risk heterogeneity is episodic can make the difference between a transmission system that is extremely vulnerable to universal test and treat, and one for which no level of testing and treating can ever be sufficient, by itself, to eliminate ongoing HIV transmission. Others have illustrated how transmission during early infection can affect the relationship between prevalence and the basic reproduction number, and thus alter the popula-
tion effects of early diagnosis and treatment, sometimes in unexpected ways[36, 101]. We have illustrated here how episodic risk is likely to considerably amplify those effects. Consequently, collecting more data on risk heterogeneity and episodic risk (or its continuous generalization, risk volatility[110]) is highly important in order to make the best possible decisions about how to allocate finite HIV control resources.

Our models do not attempt to reproduce real-world transmission dynamics. They dichotomize what are actually continuous phenomena: transmissibility over the course of untreated infection, contact rates, change in contact rates, and treatment success or failure. They are kept simple in order to focus on the basic concepts of how changes in contact rates over the course of individuals’ lives alter the fraction of transmissions from early infection, $R_0$, and the effectiveness of UT&T. This understanding should affect how control decisions are pursued in the face of ignorance about how individuals change their contact rates over the course of their lives. It should also affect both field studies and modeling studies designed to reduce our ignorance. The simplicity of our models, however, means that any attempt to predict the effectiveness of UT&T in a particular population based on our results is invalid in the absence of an assessment of how realistic relaxation of our simplifying assumptions affects our results. However, we have identified important qualitative phenomena which will be highly relevant even in more realistic models.

In this chapter, we have presented episodic risk abstractly, without considering its determinants. As noted in Chapter II[132], there are numerous causal phenomena that can result in periods of more frequent or riskier sexual activity than characterizes an individual’s sexually active life as a whole, such as periods of recreational drug use or alternation between a partnered state (with a low or zero rate of outside sexual contacts) and an unpartnered state (with a higher rate of casual sex). Higher rates
of sexual activity at certain ages can also produce similar phenomena, particularly when sexual activity shows assortative mixing by age, as is generally the case. Some of these effects have been captured in previous model analyses that have explored the role of EHI on transmission in populations[65, 78]. But empirical work on these factors has not progressed. We hope that our simple way of abstracting risk behavior fluctuations with our episodic risk formulation helps to show why risk fluctuations are so important. But we are not advocating that the episodic risk abstraction should be the way that histories are obtained. How risk fluctuation histories are taken should depend on what questions are easiest to comprehend and validly answer and how well the answers to those questions allow researchers to measure changes in risk behavior over the course of an individual’s life.

One consistent pattern that we have observed across various parameters that we have examined is that changes to parameters tend to make elimination through UT&T harder when they create or strengthen the phenomenon of a distinct core group that transmits heavily to itself. That this phenomenon is consistent across various ways of strengthening such a group (increasing contact rate heterogeneity, decreasing episodic risk, and increasing assortativity) suggests that it is likely to be robust to realistic relaxation of simplifying assumptions. Under these conditions, UT&T becomes less effective. These conditions, however, form a core group with persistent higher risk behavior where Pre-Exposure Prophylaxis is more practicable and effective.

One possible direction for further research is extending the various dichotomized aspects of the model to polychotomous or continuous measures. For example, dichotomized episodic risk can be replaced by continuous risk volatility[109, 110]. Another is incorporating important aspects of sexual behavior that are not included
in the present model, such as long-term monogamous or semi-monogamous partnerships, temporal changes in insertive or receptive behavior[5] or temporal changes in condom use with different types of partners.

Episodic risk behavior/risk volatility has been understudied. Two studies have found both between and within-individual volatility[107, 108]. However, due to limitations in the datasets that were available, these were based on an analysis of data from the early 1990s, and therefore may not be reflective of current behavioral dynamics.

There are three fundamental messages that we hope that other researchers will take from this chapter. First, we have presented a new methodology for calculating the basic reproduction number in the presence of episodic risk, which generalizes naturally to continuous risk volatility, and which helps in creating understanding not only of the reasons for the effects of episodic risk themselves, but also of their interactions with other behavioral or biological phenomena. We hope that this approach will be of service to other modelers. Second, we have shown how episodic risk can increase prevalence at the same time as it reduces the basic reproduction number and the difficulty of eradication. Third, we have shown how strong these effects can be. Consequently, they should be taken into account, and the necessary data gathered in order to determine their magnitude and better plan control activities using models that incorporate the strong effects we have illustrated.

3.5 Methods

Throughout this chapter, all sexual behavior is modeled as instantaneous, symmetric contacts. All sexual contacts between an infected individual and a susceptible individual are assumed to have a potential for HIV transmission that depends only
Figure 3.5: Dynamics of acquisition, progression, and treatment of infection. The meanings of symbols representing subpopulations are given in Table 3.1, and the meanings of symbols representing parameters (including derived parameters) are given in Tables 3.2 and 3.3. Note that only re-selections resulting in transition to the other risk group are shown; loops depicting re-selections that place the individual in the same risk group (and therefore same compartment) they were in prior to re-selection are not included.

on the stage and treatment status of the infected individual. Per-contact transmissibility is in general higher during EHI than during chronic infection, with the ratio between the two transmissibilities being a parameter whose effects we explore.

The flow diagram for our primary model is depicted in Figure 3.5. More details, parameter definitions and ranges, and a system of coupled differential equations are presented in Section A.4.1.

All simulations were performed and numerical results obtained using the Anaconda distribution (Continuum Analytics, version 2.1.0, 64-bit) of Python (version 3.4.1). Apart from the standard library, we made use of the NumPy (version 1.9.0) and SciPy (version 0.14.0) packages for simulation and computation, and the matplotlib (1.4.0) package for visualization and graphics production. All integration of systems of ordinary differential equations (ODEs) was done using the scipy.integrate.odeint function, with default solver and stepsize. Further details may be found in the source code. Means of obtaining that code are discussed in Appendix
B.

In general, we have three outcomes of interest: the basic reproduction number ($R_0$), the fraction of transmissions from EHI ($\phi$), and the effective treatment rate that is necessary to completely eliminate ongoing transmission ($\tau_E$). For the purposes of this chapter, we use the next-generation matrix (NGM) definition of $R_0$ developed by Diekmann et al.[25] We define $\phi$ as the fraction of transmissions from EHI made by all individuals in a generation during exponential growth (under the same assumptions used to define the next-generation matrix), and solve for it using a modification of the methods for finding $R_0$[25], discussed in Section A.4.6. Using these definitions, we obtain an algebraic equation giving $\tau_E$ in terms of $R_0$ and $\phi$ for sub-models without episodic risk. This equation is presented, along with its implications, in Section A.4.6.

Except where otherwise noted, the endemic prevalence in the absence of treatment was set to equal 0.2, and for each parameter set, a value of $\beta_2$ that generated that endemic prevalence was obtained numerically. All of the software listed above is free to use. Directions for obtaining a copy of the source code are included in Appendix B.
CHAPTER IV

Dynamics Affecting the Risk of Silent Circulation when Oral Polio Vaccination is Stopped

4.1 Chapter preface

In this chapter and Chapter V (originally the main text and supplementary material of a paper, respectively[77]), I present and analyze a deterministic model of poliovirus transmission designed to highlight the role of ongoing waning in the potential for poliovirus transmission systems to generate sustained silent circulation. This model includes strain-specific characteristics, variable speed and depth of waning, and different histories of eradication efforts. Using this model, I show that uncertainty about waning dynamics translates to uncertainty about the potential for silent circulation lasting longer than the 3 year criterion used by the GPEI to certify elimination of circulating poliovirus from a country, creating a risk that elimination will be certified in error, with potentially disastrous consequences. I then present recommendations for future research designed to mitigate this risk.

4.2 Introduction

The final stages of polio eradication are approaching. The eradication campaign began in 1988 and has lasted almost 30 years. During that time, it encountered and overcame many foreseen and unforeseen challenges. During the first couple decades
of the eradication program, detecting paralytic cases through acute flaccid paralysis surveillance (AFPS)\cite{51, 60} was sufficient to direct vaccination efforts to where they were most needed. Paralytic poliomyelitis cases occur almost exclusively after first infections. Transmissions between people who have been either previously infected or successfully vaccinated are silent in the sense that they are unlikely to be detected by AFPS. Such transmission events have not to date been an obstacle to eliminating polio from most of the world. However, the few countries where elimination has yet to be achieved are unique in their conditions of high transmissibility and long periods of inadequate vaccination. These conditions could alter how long silent circulation (SC) can be sustained. SC begins with the last AFPS case detected and ends either with a new AFPS case detection or complete eradication of all infections.

Using a transmission model, we develop theory that relates SC duration to waning immunity dynamics, transmissibility of both oral polio vaccine (OPV) and wild polio virus (WPV), and vaccination rates over time. We clarify how and why these factors may extend SC beyond the current three year criteria used to define when a country is considered polio-free. The new insights we generate contribute to a theoretical framework that can help guide decisions regarding what data should be used to decide when to stop OPV use and what actions will minimize SC when OPV use is stopped.

The potential for prolonged SC is currently an issue because the final polio eradication plan requires cessation of all oral polio vaccine (OPV) use\cite{64}. The need to cease OPV use arises because the vaccine strain can cause paralysis and can be transmitted and evolve to cause paralysis and to transmit as readily as wild polio viruses (WPV) \cite{20, 41}. OPV cessation must be coordinated worldwide because of the risks that introduction of OPV from an area using it to an area not using it will
lead to sustained OPV transmission and evolution into circulating vaccine derived polio viruses (cVDPV) that can cause epidemic polio is great\cite{42, 64, 90}. Inactivated polio vaccine (IPV) will replace OPV. But IPV does not stimulate immunity against infection and transmission in children who have never experienced an OPV or WPV infection\cite{92, 94}. Thus, after OPV cessation children vaccinated only with IPV will rapidly accumulate and amplify any transmission that exists\cite{42}. If sufficient OPV is available, the setback to eradication from undetected SC after OPV cessation may be manageable even though localized reinstitution of OPV vaccination runs a high risk of generating circulating vaccine derived epidemics\cite{42}. But the intention is to eradicate all strains of OPV because if released they could evolve into as much of a problem as WPV\cite{91, 103}. That means destroying all OPV vaccine reserves. If SC persisted up to the point when OPV was destroyed, control potential would revert to where it was before Sabin developed OPV.

Action is therefore required to insure the chances of prolonged SC are minimal. Two different surveillance systems are being used to this end. AFPS has been highly developed during eradication and is the major surveillance system that has helped eradication efforts reduce transmission to only three countries\cite{51, 60}. All cases of acute flaccid paralysis under age 15 are cultured for polio virus. Globally AFPS has been designed to cover every population anywhere in the world with risks of polio transmission. In crucial populations, not only AFP cases are cultured, but their contacts are cultured as well. A newer system, environmental surveillance (ES), involves collecting samples from sewage systems or other feces contaminated black waters and identifying and sequencing polioviruses \cite{4, 10, 62}. It indicates the presence of virus in a population but does not identify source cases. It is not being designed as a comprehensive system covering all populations. A relevant question addressed in
this chapter is where ES should be established to best detect SC. Answering that question requires an understanding of what generates SC that this chapter provides. SC has two major potential causes. The cause on which the eradication effort has focused to date is inadequate AFPS. We focus in this chapter on elucidating a second potential cause of SC. It is waning immunity that increases the potential for individuals with either OPV or WPV induced immunity to become reinfected and transmit infection.

To pursue a better understanding of SC causes, we pursue a better theoretical framework for assessing the effects of waning immunity on SC. To this end we analyzed a simple model as a first step in inference robustness assessment[75]. We simplified the polio model we developed to examine success and failures of the polio eradication effort in the context of waning immunity and OPV transmissibility[86]. Model simplifications allowed us to see clearly the contributions of different groups and different parameters to the effective reproduction number. The theoretical framework this allowed us to develop has the potential to extract considerable information about waning from combined AFPS and ES data gathered during recent years. We do not have access to that data. But we hope that the understanding that we generate here will increase the capacities for risk assessment by those who do.

The major data used in modeling efforts to date are AFPS and vaccination coverage data. But we uncover an identifiability problem of AFPS data for predicting SC if there is waning immunity. We do this by illustrating how models that do and models that do not generate SC can be fitted to the same AFPS data. Immunity against paralytic polio is thought not to wane. But immunity against transmission clearly does[1, 52, 67]. A recent analysis of more direct data on waning of immunity has succeeded in developing a new theoretical framework for modeling waning
immunity[42]. Waning formulations in that paper are realistic and supported by data. But our simpler approach elucidates issues that all more realistic models must address but are hard to see in them. Our analysis seeks to uncover how and why the following interact to affect SC risks: (1) waning immunity patterns, (2) high transmission potential, and (3) delays in getting vaccination to levels needed to reduce cases to very low levels. We also seek to develop theory to predict how vaccine transmissibility and infection to paralysis ratios (IPR) affect SC. Additionally, we explore how vaccination of age groups with waned immunity before stopping OPV could help insure eradication given different waning patterns.

4.3 Methods

4.3.1 Infection transmission model

Our transmission model is illustrated by the flow diagram in Figure 4.1. It distinguishes first infections from subsequent reinfections and WPV infections from OPV infections. Waning in the model occurs in a one-step transition from recovered state R to a partially susceptible state P. Recovery from all infections leads to a single immune state R. That means immunity from WPV or OPV infections is identical, as is immunity resulting from a first infection or a subsequent infection.

4.3.2 Simplifying model assumptions

Our model analyzes only one polio serotype at a time. It uses parameters such as the fraction of first infections that result in paralytic poliomyelitis and the relative transmissibility of OPV compared to WPV, that have been used by others[31] to characterize the three serotypes of polio. It assumes homogeneous mixing and homogeneous contact rates across all compartments with paralytic cases transmitting identically to non-paralytic first infection cases. It assumes that death rates are
constant, not affected by age, and are equal to birth rates. The differential equation model form used essentially assumes a continuous population rather than discrete individuals. It also assumes everyone in the population has an equal rate of contacting everyone else. Model equations and parameters are presented in Chapter V.

The model does not directly distinguish paralytic infections from silent infections. But our analyses of model output use the first infections to paralysis ratio (IPR). When the cumulative number of first infections in the past year becomes less than the IPR, the time of the last paralytic polio case is declared. A new count of first infections then begins and goes on without time limit. When that total count exceeds the IPR, a time of reappearance or recurrence of polio cases is declared. We assume that reinfections do not cause paralytic poliomyelitis.

Eradication is said to occur in our model when the prevalence of infection falls below 1 in a population of one million. We explored a variety of definitions that counted different entities such as numbers of first and repeat infections weighted by

Figure 4.1: The seven compartments in our one step waning model and its flows not related to age or death are illustrated. The one waning step is from R to P. The speed of that flow is the speed of waning. The depth of waning is determined by the degree of susceptibility in the P compartment and the duration and contagiousness of the WPV or OPV infections that flow out of P. Although we distinguish between different age groups in all seven compartments (in order to allow for realistic aging), we only show here the distinctions that are relevant to infection processes, namely between (fully or partially) susceptible individuals who are or are not in the age group targeted by vaccination efforts.
their overall transmission potential. We found that none of these affected the basic conclusions of this chapter.

Different duration and contagiousness of infection are assigned to wild polio virus (WPV) and oral polio vaccine virus (OPV) infections. We assume that OPV infections have the same duration and contagiousness whether they arose from direct vaccination or transmission from someone with an OPV infection. To further reduce parameters, we assume that ratios affecting relationships between first and reinfections are the same for OPV and WPV infections and that the ratios affecting duration and contagiousness of OPV compared to WPV infections are the same for first infections and reinfections.

4.3.3 Age structure

To examine vaccination effects, we add age to the model because vaccination is only given to children less than 5 years old. Instead of making chronological time and aging time move across the same small time steps, we reduce the computations needed for model analysis by moving age progression across larger steps (1.5 months) than chronological time and keeping track of age only until age 5. We confirmed that this does not cause inappropriate leakage of susceptibles out of the vaccine ages to older ages.

4.3.4 Modeling vaccination patterns over time

Patterns of vaccination vary greatly in the real world and extensive modeling work has demonstrated how important capturing the past pattern of vaccinations accurately is to making valid predictions of current and future risks that arise from inadequate vaccination programs in the past[28, 30, 31, 32, 33, 34, 35, 98, 116, 117, 118, 119, 120, 121, 122, 123]. But we want to show why these models will not
adequately capture the risk of prolonged SC. So, we use a generic vaccination pattern that can do that. Vaccination patterns over time were simplified by assuming all children were vaccinated at the same rate at any moment in time. Rather than fitting vaccination patterns to any one country, we characterized a general pattern found in the places where polio held on the longest. That pattern involved periods of more intense vaccination that knocked down transmission followed by less intensification of efforts or even diminution of efforts after initial success. This is followed by boosted vaccination levels that finally eliminate polio cases. The characteristic of the real world that our model of vaccination patterns sought to capture was variability in the time that WPV transmission was knocked down without being knocked out before a final boost in vaccination levels leads to elimination of polio cases. We used a linear increase in vaccination during the delay time before the final boost. When there is a delay, we begin at zero and linearly ramp up vaccinations across the delay interval to a level that achieves a first infection prevalence of 300 at the end of the ramp. That vaccination level varies by the length of vaccine ramp-up, the type of waning, and the relative transmissibility of the vaccine. It is determined by fitting the vaccination level to the prevalence level at the end of the vaccination ramp up. Using this tactic allows us to vary the time that vaccination knocks transmission down without knocking it out while keeping conditions at the time of a boost in vaccination constant. Examples of vaccination patterns are found in Figures 4.5, 4.6, and 4.7. For model settings where there is no delay, the rate of vaccination is constant at its final level from the onset of vaccination.

4.3.5 Waning model rationale and description

Given the complexity of immune control of infection, waning immunity potentially has many dimensions. We choose to reduce this complexity to a single flow
from the recovered stage (R) to the partially susceptible stage (P). Two parameters
determine the waning process: the waning rate, and the waning depth or the frac-
tion of transmission potential (basic reproduction number) that a population of all
individuals in the P state would have compared to a population of individuals all
in S. The waning depth has three components that we set to equal values. These
are the relative susceptibility of individuals in the P compartment with respect to
those in the S compartment, the relative contagiousness per unit time of reinfec-
tions with respect to first infections, and the relative duration of reinfections with
respect to first infections. Because transmissibility is the product of contagiousness
and duration, transmissibility wanes more than susceptibility. The waning depth is
the product of three terms: the fraction of waning in susceptibility, the fraction of
waning of contagiousness, and the fraction of waning of duration.

To demonstrate the effect of different waning patterns, we chose three illustrative
values of the waning rate. We then found three corresponding values for the waning
depth which, in the absence of vaccination, generate the same exponential distribu-
tion of ages of infection in each pair of waning rate and depth parameters. We used
pair values that give a slow-deep waning pattern, a fast-shallow waning pattern and
an intermediate waning pattern as illustrated in Figure 4.2 and specified in Table
4.1. Note that the quantity shown in Figure 4.2 is the product of four elements (1)
the fraction of the population that would be in P state if everyone started in the R
state and never experienced any subsequent infection, (2) the susceptibility of some-
one in the P state divided by that of someone in the S state, (3) the contagiousness
of someone in the P state who gets infected divided by that of someone who got
infected from the S state, and (4) the duration of infection for infections from the P
state divided by duration of infections from the S state. All four of these elements
determine effective reproduction numbers as shown in Chapter V. In Section 5.3, we analyze at equilibrium how model parameters affect the ratio between transmissions from first infections and reinfections.

The average age of infection in our model is determined jointly by the basic reproduction number and by waning parameters since the first generates a force of infection from first infections and the later generates a force of infection from reinfections. We examined two different average ages of infection at equilibrium before vaccination was begun: Five years for lower transmission and 3.333 years for higher transmission. The age distribution at time of first infection for all of our high transmission settings result in an $R_0$ estimate of 15 using the methods of Fine and Carneiro[43]; our low transmission settings would likewise all result in an $R_0$ estimate of 10. These two values represent high and low values for “poor developing countries” in [43] Figure 1. The basic $R_0$ in Table 4.1 is the number of infections that a single first time infected individual would generate if all other individuals in the population were in the completely susceptible S state. How we set parameter values is in the legend of Table 4.1. That the values in Table 4.1 generate dramatically less waning than the model by the Institute for Disease Modeling[12, 130] is illustrated in Figure 5.7.

Our primary outcome variables of interest are duration of silent circulation and outcome of silent circulation. Silent circulation duration is defined in the model output from the time that cumulative incidence of first infections over the past year falls below the first infection to paralysis ratio (IPR) until either the cumulative incidence of first infection rises once again above the IPR (recurrence) or the prevalence falls below an average of one individual in the population (eradication). Stable eradication at a given level of vaccination occurs when the equilibrium effective reproduction
### Table 4.1: Transmission, vaccination, and waning parameters.
This analysis is performed using type 3 polio parameters for the paralysis to infection ratio of 1000 and the relative transmissibility of OPV to WPV of 0.37. The first three columns of numbers are set parameter values with the caveat that the waning depths for B–D were selected to give approximately the same $R_0$ values. Then those three values were used for waning depths F–H. The basic reproduction number is set to the value found to give the desired average age at first infection at equilibrium before vaccination is begun. The effective contact rates at these settings are indicated in the last column. The vaccination rates are those that give a prevalence of first infections of 300 per million at the end of the ramp up period and are found separately for each of the eight settings given the values in the first four columns.

<table>
<thead>
<tr>
<th>Waning scenarios in Figure 4.2</th>
<th>Panel</th>
<th>Avg. age 1st Inf no vaccine</th>
<th>Waning rate</th>
<th>Waning depth</th>
<th>Basic $R_0$</th>
<th>Vaccine rate at end of 20 yr ramp up</th>
<th>Effective contact rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No waning higher transmission</td>
<td>A</td>
<td>3.33</td>
<td>0</td>
<td>–</td>
<td>15</td>
<td>0.25</td>
<td>195.3</td>
</tr>
<tr>
<td>Fast shallow higher transmission</td>
<td>B</td>
<td>3.33</td>
<td>0.2</td>
<td>0.073</td>
<td>9.3</td>
<td>0.33</td>
<td>121.5</td>
</tr>
<tr>
<td>Intermediate higher transmission</td>
<td>C</td>
<td>3.33</td>
<td>0.04</td>
<td>0.26</td>
<td>9.3</td>
<td>0.42</td>
<td>121.5</td>
</tr>
<tr>
<td>Slow deep higher transmission</td>
<td>D</td>
<td>3.33</td>
<td>0.02</td>
<td>0.6</td>
<td>9.3</td>
<td>0.45</td>
<td>121.5</td>
</tr>
<tr>
<td>No waning lower transmission</td>
<td>E</td>
<td>5</td>
<td>0</td>
<td>–</td>
<td>10</td>
<td>0.20</td>
<td>130.2</td>
</tr>
<tr>
<td>Fast shallow lower transmission</td>
<td>F</td>
<td>5</td>
<td>0.2</td>
<td>0.073</td>
<td>6.9</td>
<td>0.25</td>
<td>89.8</td>
</tr>
<tr>
<td>Intermediate lower transmission</td>
<td>G</td>
<td>5</td>
<td>0.04</td>
<td>0.26</td>
<td>6.5</td>
<td>0.31</td>
<td>83.4</td>
</tr>
<tr>
<td>Slow deep lower transmission</td>
<td>H</td>
<td>5</td>
<td>0.02</td>
<td>0.6</td>
<td>6.4</td>
<td>0.35</td>
<td>83.3</td>
</tr>
</tbody>
</table>
Figure 4.2: Population extent of waning for the different waning scenarios as defined by waning depth affecting susceptibility times waning depth affecting duration, times waning depth affecting contagiousness under the assumption that all three effects have the same waning depth parameters. Waning rate and depth parameters used are from Table 4.1.
number from both first infections and reinfections is below one. The reproduction number may continue to rise for many years after the last polio case when there is slow or intermediate waning. Stability, therefore, is determined by running models for a long time. Given stable eradication, reintroduction of infection from the outside after local transmission has ceased will never result in an epidemic. With unstable eradication, however, individuals with waned immunity in the P state from Figure 4.1 will eventually put the effective reproduction number above one. True global eradication that eliminates all virus in people and laboratories would be practically stable but could be mathematically unstable.

4.3.6 Model equations and numerical solutions

The model equations are presented in Chapter V. The code used to implement those equations in Berkeley Madonna (Oster and Macey, 2015) can be obtained by the means discussed in Appendix B.

4.3.7 Model analysis

The model is analyzed both mathematically and numerically. Numerically the model is run to WPV equilibrium before introducing OPV vaccination. Numerical analyses were checked to see that they were not affected by the numerical integration algorithms used or the time steps employed. Mathematical analysis is presented in Chapter V.

4.4 Results

4.4.1 Model generated patterns of drop in first infection prevalence

Figure 4.3 shows the pattern of decreasing incidence of first infections during a 20 year ramp up delay of vaccination for parameters in Table 4.1. Given the infection to paralysis ratio of 1000 used in this analysis and the prevalence of first infections
Figure 4.3: First infection incidence as a function of waning scenario across a 20 year delay period during which first infection prevalence is reduced to 300 per million for the higher level of transmission. Settings used are those for a type 3 virus and settings A–D from Table 4.1.

of 300 at the end of the ramp up, 3–4 polio cases per year in our population of one million would be expected at the end of the ramp up.

The procedure for setting parameters outlined in the legend of Table 4.1 was chosen to make the force of infection identical at both the endemic equilibrium and at the end of the ramp up, for all waning scenarios. By doing this, we demonstrate that the pattern of polio cases over time in a population cannot be used to determine the waning pattern in that population. That inference is important because in Section 4.4.2 we will show that waning patterns with similar effects on the population level of infection before vaccination is begun have very different effects on silent circulation duration after the last polio case. Note that there is a tradeoff between settings
for waning parameters and Basic \( R_0 \) (or the contact rate used to set that) and that we chose values for the set waning rates and depths that kept the average age at first infection constant for the higher transmission settings given that there was any waning at all. That multi-parameter tradeoff makes the lack of identifiability illustrated in Figure 4.3 even greater. The way we present Figure 4.3 emphasizes the role of effective vaccination rates as a single factor affecting identifiability. If effective contact rates, average age of first infection in the pre-vaccine era, and infection to paralysis parameters were known, adding information about effective vaccination levels might theoretically help determine waning patterns. From Table 4.1 we see there is some increase in vaccination level needed to get to our fixed prevalence of first infections as we progress through fast-shallow to slow deep waning scenarios. Data and modeling of vaccination rates has greatly increased in recent years[98]. But given the difficulties in determining what the effective levels of vaccination have been in populations over longer times, the waning patterns will not be identifiable from standard polio program data.

4.4.2 Silent circulation patterns

SC begins in our model when vaccination brings down cumulative incidence of first infections over the past year to less than the first infection to paralysis ratio. That point is a likely time when the last polio case might be detected. SC ends with either mathematically stable eradication, mathematically unstable eradication, or recurrence of polio cases. We declare eradication when the prevalence of infection goes below one. If the cumulative incidence of first infections since the last polio case rises above the IPR before the prevalence goes below one, then we declare a recurrence of polio cases.

Figure 4.4 presents SC duration by the final stable rate of effective vaccination
of children under age 5. This is lower than the actual vaccination rate. It is the rate at which vaccine infection occurred and stimulated immunity in completely susceptible children. Two patterns of vaccination are presented. In the first there is no delay in vaccination reaching its final levels. In the second there is a 20-year delay during which vaccination is linearly ramped up to a level that generates a first infection prevalence of 300 per million total population. The prevalence paths taken to this value are indicated in Figure 4.3. Parameters used are indicated in Table 4.1. Whether the SC ended with a recurrent polio case, unstable eradication where a new introduction could lead to a new outbreak, or stable eradication where outbreaks would be small is indicated by color for different vaccination levels. The no delay curves always occur at lower vaccination levels than the 20-year delay curves.

To help understand where the points in Figure 4.4 come from, let us look at Figures 4.5–4.7. Then we will return to discuss what the patterns in Figure 4.4 indicate. Rather than presenting levels of infection, Figures 4.5–4.7 present the contributions of first infections and reinfections in the populations under or over age five to the total effective reproduction number. We made our model simple enough so that the contributions of each group of infections sum to the total effective reproduction number. So let us first explain those contributions.

Figure 4.4 reveals 3 effects as waning progresses from no waning to slow deep waning across panels A–D and E–H. As waning becomes slower and deeper while keeping the effects of waning on age at first infection constant before vaccination begins, (1) it takes higher final vaccination rates for eradication to be achieved. (2) The vaccination rates required for eradication increase between situations where final vaccination rates are instantly achieved or have a 20-year delay. (3) The breadth of vaccination levels that result in prolonged silent circulation increases.
Figure 4.4: Patterns of duration of silent circulation as a function of final total vaccination rates in less than five year olds by waning immunity scenarios: (A and E) no waning, (B and F) fast shallow waning; (C and G) intermediate waning; and (D and H) slow deep waning. (A–D) have an average age of first infection of 3.33 years while E–H have an average age of 5. All panels have type 3 settings (IPR = 1000, OPV/WPV transmission ratio = 0.25). Type of silent circulation (stable, unstable, and recurrent) is indicated by color. Horizontal dashed line illustrates 3-year silent circulation. Parameter values used are shown in Table 4.1. The points on these curves where the dynamics are illustrated in subsequent figures are indicated by figure number and panel letter of Figures 4.5–4.7.
Figure 4.5: The dynamics of the effective reproduction number and its components as vaccination levels are increased. Intermediate waning, the higher level of transmission, a 20-year delay and serotype 3 settings were used. The position of each panel in Figure 4.4 curves are indicated in Figure 4.4. The final vaccination levels for panels are A = 0.32 effective vaccinations per year, B = 0.34, C = 0.38, D = 0.8, E = 0.9, F = 1.0. The black vaccination level lines ramping up to 20 years and then jumping to the final vaccination level use the same left hand scale as the effective reproduction numbers. The blue shaded area is the contribution to the effective reproduction number from first infections in the five and older age group, the green is first infections from the under 5, the yellow is reinfections in the five and older, and the red (barely visible below the yellow) is from reinfections in under age five. The dark blue line summing all shaded areas is the effective reproduction number. The red dotted line is the transmission threshold. The time of eradication, last polio case, and a recurrent polio case have increasingly darker gray shading.
Figure 4.6: The dynamics of the effective reproduction number and its components with and without a delay in reaching final vaccination levels. Intermediate waning, the higher level of transmission, and serotype 3 settings were used. The positions of each panel on silent circulation duration curves are indicated in Figure 4.4. The shading and lines have the same meaning as Figure 4.5.

Figure 4.7: Changing dynamics of the elements of the total effective reproduction number across different waning scenarios explain the effects of those waning scenarios when final total vaccination levels are kept constant. Higher transmission parameters along with IPR and OPV/WPV transmissibility characteristic of type 3 were used.
These differences are greater when transmissibility is at the upper end of the plausible range for higher transmission countries (A–D) than when it is at the lower end of that range (E–H). The differences between no waning and fast shallow waning are small. In these scenarios, there is no meaningful ongoing waning after 5 years, so that there is no ongoing accumulation of people susceptible to reinfection after 5 years. As seen in Figure 4.2, there is such an ongoing accumulation of partially susceptibles with intermediate waning, and there is twice as much accumulation with slow-deep waning.

4.4.3 Effective reproduction number analyses to explain silent circulation (SC) patterns

The total effective reproduction number for our model is the sum of the effective reproduction number for first infections plus the effective reproduction number for reinfections in each of the age groups. The mathematical logic supporting this is shown in Section 5.2.

\[ R_{EffTot} = R_{EffFirst<5} + R_{EffSubsequent<5} + R_{EffFirst\geq5} + R_{EffSubsequent\geq5} \]

When \( R_{EffTot} \) is less than one, infection levels will be falling. When it is greater than one, they will be rising. The dynamic pattern of these four components helps determine whether a given vaccination level will result in stable eradication, unstable eradication, or a recurrent case of polio. How far vaccination drives the total effective reproduction number below one and how long it stays there determines how far infection levels will drop. The effective reproduction number when vaccination is first begun always starts out at the value of one in all the dynamics panels in Figures 5–7 because we start vaccination only when the system is at equilibrium.
4.4.4 Temporal dynamics leading to the summary points in Figure 4.4

Figures 4.5–4.7 color the four contributions to \( R_{\text{EffTot}} \). Green is the contribution from first infections in the under-five age group. Blue is first infections in the over-five group. Yellow is the reinfections in the over-five age group. Red is reinfections in the under-five age group. The contributions of this latter group are so small that they are not readily perceptible in the figures. The time when the last case is seen is indicated by the earliest vertical line. The time after that when a recurrent case is detected (when the sum of new first infections since the last case exceeds the IPR) is indicated by a darker vertical line. The time when eradication occurs (the sum of first infection in the past year becomes less than the IPR) is indicated by a lighter vertical line. The temporal patterns of vaccination levels are indicated on these figures using the same scale as the effective reproduction number.

We do not stop all transmission in these figures when the number of total infections, including first infections and reinfections, goes below one and we declare eradication. Of course, once there is eradication, in the absence of reintroductions the effective reproduction goes to zero because there are no infections. But for didactic reasons we follow dynamics beyond this point by allowing a fraction of an individual to continue transmitting. This helps us see whether eradication is stable or unstable. If the effective reproduction number ever goes back above one after eradication, the eradication is unstable and introduction of a new case could set off a large epidemic.

Note that in Figure 4.5 before and during the 20 year ramp up, all panels are identical within the two waning scenarios examined (A–C no waning and D–F intermediate waning). During the 20 years of vaccination ramp up, the total effective reproduction number dips only slightly below one. But it dips enough down to drive
the endemic prevalence of first infections to 300. For the no waning scenario in panels A–C of Figure 4.5 there are only first infection events so the above equation has only two elements rather than four because with no waning, there are no reinfections. During the ramp up delay, vaccination reduces the contribution of first infections in the under-five age group. But that drop is compensated for by more children being susceptible at their fifth birthday so that the greater than five-year-old susceptible group contributes more to the effective reproduction number. When there is no waning, it takes only a small boost in vaccination levels to lower the effective reproduction number to where cases are no longer detected (Panel A). A very slight increase in the final vaccination level can extend the SC interval between the last case and the time when a recurrent case is detected (Panel B). Then a further small increase (Panel C) gets the effective reproduction number continuously below one so that eradication is stable and only small outbreaks would occur if there were a new introduction.

Panels D–F show a similar pattern of the total effective reproduction number staying near one during the ramp up for intermediate waning. But given waning, the forces driving $R_{EffTot}$ back up toward one now mainly arise from reinfections in individuals with waned immunity. These reinfections replace first infections in both the groups under the vaccination age and over it. The decrease in the force of infection in the vaccination age group means that vaccination levels must be higher to get the same decrease in the effective reproduction number.

A final thing to notice in the intermediate waning panels of Figure 4.5 is that once eradication is achieved, further waning raises the contribution of reinfections so that it only takes very low levels of susceptibility in the under-five age group to get the effective reproduction number above one. Thus, eradication in the presence of
waning is unstable.

In Figure 4.6 we see how a delay affects the dynamics in the absence or presence of waning. Both in the presence and in the absence of waning, a delay causes a decrease in the size of the drop in the total effective reproduction number when vaccination is boosted. In both cases, that decrease occurs because the contribution to the effective reproduction number by the age group getting vaccinated decreases and is replaced by contributions from other groups. When there is no waning, it is the contribution from the older age group who did not get vaccinated that increases during the delay. With ongoing waning, it is primarily the contribution from older individuals whose immunity has waned that increases. Again, we see here that when there is ongoing waning, it takes much higher levels of vaccination to get elimination of polio cases and eradication of transmission.

Note that the difference in the compensating groups implies different policies for addressing a failure to eliminate polio cases or a recurrence of polio cases after their elimination. If there is no waning, then the increased susceptible individuals over age 5 will all have accumulated during the delay and thus young people should be targeted for special control programs. But in the presence of ongoing waning, it is the age groups that have passed the most time since vaccination or natural infection whose immunity is most likely to have waned. Thus, older, rather than younger, age groups should be targeted.

Figure 4.7 shows how waning patterns affect the outcome of eradication efforts given nearly identical patterns of decrease in polio cases as shown in Figure 4.3. All three panels have waning that produces the same average age of first infection before vaccination is begun given the same level of transmissibility as shown in Table 4.1. We focus on three times on the horizontal axis of each panel: (1) before vaccination,
Before vaccination is begun, all three waning scenarios have the same fractions of age and immunity groups that contribute to the total endemic effective reproduction number of one. During the ramp up, as the depth of waning increases it takes higher vaccination levels to get to a first infection prevalence of 300. The largest jump is between fast-shallow and intermediate waning. Likewise, there is a considerable difference between fast shallow and either intermediate or slow deep waning regarding the buildup of the fraction of the effective reproduction number that comes from reinfectected individuals. Fast shallow waning levels off so that there is no ongoing waning after the first few years but any ongoing waning, whether it is a little or a lot, makes a big difference in dynamics.

Finally, we look at the response to the boost given the same final level of vaccination. The difference between those scenarios with and without ongoing waning is dramatic. There is very little rise in the contribution of reinfections for the fast-shallow scenario and consequently the effective reproduction number drops dramatically and eradication is achieved rapidly and stably. In contrast, the rise in the contribution of reinfections is higher in the intermediate and slow-deep scenarios, and in both, eradication is achieved slowly if at all, and unstably. The difference between intermediate waning and slow deep waning is enough to shift the end of SC from mathematically unstable eradication to recurrence of detected paralytic cases.

4.4.5 Patterns of SC with increasing boosts to higher final vaccination levels with and without delays

Examining Figures 5–7 and seeing where each of the specific cases in these figures fall on the curves in Figure 4.4 should now give the reader a better understanding of what Figure 4.4 represents. Note in Figure 4.4 that the range of vaccination levels
that result in prolonged silent circulation increases with increased waning across panels A–D and E–H. It also increases in each panel between the no delay case and the delay case with a 20-year ramp up to levels of vaccination that still allow for detectable paralytic cases. Finally, it also increases with increased transmission as seen by comparing A and E, B and F, C and G, and D and H. There is little difference between no waning and fast-shallow waning scenarios but bigger differences between fast-shallow waning and intermediate level waning. Those differences are augmented given vaccination delays and greater transmission.

A big determinant of how likely we are to encounter prolonged silent circulation in the real world is the width of the vaccination levels across which there is prolonged silent circulation. If vaccination levels must be held in a narrow range for there to be prolonged silent circulation, then natural fluctuations and chance effects will eliminate that risk. Thus, one conclusion from Figure 4.4 is that prolonged silent circulation will become increasingly likely in the real world as the delay in achieving effective vaccination levels increases and as the amount of ongoing waning increases. These two factors are more important than the level of transmissibility in determining silent circulation risks. The effects of these factors, however, are greater at higher levels of transmissibility.

This is important because empirical experience with prolonged silent circulation risks is based on experience in settings with lower transmission levels and shorter times between beginning vaccination efforts and ending polio cases than are characteristic of the currently or recently endemic countries. Thus, there is reason to expect that empirical experience may not be a good guide for setting the time period after the last polio case at which we are confident that there is no ongoing silent circulation.
Another thing to note is that higher vaccination rates are required to eliminate paralytic cases as the depth of waning is increased. This is noted by seeing where the curves arise above the zero level. The effects of delays in reaching needed vaccination levels and of increasing transmission on the levels of vaccination needed to eliminate detections of paralytic cases are analogous to their effects on increasing the range of vaccination levels with prolonged silent circulation.

Another observation is that, in our model, prolonged silent circulation almost always ends with a recurrent case. Once a high enough level of vaccination is reached to eradicate infection, there is only a narrow range of vaccination levels where it takes more than three years of SC before eradication levels are reached. As final vaccination levels in our model are raised, the first eventful occurrence is that more than a year passes without a paralytic case so that our curves rise above the zero level. Then it takes only a tiny further increase in vaccination levels to get the duration of SC above 3 years. With higher vaccination levels, the time of a recurrent case is pushed further into the future so the duration of SC increases. But the duration of SC is limited by finally reaching a level where eradication occurs. The peaks in Figure 4.4 curves always represent scenarios where SC ends with a recurrent case.

A final observation is that when eradication occurs, whether it is stable eradication where new introductions only cause small outbreaks, or unstable eradication where long chains of transmission can be sustained, depends strongly on the depth of waning. Eradication in the no waning and fast-shallow waning scenarios is mostly stable eradication while stable eradication is almost never seen with intermediate or slow-deep waning. Without ongoing waning after a few years, there is not enough of a buildup of partially susceptible individuals with waned immunity after eradication occurs to get the total effective reproduction number above one should there be a
Figure 4.8: Years of silent circulation (vertical axis) by type of waning (in different panels), years between beginning a vaccination program and lowering first infection prevalence to 300 per million, (horizontal axis) and the rate per year to which vaccination of children under 5 is boosted when the prevalence of first infection reaches 300 (labels on each line). The horizontal axis is plotted only at a 2-year delay and above.

reintroduced case.

4.4.6 A different graph for the same phenomenon

Instead of graphing the final vaccination level in a continuous manner and the delay in time as discrete, it is instructive to switch to make the delay more continuous and the final vaccination level more discrete. We do this in Figure 4.8. For that figure, for each delay time we calculate the vaccination rate at the end of the delay period to give a prevalence of first infection of 300 individuals in our population of one million.

In Figure 4.8, the effect of increasing waning depth on the range of vaccination levels across which there is prolonged silent circulation is seen just as it is in Figure 4.4. In fast-shallow waning there is no prolonged silent circulation at a vaccination rate in children under five above an effective vaccination level of 0.6 per child per year. In intermediate waning, there is prolonged silent circulation from 0.6 to above 0.8. And in slow deep waning, there is prolonged silent circulation from 0.6 to above 1.2.

This graphic, however, shows something not seen in Figure 4.4. It uncovers in more detail how the length of the delay in finally achieving effective vaccination
levels interacts with both waning depth and final vaccination levels to affect the duration of SC. As delay time increases in the presence of ongoing waning beyond the first few years (intermediate and slow-deep waning in this figure), there is a sharp transition from a specific vaccination level resulting in relatively short SC that ends in eradication to much longer SC that ends in a recurrent case. As the delay time increases, both the vaccination levels that undergo this transition increase and the duration of the SC increase. At some vaccination levels after a boost, there appears to be a threshold for the length of the delay where reinfections cause prolonged low-level SC. This threshold, although generated by reinfections, is different from the reinfection threshold discussed by [49]. The threshold occurs as reinfection is increased, as in [49]. But here the threshold is for SC, not any circulation.

4.4.7 Serotype differences in silent circulation potential

Our model assumes that serotypes differ only in their first infections to paralytic infections ratio (IPR) and in their OPV transmissibility to WPV transmissibility ratio or vaccine transmissibility which we label as VT. We use values of VT of 0.37, 0.57, and 0.25 and values of IPR of 200, 2000, and 1000 for types 1, 2, and 3 respectively. These values are in the range used by other modelers [31]. In this model, Serotype 3 is the hardest to eradicate and Serotype 2 the easiest (Figure 4.9). The risks are smaller for the no waning scenario and the fast-shallow waning scenario and the changes in silent circulation for these first two waning scenarios are mostly in the level of vaccination where prolonged silent circulation is seen rather than the width of the vaccination range across which it occurs. But for intermediate and slow-deep waning, the effects on the width of the vaccination interval resulting in prolonged silent circulation is quite large.

To separate the effects of the IPR and VT we compared settings starting with the
Figure 4.9: Length of silent circulation by final total vaccination rates in less than five year olds and waning scenarios for different serotypes. Settings include a 20 year ramp up time delay and high transmission.
serotype 3 settings of 1000 and 0.25 and changed them to 1000 and 0.37 and 200 and 0.25 so that we could see more clearly what leads to the difference between serotype 1 and serotype 3. The graphs with continuous delay times and discrete vaccination levels show very clearly the different effects of the two parameters varied. In Figure 4.10 we see that the big effect on the risk of SC is the lower vaccine transmissibility (VT) rather than the higher IPR. A lower IPR lowers the duration of SC given that there will be a recurrent case because it makes it easier to detect the recurrent case. Inadequate AFPS would have the same effect as a high IPR. But a lower VT leads to long duration SC at higher vaccination rates.
This graph also shows how the two causes of SC (poor AFPS and reinfection transmission) interact. In our model, lowering VT increases reinfections because less vaccine transmission means less boosting of waned immunity. Raising the IPR could be a result of poor AFPS. In Figure 4.10 we see that poor AFPS slightly lengthens any silent circulation generated by the mechanisms we have illustrated in our analysis. But increasing waning by decreasing vaccine boosting has two effects. First, for any given vaccination boost amount after a delay in eliminating cases, if the SC threshold is passed, SC duration levels out at a shorter value. Compare the 0.7 vaccination boost level to see that. That is because more waning shortens the time to a recurrent case. But the second effect could be more important. More waning means that the silent circulation threshold can be passed with much higher vaccination boosts. That is because vaccination boosts affect the completely susceptible children being vaccinated less because reinfections have displaced them in the overall effective reproduction number near one before the boost in vaccination. Consequently, as illustrated in Figures 4.5–4.7, the effective reproduction is dropped less. It is also dropped for less time because there are more individuals with waned immunity to bring the effective reproduction number back up toward one.

4.4.8 Levels of prolonged silent circulation

Prolonged silent circulation that eventually results in eradication in the situations we examined had a maximum prevalence of wild polio virus infections summing across first and repeat infections of 110 per million or lower for the slow deep waning and 81 for the intermediate waning. Those levels were highest at the time of the last polio case and decreased progressively with time unless there was a rebound leading to a recurrence of infection before there was eradication. For first infections those top values are 50 and 32. It could thus take a considerable time to see a paralytic
polio case and missing a polio case in AFPS surveillance could double that time.

For the scenarios that ended in a recurrent case, the maximum prevalence occurred when the recurrent case appeared right after three years. For both slow deep and intermediate waning, the prevalence was 200 per million at the time of the last polio case. It went down for a year, and then came back just before three years to 500.

These levels would take extensive environmental surveillance (ES) to detect. Not only would ES need to detect a single reinfection in every population of 10,000, but the detection sensitivity would have to be more than 10 times greater than that needed to detect a first infection. Thus, ES as currently being implemented is likely to miss the prolonged low level silent circulation that arises in our model.

4.4.9 Levels of vaccination in older age groups needed to avoid prolonged silent circulation.

To evaluate the effect of vaccinating older age groups before OPV use is stopped, we determined the rate at which the five and older age group would have to be vaccinated to bring about eradication in less than three years from the last polio case. The worst-case from Figure 4.4 is the high transmission scenario with slow deep waning after a 20-year delay. In this situation, only 8% of the ≥5 population needs to be vaccinated per year to eradicate infection within three years of the last polio case. At higher final vaccination levels of the <5 population it takes less. If the ramp up goes to a lower prevalence of polio before the vaccination is boosted to final levels, it also takes less vaccination in the older age group to ensure that silent circulation is not prolonged.

Since the model analyzed here does not break down the ≥5 population into adults and older children, we cannot say what age groups are the most important to vaccinate to boost waned infections. But that would seem to be adults and not
older children since the adults will have experienced more time since getting directly vaccinated with OPV and have less exposure to children who have been recently vaccinated. When vaccination of the older age groups is only during the third year after the last polio case, it takes considerably more vaccination of the older age groups to eliminate prolonged silent circulation. In our worst-case scenario discussed above, it takes nearly 1.4 vaccinations per adult during that final year. But if vaccination of the older age groups occurred during the second and third years after the last polio case, only 29% of the older age group would need to be vaccinated per year.

4.5 Discussion

Our analyses develop theory about the final stage of polio eradication that involves stopping OPV use. The implications of that theory are that dynamics that have not been previously identified could generate prolonged low-level silent circulation (SC). We only examined a simple model that helps us develop the needed theory. The task of using that theory to better guide polio eradication decisions is left to the future.

4.5.1 Major findings
4.5.1.1 The dynamics behind SC uncovered by our model analysis

In our model, waning immunity that continues for many years (ongoing waning) leads to prolonged, low-level SC under conditions that emerge only after long delays in lowering polio levels in high transmission countries. Purely short term waning does not have this effect. We adjusted the total amount of waning so that every waning scenario we examined generated the same average age of infection in the pre-vaccine era. We show that dynamics driven by forces that bring the effective reproduction number back to a value of one lie behind this risk generation. Vaccination reduces WPV infections that boost waned immunity while increasing OPV infections to a
lesser degree. Consequently, older individuals not subject to vaccination make a greater contribution to the effective reproduction number while children in the ages receiving vaccination make a lower contribution. Therefore, vaccination lowers the effective reproduction number less in the presence of ongoing waning given many years of failure to eliminate polio. At the same time, vaccination raises the number of reinfections which are not detected by AFPS. These two phenomena increase the duration of SC over time.

Another way of thinking about these dynamics is to consider what is keeping the $R_{EffTot}$ near one when vaccination has been ramped up slowly. When vaccination of children lowers the $R_{EffTot}$ below one, a force driving the effective reproduction back up toward one comes from reinfections in individuals with waned immunity. This force increases with increasing levels of vaccination since fewer individuals with waned immunity will have their immunity boosted by WPV infections. That means children under age five are replaced in $R_{EffTot}$ by older individuals with reinfections. It thus takes higher rates of vaccination to get the same lowering of $R_{EffTot}$. This phenomenon likely explains why such high levels of vaccination are or were required to eliminate cases in India, Nigeria, and Pakistan.

In the real world, we cannot see this effect of decreased boosting of waned immunity from increased vaccination. That is because in the absence of environmental surveillance (ES) we never detect reinfections. And even with ES, we never know if we are detecting viruses from first infections or reinfections. Another important effect of ongoing waning combined with slow ramp up to adequate vaccination levels is that it increases the gap between vaccination rates that eliminate paralytic polio cases and those that eradicate infection. This makes it more likely that SC will persist. No matter how a model is made more realistic, this effect seems likely to persist
and create conditions where the risk of prolonged low-level silent circulation could have emerged only recently in the eradication program. The remaining question then is whether the total accumulation of individuals with waned immunity is enough to sustain SC. Our model examined only homogeneous populations deterministically. In stochastic models with localized contact, spotty, local, and migratory transmission at even lower levels than found by our deterministic models is likely. In that case, local die-out of transmission will shorten the duration of SC. However, we hypothesize that the same basic dynamics we have elucidated that lead to prolonged low-level SC in our models will have similar effects in such models.

4.5.1.2 SC from these mechanisms has low infection levels

Because vaccination that can eliminate paralytic poliomyelitis greatly lowers the contribution of first infections to the effective reproduction number, the levels of infection that sustain SC in our models are low. Such low levels might require extensive environmental surveillance (ES) to be detected. But increased acute flaccid paralysis surveillance (AFPS) is less likely to detect silent circulation.

4.5.1.3 Effects of transmission potential on SC

In our model, even at the deep level of waning we examined, there is little potential for prolonged SC at levels of transmission that characterized industrialized countries before 1950 using the criteria of[43]. Within their range of poor developing countries, however, higher transmission potential augmented the effects of vaccination delays, of reduced OPV transmission, and of waning in generating SC.
4.5.1.4 Effects of oral polio vaccine (OPV) transmission and acute flacid paralysis surveillance (AFPS) on SC

We demonstrated how infection to paralysis ratios (IPR) and the relative transmission of OPV to WPV both independently affect SC (Figure 4.10). Poor AFPS effectively raises the IPR. But the effect of this on SC is modest compared to the effect of lower OPV transmission. That is because lower OPV transmission together with long times to reach adequate vaccination levels can raise the number of individuals with waned immunity to a threshold level that sustains prolonged silent circulation.

4.5.1.5 Strategies to prevent SC

We found that if vaccination of all age groups was conducted in our model during the three years between the last cases and the declaration of eradication, SC duration could be lowered considerably by vaccinating small fractions of the over-five population. Three years were needed to ensure that the effective reproduction number was kept low enough for long enough to achieve eradication. One year required vaccination levels that might be difficult to achieve.

4.5.1.6 The non-identifiability of SC risks using only AFPS data

A key finding in our study is that the potential for prolonged SC could be missed by models fitted only to polio case data. Figure 4.4 shows that the different waning scenarios that have dramatic effects on the duration of SC (as seen in Figure 4.4) can have only small differences in first infection patterns. The differences in Figure 4.4 would not be detectable given expected noise from imperfect surveillance and chance events. In other words, we show that nearly identical patterns of decreasing cases on the path to polio elimination can be consistent with models having either
low or high risks of prolonged SC. Thus, models fitted to AFPS data alone will have no practical capacity to predict how long SC will continue after the last polio case. This may explain why two recently published studies found little risk of prolonged silent circulation[41, 69].

4.5.2 Relating our analyses to other studies

4.5.2.1 Kid Risk analyses

The model in this chapter is not only simpler than other models currently being used to guide polio eradication. It is also simpler than our previous published model in [86]. We became convinced from our exploration of that model that important effects on SC risks were being missed by the detailed models developed by the Kid Risk modeling group as exemplified in [31]. To clarify the dynamics behind this, we formulated a model where the contributions of different parameters and population groups could be mathematically separated. To guide policy, the simplifying assumptions in our model need to be realistically relaxed to see if that affects specific policy decisions. A good starting point for identifying simplifying assumptions that are important to relax and others that are unlikely to make any difference is to understand population dynamics level mechanisms well. Our analysis pursues that goal as a first step in the process of inference robustness assessment[75].

The Kid Risk models include many realistic details and exclude many others. Their assessment of what was known and unknown regarding factors affecting polio transmission dynamics[29, 30] showed that little was known about waning, other than that there was definite waning after first infections by OPV and WPV in young children. Then using their informal fitting methodology[31] they found that only waning parameters that eliminated all ongoing waning seemed to fit AFPS data in their studies[31]. Consequently, they have used these waning parameters in all
subsequent work. This may not create problems for using their models to inform decisions about control before polio cases have been eliminated. But our analyses show that it is a problem for their studies informing final endgame plans.

The crux of the issue lies in how solid their inference is that waning does not continue beyond a short initial period. We suspect that they found they could fit their model only with parameters that eliminated ongoing waning because they used a highly complex model with many unknown or poorly specified parameters that they fitted using undocumented informal procedures. For example, they adjust contributions of oral and anal transmission to fit patterns from different localities that might have different overall levels of transmission and different contact patterns affecting infection spread. If they set these parameters and infection to paralysis ratios before they fit waning parameters, or before they fit contact pattern parameters, then only waning parameters that do not permit ongoing waning will fit AFPS data. Other similar fitting issues might also explain why they found that only parameters without ongoing waning fit their data. Unfortunately, since they do not make available either their code or the data points to which they informally find fitting parameters, as is needed for good science[89], we could not directly assess their methods to see if our concerns were correct.

4.5.2.2 Institute for Disease Modeling paper

A recent paper[42] proposes a model of waning processes that can be informed by diverse observations including OPV transmission to direct contacts after vaccination, OPV excretion levels and durations after OPV administration given various initial immunity levels, and dose-response observations for OPV and the effects of immunity levels on dose-response. Rather than using direct antibody measures they used an “OPV-equivalent antibody titer” inferred from limited data. They then
fit the inferred antibody level to time using a power law relationship between antibody level and time. While the indirect data used is weak and fits to the power law relationships are correspondingly weak, this work represents the best available data-informed look at waning immunity against polio transmission. The model of waning immunity that emerges from this work is quite different from the model in this chapter. It has continuous waning as in our older paper[86] rather than the one-step waning in this chapter. It encompasses different degrees of boosting of immunity to different levels that depend upon the starting level. Thus, cumulative immunity can be increased significantly by sequential infections. Consequently, the distribution of waned immunity by age will be greater in younger ages and less in older ages than is the case for the waning model in this chapter. The power law relationships inferred between immunity levels and time lead to fast waning early and slower waning later. The decrease in waning over time is considerable. But there seems to be plenty of ongoing waning in their formulation to generate the dynamics we have illustrated that lead to prolonged low-level SC. This waning formulation has the virtue of incorporating different aspects of waning about which it is possible to develop individual level experiments and population level studies that can directly inform model elements. That has two advantages. Fewer parameters must be fit to population levels of infection and more theory can be used when fitting remaining parameters to data. Consequently, parameter identifiability is improved. Finally, waning is conceptualized with greater mechanistic detail. This facilitates the process of inference robustness assessment[75].

4.5.2.3 Polio strains in Pakistan

Alam et al.[4] have described polio strains in Pakistan detected by either ES or AFPS. They find that a wide variety of Type 1 polio strains are still being isolated
and that different strains are geographically limited. They describe long periods where some strains are identified only in ES and not in AFPS. These are in areas with good vaccination. This provides some support to the idea that waning dynamics might be acting to increase potential for prolonged low-level SC. Another aspect of that study, however, may indicate that some aspects of our model do not represent what is happening in Pakistan. ES has found only type 1 and not any type 3 strains. In our model, type 3 strains had more potential for prolonged low-level SC than did type 1. That inconsistency might be explained in different ways. First, it might be that WPV3 has considerably lower transmissibility than type 1. That in turn would diminish the effect of the lower transmissibility of OPV3 compared to OPV1. [29, 30, 31] formulated only slight differences between WPV3 and WPV1. But the data for that formulation are weak. Second, it might be that the silent circulation of WPV3 is very low-level, consistent with our model results. In that case the sensitivity of ES, which is quite low, may not be sufficient to detect prolonged low-level SC. Third, it might be that the dynamics of boosting as formulated in [42] are greater for WPV3 than WPV1. Or the dynamics of waning might be higher.

4.5.2.4 Other studies indicating the potential for prolonged low-level SC

Other studies indicate ongoing waning occurs in the real world. A study of elderly Dutch found that they had durations and levels of OPV excretion after vaccination that were quite long and high[1]. A study in India of excretion after OPV administration showed a loss of immunity between ages 5 and 10[67] that could be explained by ongoing waning of immunity. The potential for SC is illustrated by “orphan” viruses that do not show close genetic links to other recently identified viruses[55, 99]. Viruses might be detected by AFPS or environmental surveillance (ES). Orphan viruses might arise because paralytic polio cases were missed due to in-
adequate AFPS and/or because reinfection transmissions, that are unlikely to cause paralysis, sustained circulation. Both factors might be acting in many situations. The dynamics we illustrate in this chapter show a potential for increasing this latter cause over time in high transmission areas. The most dramatic detection of an orphan virus was the discovery in 2016 of polio cases in Nigeria after more than a year without any detected case in the country. The orphan viruses in this case had not been detected for more than four years[106]. In this case, ES in Northeastern Nigeria detected a cVDPV2 in Nigeria after all OPV2 use had been stopped globally[40]. That stimulated an intensive effort to vaccinate in an area where Boko Haram had severely hampered vaccination and surveillance activities. This effort uncovered the polio cases. ES detected an SC epidemic of WPV1 in Israel in 2013[125]. This SC epidemic occurred because Israel switched to using only IPV in 2005. IPV without prior OPV cannot stop WPV transmission. The resulting SC epidemic was different from the low-level SC we have modeled after long use of OPV. The IPV use caused accumulation of large numbers of children susceptible to infection but not paralysis. Consequently, there were very high levels of infection in Bedouin children in affected villages [84, 112, 113, 114]. Within Israel, administering OPV only to children who had received only IPV successfully eliminated virus transmission without a single paralytic case. The virus came to Israel from Pakistan. It had been previously detected by ES in Egypt but caused no polio cases there. The transmissions carrying virus across these long distances seem more likely to involve older individuals experiencing reinfections. After the Israeli silent epidemic the same virus strain caused polio cases in Syria and Iraq[9, 11]. While the main SC epidemic in Israel does not derive from mechanisms generating SC in the model examined in this chapter, the long path from Pakistan and eventually to Iraq and Syria could be related to those
mechanisms.

4.5.3 Using environmental surveillance (ES) to guide polio eradication end-stage decisions

The dynamics we have elucidated indicate that a strict three year criteria for declaring complete eradication could be inadequate. The origin of the 3 year criterion is largely empirically based on experience in Latin America [24]. Its initial theoretical support used models that assumed acquired immunity never wanes [38, 70]. Recent model analyses assumed that waning only occurs in the first few years after infection [42, 69]. We believe that conditions leading to SC deserve to be studied in a way that allows for a more informed assessment of the chances that SC exists than an arbitrary three years since the last detected polio case.

We propose that ES be analyzed in a new way to assess SC risks. The current state of ES and the plans for expanding it are described in a GPEI report from 2015 [47]. ES has already been used to discover long local SC of polio in Pakistan [4]. In Nigeria ES has demonstrated its capacity to guide public health actions [68]. It detected a cVDPV2 that stimulated a special vaccination program after OPV2 use had been ceased in the rest of the world [40]. That in turn led to the discovery of new polio cases [106]. But ES is still not widely used. It covers relatively small populations and therefore would likely miss the low levels of infection generated in our models. Assessing the risks of silent circulation at the time of OPV cessation, therefore, cannot only depend on ES samples. The current use of ES data is just to indicate whether silent circulation exists and not to estimate the chances there is SC.

We propose that analyzing combined ES and AFPS data using transmission models with waning immunity parameters would improve assessment of SC risks. We hy-
hypothesize that parameters not identifiable from AFPS or ES data alone can become identifiable when using ES and AFPS data jointly. The reason for this increased identifiability is that AFPS and ES data have different identifiability tradeoffs between parameter values. Given only AFPS data, the effects of parameters that increase waning can be counteracted by increasing both transmission parameters and first infection to paralysis ratios. Given ES data, that is not the case because transmission parameter increases will be directly reflected by ES data. Thus, ES data can pin down parameters that can vary widely when fitting just AFPS data. ES data alone, however, is too sparse to provide evidence against the low levels of polio virus circulation sustained by reinfection seen in our models.

The complementarity of ES and AFPS data should help assess the potential for SC in locations with different conditions such as: history of AFPS polio detections, AFPS adequacy[48], water-sanitation-hygiene (WaSH) conditions[39], and the history of vaccination levels. That will help locate ES where it will be most informative. Currently sites are being located where the most problems in eliminating polio cases have been experienced[68]. But one implication of older age groups sustaining prolonged low-level SC is that populations not exposed to OPV or WPV from kids might have more waned immunity and thus be more likely to sustain reinfection transmission chains given high transmission conditions.

Statistical analyses should be designed to reduce the uncertainty in values of polio model parameters that most affect SC. Inference methods for partially observed stochastic dynamic systems[73] are appropriate for this. They will provide a statistical basis for assessing the probability of SC and thus better inform when OPV should be stopped. The models used should realistically relax the extreme simplifying assumptions of the models used in this chapter. This should be done in an
inference robustness assessment framework[75]. Sequence information could be used to make more precise estimation of the parameters affecting SC by analyzing each strain separately in a single analysis using newly developed methods[74]. This type of statistical analysis becomes increasingly important over time because as the delay time between starting vaccination and eliminating polio cases increases, ever higher vaccination levels can generate ever longer SC if there is not a large sudden increase in vaccination levels. It is not hard to envision a process in which countries with long delays step up their vaccination level to eliminate paralytic cases. As they take more time to do so, the duration of SC increases. If countries can get vaccination coverage and rates above the thresholds that lead to eradication, the global eradication effort will be successful. But because the duration of silent circulation increases with increasing delay time, it will be increasingly difficult to distinguish whether the lack of paralytic cases means eradication is on track or the future may involve a recurrence of polio.
CHAPTER V

Supplementary Material for Dynamics Affecting the Risk of Silent Circulation when Oral Polio Vaccination is Stopped

5.1 Chapter Preface

In Chapter IV (which originally constituted the main text of a paper[77] to which this chapter constituted the supplementary material), I presented a deterministic model of poliovirus transmission that was designed to highlight the potential for all of slow vaccination ramp-up, high transmission potential, ongoing waning, and poor vaccine transmissibility to contribute to a risk of sustained silent circulation. In this chapter, I present a deeper mathematical exploration of that model, including the formulation of an effective reproduction number \( R_{\text{eff}} \) analogue to the Next Generation Matrix basic reproduction number \( R_0 \)[25]. I also present a more detailed justification for some of the analyses performed in Chapter IV, and an in-depth examination of how the rate and depth of waning each contribute to the fraction of transmissions that come from reinfections vs. first infections at the endemic equilibrium. Finally, I compare the simplified model of waning that we used to the more detailed and realistic model presented by Wagner et al.[130].
Symbol | Value | Meaning
--- | --- | ---
n | 40 | Number of age categories for children under 5
µ | 0.02 | (Age-independent) Death rate
L | \( \frac{1}{n} \) | Average lifespan
A | [varies] | Average age at (first) infection
λ | \( \frac{1}{A} - \mu \) | Force of infection operating on fully susceptible individuals, at the pre-vaccination endemic equilibrium
N | \( 10^6 \) | Total size of the modeled population
γ | 13/yr | Recovery rate for a first infection with WPV
β | [varies] | Contagiousness for a first infection with WPV
ω | [varies] | Waning rate
θ | [varies] | Ratio of \( R_0 \) for OPV to \( R_0 \) for WPV
T_{ramp} | [varies] | Duration of vaccination ramp-up
ρ_1 | [varies] | Effective rate of OPV vaccination in children under 5 at the end of vaccination ramp-up, before the boost
ρ_2 | [varies] | Size of the boost in effective rate of OPV vaccination of children under 5 that occurs at the end of vaccination ramp-up
κ_s | [varies] | Relative susceptibility to (re)infection of individuals with waned immunity, compared to fully susceptibles
κ_d | [varies] | Relative duration (for individuals who recover before they die) of reinfections, compared to first infections
κ_c | [varies] | Relative contagiousness (shedding rate) of reinfections, compared to first infections
κ | [varies] | [see text]

Table 5.1: Parameters

### 5.2 The effective reproduction number \( R_{eff} \)

#### 5.2.1 Tables of parameters and variables

Table 5.1 presents the parameters and variables used in our model that are relevant to the analyses performed in this chapter. For the sake of clarity, and because they are not relevant to these analyses, we omit parameters and variables relating to case detection, silent circulation, and further interventions following the last observed polio case.

In our model, the depth of immune waning following a live virus infection is controlled by a single parameter \( \kappa \), which denotes the following three values, which we assume for the sake of simplicity to be equal: The relative susceptibility to (re)infection of individuals with waned immunity, compared to fully susceptibles; the relative duration (for individuals who recover before they die) of reinfections,
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_i$</td>
<td>Fully susceptible individuals in age category $i$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Partially susceptible (i.e. waned) individuals in age category $i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Fully immune (i.e. unwaned) individuals in age category $i$</td>
</tr>
<tr>
<td>$W_{1,i}$</td>
<td>Individuals in age category $i$ who are experiencing their first live virus infection, with WPV</td>
</tr>
<tr>
<td>$W_{R,i}$</td>
<td>Individuals in age category $i$ who are experiencing a second or subsequent live virus infection, with WPV</td>
</tr>
<tr>
<td>$O_{1,i}$</td>
<td>Individuals in age category $i$ who are experiencing their first live virus infection, with OPV</td>
</tr>
<tr>
<td>$O_{R,i}$</td>
<td>Individuals in age category $i$ who are experiencing a second or subsequent live virus infection, with OPV</td>
</tr>
</tbody>
</table>

Table 5.2: Subpopulations

compared to first infections; and the relative contagiousness (i.e. shedding rate) of reinfections, compared to first infections. Consequently, the effective reproduction number of WPV in a population consisting entirely of individuals with waned immunity would be approximately $\kappa^3$ times the basic reproduction number (i.e. the effective reproduction number in a population consisting entirely of fully susceptible individuals). We therefore treat $\kappa^3$ as the definition of the waning depth. In Section 5.3, we will consider the distinct role of each of those three values if we do not assume them all to be equal.

Table 5.2 presents the subpopulations represented by compartments in our model.

Table 5.3 presents variables other than subpopulation sizes and time-varying parameters that are present in our model and relevant to the analyses in this chapter.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name in code</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_W$</td>
<td>LmdaW</td>
<td>$\left( \frac{1}{N} \right) \sum_{i=1}^{n+1} (W_{1,i} + \kappa W_{R,i})$</td>
<td>Fraction of the population that is WPV-infected, scaled by fraction of first WPV-infection contagiousness</td>
</tr>
<tr>
<td>$\lambda_O$</td>
<td>LmdaO</td>
<td>$\left( \frac{1}{N} \right) \sum_{i=1}^{n+1} (\theta O_{1,i} + \kappa \theta O_{R,i})$</td>
<td>Fraction of the population that is OPV-infected, scaled by fraction of first WPV-infection contagiousness</td>
</tr>
<tr>
<td>$\rho$</td>
<td>VaccRtbe</td>
<td>$\begin{cases} 0, &amp; \text{if } t \leq 0 \ \left( \frac{t}{T_{ramp}} \right) \rho_1, &amp; \text{if } 0 \leq t \leq T_{ramp} \ \rho_1 + \rho_2, &amp; \text{if } T_{ramp} &lt; t \end{cases}$</td>
<td>Vaccination rate for children under five</td>
</tr>
</tbody>
</table>

Table 5.3: Other variables and time-varying parameters
5.2.2 Model equations

The differential equations used in our model are presented below:

\[
\frac{d}{dt}(S_i) = -\left(\beta (\lambda W + \lambda_O) + \mu\right) S_i + \begin{cases} \mu N - \left(\frac{n}{5} + \rho\right) S_i, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) S_{i-1} - \left(\frac{n}{5} + \rho\right) S_i, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(P_i) = -\left(\kappa\beta (\lambda W + \lambda_O) + \mu\right) P_i + \omega R_i + \begin{cases} -\left(\frac{n}{5} + \kappa\rho\right) P_i, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) P_{i-1} - \left(\frac{n}{5} + \kappa\rho\right) P_i, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(R_i) = -\left(\omega + \mu\right) R_i + \gamma W_{1,i} + \left(\frac{\gamma}{\kappa}\right) W_{R,i} + \left(\frac{\gamma}{\theta}\right) O_{1,i} \\
\quad + \left(\frac{\gamma}{\kappa\theta}\right) O_{R,i} + \begin{cases} -\left(\frac{n}{5}\right) R_i, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) R_{i-1} - \left(\frac{n}{5}\right) R_i, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(W_{1,i}) = -\left(\gamma + \mu\right) W_{1,i} + \beta \lambda W S_i + \begin{cases} -\left(\frac{n}{5}\right) W_{1,i}, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) W_{1,i-1} - \left(\frac{n}{5}\right) W_{1,i}, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(W_{R,i}) = -\left(\frac{\gamma}{\kappa} + \mu\right) W_{R,i} + \kappa\beta \lambda W P_i + \begin{cases} -\left(\frac{n}{5}\right) W_{R,i}, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) W_{R,i-1} - \left(\frac{n}{5}\right) W_{R,i}, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(O_{1,i}) = -\left(\frac{\gamma}{\theta} + \mu\right) O_{1,i} + \beta \lambda O S_i + \begin{cases} \rho S_i - \left(\frac{n}{5}\right) O_{1,i}, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) O_{1,i-1} - \left(\frac{n}{5}\right) O_{1,i}, & \text{otherwise} \end{cases} \\
\frac{d}{dt}(O_{R,i}) = -\left(\frac{\gamma}{\kappa\theta} + \mu\right) O_{R,i} + \kappa\beta \lambda O P_i + \begin{cases} -\left(\frac{n}{5}\right) O_{R,i}, & \text{if } i = 1 \\ \left(\frac{n}{5}\right) O_{R,i-1} - \left(\frac{n}{5}\right) O_{R,i}, & \text{otherwise} \end{cases}
\]

5.2.3 Approach to defining an effective reproduction number

We define a next-generation matrix effective reproduction number \((R_{\text{eff}})\) at time \(t\) in a fashion analogous to the definition of a next-generation matrix basic reproduction number \((R_0)\) given by Diekmann et al.[25]: \(R_{\text{eff}}\) is the dominant eigenvalue of the next-generation matrix \(K\), whose entries \(\{K_{i,j}\}\) represent the expected number of secondary infections into infected subpopulation \(i\) that an individual who is infected into infected subpopulation \(j\) (at time \(t\)) would be expected to produce over the course
of their infection, if the size of all subpopulations were somehow fixed for the duration of that infection. This last constraint is also tacitly present in the definition of an next-generation matrix $R_0$, being implied by the requirement that the population be at a disease-free equilibrium, apart from an infinitesimal fraction that is infected. Defined in this way, $R_{\text{eff}} = 1$ if the system is at an endemic equilibrium.

5.2.4 Derivation of the equation for the effective reproduction number

In the equations above, none of the dynamics relevant to transmission of WPV depend directly on an individual’s age category. Therefore, we can define a smaller set of susceptible and WPV-infected subpopulations by collapsing together subpopulations that only differ with respect to their ages. For understanding the dynamics of this particular system, however, it is useful to maintain a distinction between individuals under 5 and individuals who are 5 and older, rather than ignoring all distinctions of age:

$$S_1^* = \sum_{i=1}^{n} S_i$$

$$S_2^* = S_{n+1}$$

$$S_3^* = \sum_{i=1}^{n} P_i$$

$$S_4^* = P_{n+1}$$

$$W_1^* = \sum_{i=1}^{n} W_{1,i}$$

$$W_2^* = W_{1,n+1}$$

$$W_3^* = \sum_{i=1}^{n} W_{R,i}$$

$$W_4^* = W_{R,n+1}$$
In this formulation, infections into the $i$-th WPV-infected subpopulation ($W_i^*$) are precisely infections from the $i$-th susceptible subpopulation ($S_i^*$). When this is the case, $K_{i,j}$ is simply the product of the expected number of contacts that an individual infected into $W_j^*$ will make with individuals in $S_i^*$ over the course of their infection and the average probability of transmission per contact across those contacts.

Our model has several additional simplifying features as well:

- The contact rate is the same for all individuals.
- Mixing is proportional.
- The contagiousness of an individual infected into $W_i^*$ does not vary over the course of their infection.
- The relative susceptibility of individuals in each susceptible subpopulation $S_i^*$ does not depend on which infected subpopulation $W_j^*$ their potential infector is in.

When all of these are true, the expression for the entries of the next-generation matrix is quite simple:

$$K_{i,j} = \beta_j D_j \sigma_i S_i^*$$

where $\beta_j$ is the contagiousness of individuals in $W_j^*$, $D_j$ is the average duration of an infection in $W_j^*$, and $\sigma_i$ is the relative susceptibility to infection of individuals in $S_i^*$. (The values of these parameters are given in Table 5.4, although the following results do not depend on them.)

This implies that all the rows of the matrix $K$ are multiples of each other (specifically, the $i$-th row is $\frac{\sigma_i S_i^*}{\sigma_j S_j^*}$ times the $j$-th). Thus, the rank of the matrix $K$ (the maximum number of linearly independent rows of $K$) is 1. The number of non-zero eigenvalues (counting with multiplicity) of a matrix is equal to its rank; therefore
$K$ has only one non-zero eigenvalue. Consequently, the dominant eigenvalue of $K$ is equal to the sum of the eigenvalues of $K$. The sum of the eigenvalues of a matrix is its trace (the sum of entries on the main diagonal). Therefore:

$$R_{\text{eff.}} = \sum_{i=1}^{4} K_{i,i} = \sum_{i=1}^{4} \beta_i D_i \sigma_i S_i^*$$

$K_{i,i}$ is simply the expected number (under the given assumptions) of secondary transmissions into $W_i^*$ from an individual infected into that same subpopulation. Consequently, we describe it as the contribution to the effective reproduction number of that subpopulation, and obtain the equation given in Chapter IV:

$$R_{\text{eff.}} = R_{\text{eff. First, <5}} + R_{\text{eff. Subsequent, <5}} + R_{\text{eff. First, \geq5}} + R_{\text{eff. Subsequent, \geq5}}$$

where the various $\{R_{\text{eff},i}\}$ have the values given in Table 5.5.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_j$</td>
<td>$\begin{cases} \beta, &amp; j = 1, 2 \ \kappa \beta, &amp; j = 3, 4 \end{cases}$</td>
<td>Contagiousness of an individual in $W_j^*$</td>
</tr>
<tr>
<td>$D_j$</td>
<td>$\begin{cases} \frac{1}{\gamma + \mu}, &amp; j = 1, 2 \ \frac{\gamma + \kappa \mu}{\gamma + \kappa \mu}, &amp; j = 3, 4 \end{cases}$</td>
<td>Mean duration of infection of an individual in $W_j^*$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>$\begin{cases} 1, &amp; i = 1, 2 \ \kappa, &amp; i = 3, 4 \end{cases}$</td>
<td>Relative susceptibility of an individual in $S_i^*$</td>
</tr>
</tbody>
</table>

Table 5.4: Derived variables used to calculate the effective reproduction number
Table 5.5: Contributions to the effective reproduction number

5.3 The effect of waning parameters on the relative contribution of re-infections to the pre-vaccination equilibrium force of infection

5.3.1 Motivation

In Chapter IV, we present four different scenarios for the high-transmission setting: one without waning of immunity following live virus infection, and three with waning of immunity, but varying in the speed and depth of that waning. (We also do this for the low transmission setting, but as discussed in Table 4.1, it was the high-transmission setting that we used to fit our waning parameters for each of the three scenarios with waning; consequently, we focus exclusively on that setting in this section.) All four scenarios have the same average age of first infection ($A$), and all three scenarios with waning have the same basic reproduction number ($R_0$) as well.

In this section, we use those two constraints as a starting point in order to understand how the various waning parameters influence the relative contribution of first infections and re-infections to the force of infection at the endemic equilibrium. In this way, we will build a deeper understanding of the interaction between waning depth and waning rate in a broader sense.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Fully susceptible</td>
</tr>
<tr>
<td>$W_1$</td>
<td>Currently first-infected with WPV</td>
</tr>
<tr>
<td>$W_R$</td>
<td>Currently reinfected with WPV</td>
</tr>
<tr>
<td>$R$</td>
<td>Recovered from infection and fully immune</td>
</tr>
<tr>
<td>$P$</td>
<td>Partially susceptible, following waning of immunity</td>
</tr>
</tbody>
</table>

Table 5.6: States of immunity and infection at the pre-vaccination endemic equilibrium

5.3.2 Concepts and symbols

All of the parameters relevant to these analyses are given in Table 5.1. As we noted in Section 5.2, in our model as actually implemented, the depth of immune waning following a live virus infection is controlled by a single parameter $\kappa$, which denotes the following three values pertaining to individuals with waned immunity, which we assume for the sake of simplicity to be equal: Relative susceptibility to reinfection (here denoted $\kappa_s$), the relative duration of reinfections ($\kappa_d$), and the relative contagiousness of reinfections ($\kappa_c$) (Table 5.1). However, in order to better show how each of these components of immune waning affect the relative contribution of reinfections to the force of infection at the pre-vaccination endemic equilibrium, we will distinguish them here. At the conclusion of this section, we will show how the results we obtain can be simplified when all three components of immune waning are in fact equal, as is the case for all results presented in Chapter IV.

In this section, we are considering the pre-vaccination equilibrium. Consequently, the vaccine-infected subpopulations all have size 0, and, given our assumptions of homogeneous mixing and age-independent mortality, age is irrelevant. Therefore, the relevant breakdown of the population into subpopulations is that given in Table 5.6.

Probabilities and expectations that are derived and used in this section are summarized in Table 5.7.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>P((X \rightarrow Y))</td>
<td>[\text{see following entries}]</td>
<td>Probability for an individual in state X to transition to state Y before dying</td>
</tr>
<tr>
<td>P((S \rightarrow W_1))</td>
<td>(\frac{\lambda}{\lambda + \mu})</td>
<td></td>
</tr>
<tr>
<td>P((W_1 \rightarrow R))</td>
<td>(\frac{\gamma}{\gamma + \mu})</td>
<td></td>
</tr>
<tr>
<td>P((R \rightarrow P))</td>
<td>(\frac{\omega}{\omega + \mu})</td>
<td></td>
</tr>
<tr>
<td>P((P \rightarrow W_R))</td>
<td>(\frac{\kappa_s \lambda}{\kappa_s \lambda + \mu})</td>
<td></td>
</tr>
<tr>
<td>P((S \rightarrow W_R))</td>
<td>(\frac{\kappa_s \lambda^2 \gamma \omega}{(\lambda + \mu) (\gamma + \mu) (\omega + \mu) (\kappa_s \lambda + \mu)})</td>
<td>Probability for a currently reinfected individual to recover and subsequently be reinfected again, before dying</td>
</tr>
<tr>
<td>P((W_R \rightarrow W_R))</td>
<td>(\frac{\kappa_s \lambda \gamma \omega}{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu)})</td>
<td></td>
</tr>
<tr>
<td>E(W_R)</td>
<td>(\frac{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu)}{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega})</td>
<td>Expected number of reinfections, conditional on being reinfected at least once</td>
</tr>
<tr>
<td>D(W_1)</td>
<td>(\frac{1}{\gamma + \mu})</td>
<td>Average duration of a first infection</td>
</tr>
<tr>
<td>D(W_R)</td>
<td>(\frac{1}{\kappa_d^{-1} \gamma + \mu})</td>
<td>Average duration of a reinfection</td>
</tr>
</tbody>
</table>

Table 5.7: Probabilities and expectations
5.3.3 Basic Approach

Our model has an exponential population structure, vulnerability to infection that does not depend on age, and homogenous mixing. Consequently, at the endemic equilibrium, the following relationship between the average age of infection, the death rate, and the force of infection holds[26]:

\[ A = \frac{1}{\lambda + \mu} \]

Because we fix both the average age of infection and the death rate, this means that the force of infection can be treated as a derived parameter:

\[ \lambda = \frac{1}{A} - \mu \]

In order to focus on the effects of the waning parameters, we will begin by treating the (first-infection) contagiousness parameter \( \beta \) as fixed. As we will see in subsequent sections, that parameter will not appear in the equation for the relative contribution of reinfections to the endemic force of infection. This does not mean that it is irrelevant, but rather that it is a free parameter that can be set (as it in fact is, in our model) to the value that produces the correct equilibrium force of infection.

5.3.4 Derivation

5.3.4.1 Equivalence of the relative contribution across the population to the expected relative contribution over a lifetime

Let us consider the expected value of the total contribution that a individual makes to the force of infection over the course of their lifetime, measured in force of infection \( x \) time (henceforth, “the total contribution”). We will denote this quantity as \( \Lambda \). At the endemic equilibrium, the system is stationary. Consequently, at a given point in time, the average contribution of any individual then present in the population
to the force of infection (i.e., $\frac{\lambda}{N}$) is simply the ratio of the total contribution to the average duration of a lifetime:

$$\frac{\lambda}{N} = \frac{\Lambda}{\bar{L}} = \mu \Lambda$$

∴ $\lambda = N\mu \Lambda$

The endemic force of infection is simply the sum of the endemic force of infection from first infections ($\lambda_{\text{First}}$) and the endemic force of infection from reinfections ($\lambda_{\text{Subsequent}}$). The same is true of the total contribution and its components ($\Lambda_{\text{First}}$ and $\Lambda_{\text{Subsequent}}$). Consequently, the logic of the paragraph above applies to these components as well:

$$\lambda_{\text{First}} = N\mu \Lambda_{\text{First}}$$
$$\lambda_{\text{Subsequent}} = N\mu \Lambda_{\text{Subsequent}}$$

And thus we obtain the following equation for the relative contribution of reinfections to the endemic force of infection in terms of the total contributions from first infection and from reinfections:

$$\frac{\lambda_{\text{Subsequent}}}{\lambda_{\text{First}}} = \frac{\Lambda_{\text{Subsequent}}}{\Lambda_{\text{First}}}$$

5.3.4.2 The total contribution from first infection

The total contribution from first infection is the product of the probability of being infected before dying, for a fully susceptible individual ($P(S \rightarrow W_1)$); the average duration of a first infection ($D(W_1)$); and the contagiousness of a first infection ($\beta$), divided – because our model is frequency-dependent – by the size of the total
population \((N)\):

\[
\Lambda_{\text{First}} = P(S \rightarrow W_1) D(W_1) \beta/N
\]
\[
= \left( \frac{\lambda}{\lambda + \mu} \right) \left( \frac{1}{\gamma + \mu} \right) \beta \left( \frac{1}{N} \right)
\]
\[
= \frac{\lambda \beta}{(\lambda + \mu) (\gamma + \mu) N}
\]

5.3.4.3 The total contribution from reinfections

The total contribution from reinfections has a similar form, but is slightly more complicated: It is the product of the probability of being reinfected at least once \((P(S \rightarrow W_R))\), the average number of reinfections given that one is reinfected at least once \((E(W_R))\), the average duration of a reinfection \((D(W_R))\), and the contagiousness of reinfection \((\kappa c \beta)\), divided (as above) by the size of the total population:

\[
\Lambda_{\text{Subsequent}} = P(S \rightarrow W_R) E(W_R) D(W_R) \kappa c \beta / N
\]

The probability of being reinfected at least once is the product of the probability of being infected at all \((P(S \rightarrow W_1))\); the probability of recovering before dying, for a first-infected individual \((P(W_1 \rightarrow R))\); the probability of having one’s immunity wane before dying, for a fully-immune individual \((P(R \rightarrow P))\); and the probability of being reinfected before dying, for an individual with waned immunity \((P(P \rightarrow W_R))\):

\[
P(S \rightarrow W_R) = P(S \rightarrow W_1) P(W_1 \rightarrow R) P(R \rightarrow P) P(P \rightarrow W_R)
\]
\[
= \left( \frac{\lambda}{\lambda + \mu} \right) \left( \frac{\gamma}{\gamma + \mu} \right) \left( \frac{\omega}{\omega + \mu} \right) \left( \frac{\kappa c \lambda}{\kappa c \lambda + \mu} \right)
\]
\[
= \frac{\kappa c \lambda^2 \gamma \omega}{(\lambda + \mu) (\gamma + \mu) (\omega + \mu) (\kappa c \lambda + \mu)}
\]

Similarly, given that an individual is reinfected at least \(m\) times, the probability that they are reinfected at least \(m + 1\) times \((P(W_R \rightarrow W_R))\) is the product of the probability of recovering before dying, for a reinfected individual \((P(W_R \rightarrow R))\);
the probability of having one’s immunity wane before dying, for a fully-immune individual; and the probability of being reinfected before dying, for an individual with waned immunity:

\[
P(W_R \rightarrow W_R) = P(W_R \rightarrow R) P(R \rightarrow P) P(P \rightarrow W_R)
\]

\[
= \left( \frac{\kappa_d^{-1} \gamma}{\kappa_d^{-1} \gamma + \mu} \right) \left( \frac{\omega}{\omega + \mu} \right) \left( \frac{\kappa_s \lambda}{\kappa_s \lambda + \mu} \right)
\]

\[
= \frac{\kappa_s \lambda \gamma \omega}{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu)}
\]

The expected number of reinfections for an individual who is reinfected at least once is therefore:

\[
E(W_R) = \sum_{i=0}^{\infty} P(W_R \rightarrow W_R)^i
\]

\[
= \frac{1}{1 - P(W_R \rightarrow W_R)}
\]

\[
= \frac{1}{1 - \frac{\kappa_s \lambda \gamma \omega}{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu)}}
\]

\[
= \frac{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega}{(\gamma + \kappa_d \mu) (\omega + \mu) (\kappa_s \lambda + \mu) + \kappa_s \lambda \gamma \omega}
\]

The average duration of a reinfection is:

\[
D(W_R) = \frac{1}{\kappa_d^{-1} \gamma + \mu}
\]

\[
= \frac{\kappa_d}{\gamma + \kappa_d \mu}
\]

And by substituting all of the above results back into the first equation in this subsection, we obtain the following expression for the endemic force of infection from
reinfections:

\[
\Lambda_{\text{Subsequent}} = P (S \rightarrow W_R) E (W_R) D (W_R) \kappa_c / N \\
= \left( \frac{\kappa_s \lambda^2 \gamma \omega}{(\lambda + \mu)(\gamma + \mu)(\omega + \mu)(\kappa_s \lambda + \mu)} \right) \times \\
\left( \frac{\gamma + \kappa_d \mu(\omega + \mu)(\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega}{(\gamma + \kappa_d \mu)(\omega + \mu)(\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega} \right) \\
= \Lambda_{\text{First}} \left( \frac{\kappa_s \kappa_c \kappa_d \lambda \gamma \omega}{(\gamma + \kappa_d \mu)(\omega + \mu)(\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega} \right)
\]

5.3.4.4 Conclusion

The relative contribution of reinfections to the endemic force of infection is therefore:

\[
\frac{\lambda_{\text{Subsequent}}}{\lambda_{\text{First}}} = \frac{\Lambda_{\text{Subsequent}}}{\Lambda_{\text{First}}} = \frac{\kappa_s \kappa_c \kappa_d \lambda \gamma \omega}{(\gamma + \kappa_d \mu)(\omega + \mu)(\kappa_s \lambda + \mu) - \kappa_s \lambda \gamma \omega}
\]

Thus, the relative contribution of reinfections to the endemic force of infection is directly proportional to (and thus, linear in) the relative contagiousness of reinfections (\(\kappa_c\)). It is also positively dependent on both the relative susceptibility to reinfection (\(\kappa_s\)) and the relative duration of reinfection (\(\kappa_d\)), but is sublinear with respect to each of them (Figure 5.1). However, the degree to which it is sublinear is very different between the two; the dependence on \(\kappa_s\) is strongly sublinear, while the dependence on \(\kappa_d\) is so close to linear that it cannot be visually distinguished from the truly linear dependence on \(\kappa_c\). This is because the only place that \(\kappa_d\) appears in the denominator is as part of the term \((\gamma + \kappa_d \mu)\), and \(\gamma \gg \mu\). Finally, the relative contribution of reinfections to the endemic force of infection is also positively, and
sublinearly, dependent on the waning rate ($\omega$) (Figure 5.2).

Figure 5.1: Dependence of $\lambda_{\text{Subsequent}} / \lambda_{\text{First}}$ on $\kappa_c$, $\kappa_s$, and $\kappa_d$. In each curve, all parameters other than the $\kappa_i$ being varied are set to the values they have in the “slow deep” scenario for the high transmission setting in Chapter IV; in particular, both of the other two $\kappa_j$ are fixed at $0.6^{1/3}$. 
Figure 5.2: Dependence of $\lambda_{\text{Subsequent}}$ on $\omega$. All parameters other than $\omega$ are set to the values they have in the “slow deep” scenario for the high transmission setting in Chapter IV.

### 5.3.5 Simplification when there is only one parameter $\kappa$

In our model as actually implemented, $\kappa_s = \kappa_d = \kappa_c = \kappa$. Consequently, we can simplify the above equation slightly:

$$\frac{\lambda_{\text{Subsequent}}}{\lambda_{\text{First}}} = \frac{\kappa^3 \lambda \gamma \omega}{(\gamma + \kappa \mu)(\omega + \mu)(\kappa \lambda + \mu) - \kappa \lambda \gamma \omega}$$

This expression is clearly superlinear in $\kappa$, and just as clearly subcubic. But it is not obvious just from glancing at it where in that range it falls. Numerical tests (Figure 5.3, and others not shown) indicate that it is solidly between quadratic and cubic for the range of parameters considered in any of the scenarios presented in Chapter IV.
5.4 Waning in the Wagner et al. (2014) model

5.4.1 Introduction to the model

One of the more detailed and arguably realistic models of immune boosting and waning following live-virus infection is the one presented by Wagner et al.[130], elaborating on the antibody-based model of Behrend et al.[12]. Although a full discussion of that model is beyond the scope of this chapter, we will summarize key aspects of that model, that are relevant to the findings of our model. The relevant parameters, in particular, are summarized in Table 5.8.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Symbol used in Wagner et al. (if different)</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_s$</td>
<td>$P0\text{Inf}_s$</td>
<td>0.17, $s = 1$</td>
<td>Infectivity parameter for strain $s$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.29, $s = 2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.13, $s = 3$</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>$\text{PVDose}_s$</td>
<td>[variable]</td>
<td>Dose of oral polio vaccine (of strain $s$), in TCID$_{50}$</td>
</tr>
<tr>
<td>$A_s$</td>
<td>$\text{NAb}_{1,s}$</td>
<td>variable</td>
<td>Effective titer of mucosal antibodies to strain $s$ of poliovirus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4, $s = 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.17, $s = 2$</td>
<td>Mean logarithm (base 2) of mucosal antibody titer following a live virus infection with strain $s$ in an immunologically naive individual</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.51, $s = 3$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2, $s = 1$</td>
<td></td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>$\sigma_{\text{prime},s}$</td>
<td>2.5, $s = 2$</td>
<td>Standard deviation of the logarithm (base 2) of mucosal antibody titer following a live virus infection with strain $s$ in an immunologically naive individual</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.7, $s = 3$</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>$\tau_{\text{Ab}}$</td>
<td>0.038</td>
<td>“Neutralization factor for poliovirus by antibodies” [130]</td>
</tr>
<tr>
<td>$k_d$</td>
<td>$k_{\text{DI}}$</td>
<td>0.0469</td>
<td>Parameter governing reduction in average duration of infection due to partial immunity, in $\log_{10}$ (days)/ $\log_2$ (GMT)</td>
</tr>
<tr>
<td>$k_r$</td>
<td>$k_{\text{shed}}$</td>
<td>0.0833</td>
<td>Parameter governing reduction in shedding rate due to partial immunity, in $\log_{10}$ (shed titer)/ $\log_2$ (GMT) (Personal communication, Wagner, 2016)</td>
</tr>
</tbody>
</table>

Table 5.8: Table of parameters in the model of Wagner et. al [130]
5.4.1.1 Probability of infection in the absence of immunity

In the model presented in Wagner et al.[130], the probability of infection for an immunologically naive individual challenged with a dose of \( D \) TCID\(_{50}\) of oral polio vaccine (OPV) of strain \( s \), before accounting for strain interference (which is not a feature of our model) is taken to be:

\[
1 - \left( 1 + \frac{D}{1 - p_s} \right)^{-p_s}
\]

where \( p_s \) is a strain-specific infectivity parameter.

In a beta-Poisson dose-response model[44], the susceptibility of targets of infection (which may be individuals, cells, or something in between) varies, with the probability of infection when exposed to a single infectious particle following a Beta(\( \alpha \), \( \beta \)) distribution, and each target of infection is exposed to a (Poisson-distributed) average of \( D_{\text{particles}} \) infectious particles. Under some further conditions, the probability of infection under these circumstances can be approximated as:

\[
1 - \left( 1 + \frac{D_{\text{particles}}}{\beta} \right)^\alpha
\]

Thus, the dose-response model of Wagner et al. is an approximate beta-Poisson model, with individuals as the variably susceptible targets of infection, and with the additional constraint that

\[
\alpha + \frac{\beta}{c} = 1,
\]

where \( c \) is the number of infectious particles per TCID\(_{50}\) of OPV. This additional constraint reduces the two-parameter (approximate) beta-Poisson model to a one-parameter model. It is not remarked upon or justified in Wagner et al.[130], and is not present in the cited reference[54]. This constraint is clearly carried over from the earlier paper by Behrend et al.[12], but is not remarked upon or justified in that paper either.
Presumably, the motivation behind this constraint is that, in the exact beta-Poisson model, $\alpha / (\alpha + \beta)$ is the mean per-particle probability of infection. Thus, by setting $\beta = 1 - \alpha$, with $\alpha = p_s$, one appears to obtain the result that the mean per-particle probability of infection is $p_s$, which would be consistent with the symbol ($P_0\text{Inf}_s$) used for that parameter in Wagner et al.. But in fact, this would only be true if $c$ were 1 (i.e., if each TCID$_{50}$ of OPV consisted of only a single viral particle), and if that were the case, then the low value of $\beta$ relative to $\alpha$ would render the approximation to the true beta-Poisson model relatively poor. Nevertheless, for the purposes of this chapter, we will simply take this feature of the model as a given.

5.4.1.2 Acquisition immunity

In the Wagner et al. model, immunity to infection is modeled as an unobserved effective titer of mucosal neutralizing antibodies to each of the three serotypes of poliovirus $A_s$, for $s = 1, 2, 3$. A complete lack of mucosal immunity to serotype $s$ is represented by $A_s = 1$. When an individual is challenged with a dose of $D$ TCID$_{50}$ of OPV of strain $s$, the probability of infection, taking immunity into account, is:

$$1 - \left( \left( 1 + \frac{D}{1 - p_s} \right)^{-p_s} \right) \frac{1 + \tau (A_s - 1) \left( 1 - e^{-1/\tau} \right)}{A_s}$$

Note that when $A_s = 1$, the above equation indeed reduces to the simpler equation given in the previous section.

5.4.1.3 Intensity of shedding

In the model description presented in the supporting information of Wagner et al., the intensity of shedding is implied to be both deterministic (for a given effective mucosal antibody titer) and constant over the duration of infection. However, this contradicts the trajectories of shedding titers over the course of infection.
shown in Figure 1(B) in the main text of Wagner et al., which are clearly not con-
stant. The authors have indicated (Wagner, personal communication, 2016) that the
presentation in the main text is the correct one, and that the dynamics of shedding
are those described in the following paragraphs.

In the absence of immunity, the log$_{10}$ of each individual’s peak shedding rate
($S_{i,\text{peak}}$) is selected from a truncated (at $z = \pm 2$) normal distribution; for each
log$_2$ ($A_s$), the log$_{10}$ of $S_{i,\text{peak}}$ is reduced by $k_r = 0.0833$. That individual’s shedding
rate at a given time since infection ($S_i(t_{inf})$) is then:

$$S_i(t_{inf}) = \begin{cases} 
0, & t_{inf} < 1 \\
S_{i,\text{peak}} \left( \frac{e^{-\frac{-(\log(t_{inf})-\mu_{LT})^2}{2\sigma_S^2}}}{(t_{inf})e^{\frac{\sigma_S^2}{2} - \mu_{LT}}} \right), & 1 \leq t_{inf} < T_i
\end{cases}$$

where $T_i$ is the duration of that individual’s infection, and

$$\sigma_S = 1.8$$

$$\mu_{LT} = 4.65$$

Although the mean and standard deviation of the distribution of peak shedding
titers were not specified, a mean of approximately 4.3 log$_{10}$(TCID$_{50}$/day) can be
inferred from Figure 1(B) in Wagner et al.. In numerical tests (not shown), our
results proved highly insensitive both to the precise value of the mean and to even
very large changes (several orders of magnitude) in the standard deviation.

5.4.1.4 Duration of infection

In the absence of immunity, the duration of infection is randomly selected from
a normal distribution with a mean of 25 days and an unspecified standard devia-
tion. For each log$_2$ ($A_s$), the mean is reduced by a constant $k_d$, and the standard
deviation is reduced proportionally. In the text of the online Supporting Information of Wagner et al., this reduction is clearly stated to be linear; however, Table S1 of the Supporting Information gives the value of \( k_d \) as “0.057 \( \log_{10}(\text{days})/\log_2(\text{GMT}) \),” suggesting that the reduction is proportional. That the reduction is indeed proportional has been confirmed by the authors, who also supplied a corrected value of “0.0469 \( \log_{10}(\text{days})/\log_2(\text{GMT}) \) (Wagner, personal communication, 2016).

5.4.1.5 Priming and boosting of immunity

Priming of immunity in an immunologically naive individual and boosting of immunity in an individual with a previous exposure are handled separately. When an individual with \( A_s \leq 1 \) experiences a live virus infection with strain \( s \), the logarithm (base 2) of their post-infection antibody titer is randomly selected from a normal distribution with mean \( M_s \) and standard deviation \( \sigma_s \), which vary from strain to strain.

The Wagner et al. model also includes boosting of immunity upon live virus infection of an individual with \( A_s > 1 \). However, for the purpose of simplicity and conceptual clarity, we only examine waning following a single live virus infection in this chapter. Many of the same results apply if waning after multiple infections is considered; however, specifying the precise assumptions about infection and/or exposure history becomes considerably more complex.

5.4.1.6 Waning of immunity

Mucosal immunity and humoral immunity are assume to wane separately. However, the model description in the Supplementary Information indicates that only mucosal immunity is treated as relevant to susceptibility to infection, infection duration, and intensity of shedding, with humoral immunity only being relevant (a) to
protection from paralysis and (b) as a directly measurable proxy (combined with vaccination history) for the unmeasured mucosal immunity. Therefore, in this chapter, we only consider the waning dynamics of mucosal immunity.

Mucosal antibody levels are assumed to undergo simple exponential decay at a rate of either 0.1/yr. (slow waning) or 0.2/yr. (fast waning).

5.4.2 Comparison of waning dynamics to those in our model

For illustrative purposes, the rest of this section focuses on the waning dynamics of the Wagner et al. model with parameters for Type 3 poliovirus. All of the major qualitative results also hold for the other two serotypes, although the exact numerical values vary.

5.4.2.1 Acquisition immunity

As seen in Figure 5.4, relative susceptibility to reinfection in our model is comparable to or lower than in the Wagner et al. model, in substantial part due to the fact that our model treats individuals who have just recovered from infection as fully immune, while the Wagner model does not. Moreover, the extent of ongoing waning (i.e. continuing waning beyond 5 years after the end of a previous infection) is actually greater in the Wagner et al. models than in our models. This suggests that our results regarding the effects of ongoing waning on the potential for sustained silent circulation remain highly relevant when the simplifying assumptions we have made about the nature of waning immunity are relaxed.

5.4.2.2 Intensity of shedding and average duration of infection

Figure 5.5 depicts relative average duration of infection in the various models, while Figure 5.6 covers relative intensity of shedding. These are the same in our model, and are constant over time. This is because, in our model, previously infected
Figure 5.4: Curves showing relative risk of infection with Type 3 poliovirus (compared to an immunologically naive individual) vs. time since previous Type 3 infection in years, under different models of immune waning. Curves for our model are shown in black, and curves for the Wagner et al. model in blue. For each model, the solid line represents the sub-model with slowest waning, while the dashed line represents the sub-model with the fastest waning. The curve for our “intermediate” model is not shown. The curves for the Wagner et al. model reflect relative risk of infection following a challenge dose of $10^{5.8}$ TCID$_{50}$ of OPV3; the curves for our model indicate relative risk of infection following a cumulative exposure that would produce the same probability of infection in an immunologically naive individual as $10^{5.8}$ TCID$_{50}$ of OPV3 would produce in the Wagner model.
individuals are (at any given time) in one of two homogeneous states: Fully immune, or partially susceptible. Fully immune individuals cannot be infected, and partially susceptible individuals all have the same relative duration of infection and shedding rate. Therefore, the expected duration of infection and shedding rate of reinfected individuals does not depend on the time since first infection; the effects of waning immunity come solely from the increase over time in the fraction of the population that is susceptible.

In contrast, in the Wagner et al. model, relative susceptibility, relative duration of infection, and relative shedding rate are all dependent on effective mucosal antibody titer, and so effects of waning immunity are seen in all three ratios. This has a somewhat subtle consequence: In order to appropriately define an average relative duration, it is necessary to weight the distribution of possible antibody titers by the probability of being infected in the first place (given a particular challenge dose). Likewise, in order to appropriately define an average relative shedding rate, it is necessary to weight the distribution of possible antibody titers by the probability of infection times the expected duration. For this reason, the degree to which the curves for relative shedding rate in the Wagner et al. model in Figure 5.6 are higher than the corresponding curves for relative duration in Figure 5.6 is greater than would be expected from the difference between $k_d$ and $k_r$ alone. This is because individuals who have lower titers have (1) a higher probability of infection, (2) a longer expected duration of infection if infected, and (3) a higher shedding rate during infection. Therefore, weighting by both the probability of infection and the expected duration of infection (as we do when calculating the average relative shedding rate) would result in a higher average than weighting by only the probability of infection (as we do when calculating the average duration of infection), even if the probability
distributions were identical apart from this weighting.

As regards both duration of infection and shedding rate, the potential for transmission from reinfections is substantially higher in the Wagner et al. model than in ours, although it should be stressed that this observation is made in the context of immunity generated by only a single previous infection, and will naturally be less true the greater the number of previous infections (including vaccinations that succeed in producing a live virus infection). More robust, however, is the observation that ongoing waning is again stronger in the Wagner et al. model than in ours.

5.4.2.3 Overall

In Figure 5.7, we compare the various models with respect to the overall relative potential of previously infected individuals to contribute to transmission, as measured by relative probability of infection times relative average duration of infection times relative shedding rate, analogous to Figure 4.2, which provides that comparison with respect to our models only. Again, we see that both the relative potential for reinfections to contribute to transmission, measured in this way, and the extent to which waning is ongoing are greater in the Wagner et al. model than in ours. This strongly suggests that our conclusion that ongoing waning can greatly increase the potential for extended silent circulation is robust to relaxation of our simplifying assumptions about the dynamics of waning of mucosal immunity following live virus infection.
Figure 5.5: Curves showing relative average duration of infection while infected with Type 3 poliovirus (compared to an immunologically naive individual) vs. time since previous Type 3 infection in years, under different models of immune waning. Curves for our model are shown in black, and curves for the Wagner et al. model in blue. For each model, the solid line represents the sub-model with slowest waning, while the dashed line represents the sub-model with the fastest waning. The curve for our “intermediate” model is not shown. The curves for the Wagner et al. model reflect relative risk of infection following a challenge dose of $10^{5.8}$ TCID$_{50}$ of OPV3; the curves for our model are the same regardless of challenge dose, for reasons discussed in the text.
Figure 5.6: Curves showing relative intensity of virus shedding while infected with Type 3 poliovirus (compared to an immunologically naive individual) vs. time since previous Type 3 infection in years, under different models of immune waning. Curves for our model are shown in black, and curves for the Wagner et al. model in blue. For each model, the solid line represents the sub-model with slowest waning, while the dashed line represents the sub-model with the fastest waning. The curve for our “intermediate” model is not shown. The curves for the Wagner et al. model reflect relative risk of infection following a challenge dose of $10^{5.8}$ TCID$_{50}$ of OPV3; the curves for our model are the same regardless of challenge dose, for reasons discussed in the text.
Figure 5.7: Curves showing relative probability of infection with Type 3 poliovirus times relative average duration of infection times relative shedding rate (compared to an immunologically naive individual) vs. time since previous Type 3 infection in years, under different models of immune waning. For our model, this is equivalent to the “population extent of waning” shown in Figure 4.2. Curves for our model are shown in black, and curves for the Wagner et al. model in blue. For each model, the solid line represents the sub-model with slowest waning, while the dashed line represents the sub-model with the fastest waning. The curve for our “intermediate” model is not shown. The curves for the Wagner et al. model reflect relative risk of infection following a challenge dose of $10^{5.8} \text{TCID}_{50}$ of OPV3; the curves for our model are the same regardless of challenge dose, for reasons discussed in the text.
CHAPTER VI

Hybrid Deterministic-Stochastic Model for Understanding the Effects of Ongoing Waning of Immunity on the Risk of Sustained Silent Poliovirus Circulation

6.1 Introduction

In Chapters IV and V, we constructed and analyzed a model of poliovirus transmission dynamics designed to improve our understanding of how waning dynamics affect the risk of prolonged silent circulation, potentially ending in a rebound epidemic. This model provided several valuable insights. But it has limitations as well. Two major ones both relate to its deterministic compartmental nature, in somewhat different ways.

One is that, being based on a large-sample continuous approximation to discrete population dynamics, it does not naturally handle eradication well, as this involves the infected population reaching zero. With continuous population and first-order death and recovery, this will never actually happen. In our deterministic model, this was handled \textit{ad hoc} by declaring “stochastic elimination” once the expected number of infected individuals drops below 1. This is a reasonable way of dealing with the problem, but it is not ideal.

The other is more broadly that silent circulation as a whole is characterized by random processes: Its beginning is marked by the moment at which the last para-
lytic case occurs before an extended period without paralytic cases, which depends not only on when transmissions of wild poliovirus to fully susceptible individuals (“wild first infections”) occur, but also on which wild first infectees actually become paralyzed, and even on when in the course of their infections paralysis occurs; its end is marked by either the moment at which the last infected individual recovers (or, in a system with environmental transmission, the somewhat subsequent moment at which the last already-shed wild poliovirus ceases to be viable) or the moment at which the next paralytic case occurs. None of these are actually deterministic. Moreover, they are all rare on the time scale that we care about, and so a deterministic model provides a poor approximation to this stochastic reality. And just as our model does not “naturally” generate a time of eradication, so too, it does not naturally generate a period without cases, nor a moment at which cases return; infinitesimal fractions of cases are occurring continually at all times at which WPV is present in the population.

In Chapters IV and V, we solved this problem much as we did the other: We declared silent circulation to begin at the moment at which the expected number of (deterministic) cases in the past year first dipped below one, and to end in case return (if elimination had not then already occurred) at the next subsequent moment when it climbed back above one. Again, this was workable, but not ideal even from the perspective of obtaining a single result.

But the broader problem is that a single result is not ideal for this sort of question anyway. Realistically, even if we knew the exact nature of transmission dynamics, and the exact current conditions (excluding any quantum mechanical “hidden variables” that might exist), there would be a distribution of possible outcomes. Even if some central measures are known, the degree of uncertainty implied by the rest of the
distribution still matters. If the median duration of silent circulation is low, it remains important whether or not the standard deviation is high. If the median outcome of silent circulation is elimination, it matters whether elimination occurs with 99% probability, of 51%. And so forth.

In this chapter, I address these two problems, by incorporating some stochastic elements into the model.

6.2 Methods

For this chapter, we extended the deterministic compartmental model from Chapters IV and V (previously published together as a paper in the journal Epidemics[77]) to incorporate stochastic components based on techniques used in a 2015 paper by Michael Famulare[41]. Although the full details of the models used in those papers are given there, we summarize them below. The parameters used in each of these models, and in the hybrid model that we construct from a synthesis of the two, are given in Table 6.1.

6.2.1 The deterministic model developed in the preceding chapters

In Chapters IV and V, we used a deterministic compartmental model of moderate complexity. While not as elaborate as some models[31, 42, 130], that model nevertheless features a number of distinct phenomena. Reinfection is present in the model, along with waning of immunity following a previous infection. This waning is abstracted as a single transition from a fully immune state to a partially susceptible state, in which an individual is once again capable of being infected, but with a reduced probability. If infected, a partially susceptible individual also recovers more quickly than a fully susceptible one, and sheds less virus per gram of stool over the course of infection.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value from Chapter IV</th>
<th>Value in Famulare</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>(10^6)</td>
<td>[Not used]</td>
<td>Total size of the modeled population</td>
</tr>
<tr>
<td>(\mu)</td>
<td>(0.02/\text{yr})</td>
<td>[Not directly set]</td>
<td>(Age-independent) Death rate</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>(13/\text{yr})</td>
<td>[Not directly set]</td>
<td>Recovery rate for a first infection with WPV</td>
</tr>
<tr>
<td>(\gamma^*)</td>
<td>(\gamma + \mu)</td>
<td>(\sim \text{Unif}(\frac{1}{30\text{days}}, \frac{1}{7\text{days}}))</td>
<td>Total rate of removal from the infected population</td>
</tr>
<tr>
<td>(\beta)</td>
<td>(\frac{R_0}{\gamma + \mu})</td>
<td>[Not used directly]</td>
<td>Contagiousness for a first infection with WPV</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>[varies]</td>
<td>[Not used, implicitly 0]</td>
<td>Cube root of waning depth</td>
</tr>
<tr>
<td>(\lambda_{1,1}(t))</td>
<td>(\frac{\beta S(t)}{N})</td>
<td>(\sim \text{N}(\gamma^*, 3.44/\text{yr}))</td>
<td>Transmission rate to fully susceptibles, per first-infected</td>
</tr>
<tr>
<td>(\lambda_{R,1}(t))</td>
<td>(\frac{\kappa \beta P(t)}{N})</td>
<td>[implicitly 0]</td>
<td>Transmission rate to partially susceptibles, per first-infected</td>
</tr>
<tr>
<td>(\lambda_{1,R}(t))</td>
<td>(\kappa \lambda_{1,1}(t))</td>
<td>[inapplicable]</td>
<td>Transmission rate to fully susceptibles, per reinfected</td>
</tr>
<tr>
<td>(\lambda_{R,R}(t))</td>
<td>(\kappa \lambda_{2,1}(t))</td>
<td>[inapplicable]</td>
<td>Transmission rate to partially susceptibles, per reinfected</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters and selected variables relevant to this chapter from the deterministic compartmental model of Chapters IV and V, and from the stochastic model in a 2015 paper by Michael Famulare[41]. The \(\{\lambda_{i,j}\}\) do not appear directly in Chapters IV and V, where a more typical force-of-infection formulation is used, but this formulation is fully equivalent, and more suitable for the purpose of this chapter’s model.

The model also distinguishes between OPV and WPV, but only tracks dynamics for one serotype at a time, and treats successful vaccination and secondary infection with OPV identically. Consequently, there are 7 basic states that an individual can be in: Fully susceptible; infected for the first time, with WPV; infected for the first time, with OPV; partially susceptible; reinfected, with WPV; reinfected, with OPV; and fully immune.

In addition to these immune dynamics, the model also tracks age, dividing the population into 41 age groups: Children under the age of 5 are separated into a series of 1.5-month age groups, while individuals over the age of 5 are all lumped together. Mortality is assumed, for the sake of simplicity, to be constant with respect to age, at a rate of 0.02/year. The only effect of age is that children under the age of 5 are subject to (direct) vaccination, while older individuals are not. Thus, age is a source
of comparatively high computational complexity, relative to conceptual complexity.

As a deterministic compartmental model, this model is suitable for efficient simulation of dynamics when the number of (actual) individuals whom the abstraction assigns to each compartment is sufficiently large. However, it may fail to account for stochastic effects — not only when the total population is small, but also when key subpopulations are small, such as when prevalence is very low.

The beginning of “silent circulation” (silent, that is, with respect to AFP surveillance) is declared when the expected number of cases (based on the number of new first infections and the case-to-first-infection ratio) in the previous year falls to 1, in a total population of 1 million. If the total prevalence of all infections falls further, below 1 per million, “stochastic elimination” is declared as the outcome of the simulation; if, instead, the expected number of cases since the beginning of silent circulation reaches 1, then “case return” is declared.

6.2.2 The stochastic model of Famulare

The paper by Famulare[41] presents a very different model, one in which the effects of partially successful polio eradication campaigns are assumed to primarily take the form of rendering some regions (of whatever size) incapable of sustaining polio transmission, while others are affected not at all. In a sense, this is an opposite assumption to that made by the model in Chapter IV, which uses a simplifying assumption of mass action within a homogeneous-mixing population. In both cases, different parameter values are provided for each serotype, but dynamics are only simulated for one serotype at a time.

Using this assumption, the Famulare paper[41] presents a stochastic model that only tracks infected individuals. Only a single class of infecteds (implicitly: first infections only) is included. There are only two types of transition in this model:
an increase in the number of infecteds due to transmission, and a decrease in the number of infecteds due to recovery:

\[ a_{W_1 \rightarrow W_1+1} = \lambda_{1,1}(t)W_1 \]
\[ a_{W_1 \rightarrow W_1-1} = (\gamma^*)W_1 \]

where \( \gamma^* \) is the “recovery rate” in the sense of being the rate of leaving the infected state by any means; because the model only tracks infected individuals, it does not matter whether this occurs by true recovery or by death. Thus, in terms of how we defined parameters in Chapter V, \( \gamma^* = \gamma + \mu \), as indicated in Table 6.1.

Simulation is performed using a standard (direct) Gillespie algorithm[45]. Cases of paralytic poliomyelitis occur (randomly, with probability equal to the estimated case-to-first-infection ratio) on recovery; this is numerically an extremely good approximation to cases occurring at a random time during the course of infection.

\( \gamma^* \), the recovery (plus death) rate, is drawn once for each simulation run from a uniform distribution on the interval \( \left[ \frac{1}{30 \text{days}}, \frac{1}{7 \text{days}} \right] \), and is kept constant throughout that run. Given \( \gamma^* \), an initial value for \( W_1 \) is calculated to match the expected time between the second-to-last and last observed cases with the actual length of that interval for the serotype in question, based on published case-count data from Nigeria.

The expected growth rate of the infected population at a given point in time is allowed to vary by setting \( \lambda_{1,1}(t) = \gamma^* + N(0, \sigma) \) where \( \sigma \) is fitted from case count data from Nigeria, and is equal to \( 3.44 \text{yr}^{-1} \). (In practice, \( \lambda \) is constrained to be \( \geq 0 \), for obvious reasons.) This distribution is resampled at three-month intervals.

This continues until either \( W_1 \rightarrow 0 \) or a case is detected.
6.2.3 Synthesis and model description

Each of these approaches has unique strengths that the other does not. The model used in Chapter IV, unlike Famulare’s [41], includes waning dynamics and transmissions from individuals with waned immunity, which can not only increase the ratio of infections to paralysis, but can also cause that ratio to vary over time. Famulare’s model, unlike the one used in Chapter IV, simulates small-population dynamics in ways that account for the importance of stochastic fluctuations, and its probabilistic nature allows for obtaining a range of outcomes with an associated probability distribution. Compared to stochastic approaches that simulate the entire population, its approach of only directly simulating infected individuals greatly reduces the number of events (and even more so, the number of classes of events) that must be simulated, increasing computational efficiency. We sought to formulate a hybrid model that would combine the strengths of these two models.

In order to do this, while retaining much of the computational efficiency benefits of a deterministic model, we made use of the following observation: In the fully deterministic model of Chapters IV and V, during and around the period of silent circulation, the ratio of susceptibles of a particular class (fully susceptible or partially susceptible (i.e., waned)) to currently-infected individuals who were infected from that class consistently exceeds 84:1 for all parameter sets; for some parameter sets, it consistently exceeds 20,000:1.

This has two consequences. First, explicit stochastic simulation of infecteds is computationally cheap compared to explicit stochastic simulation of the entire population. Second, stochastic fluctuations in the number of individuals infected in a given time period (during that interval) can have a very large proportional effect on the number of infecteds, while having only a very small effect on the number
of susceptibles. Consequently, explicit stochastic simulation only of infecteds, while
treating the number of individuals in each susceptible or fully immune category as
deterministic, is a reasonable approximation to stochastic simulation of the entire
system.

Therefore, for a given parameter set, we begin by running a fully deterministic
simulation of the system as described in Chapters IV and V. The code used to do
this has been converted from Berkeley Madonna to R, and some of the equations
have been restructured for improved clarity, but no changes have been made to the
underlying dynamics of the system. We simulate this trajectory out to a point 50
years after the beginning of vaccination. We then record the size of all compartments
in 0.01-year intervals, from the first point at which the total size of the infected
population is 300 or less (out of a total population of 1 million), until the end
of the simulation. The starting point of the recording, which is also used as the
starting point for our stochastic simulations, consistently occurs between the end of
vaccination ramp-up and the declaration of the beginning of silent circulation in the
purely deterministic model.

Because our stochastic simulation only directly deals with currently infected in-
dividuals, and we assume (as in Chapters IV and V) that vaccination of a currently-
infected individual has no effect, the stochastic portion of our model is not (directly)
affected by vaccination. Because vaccination is the only age-dependent effect in our
model – mortality being assumed to be constant with respect to age for the sake
of simplicity – this means that we can collapse subcompartments across age cate-
gories. As noted above, this eliminates a quite substantial source of computational
complexity in the fully deterministic model.

Similarly, we can ignore the vaccine-infected and fully immune compartments,
as it is not possible (in our model) to be infected with WPV directly out of them. Therefore, the compartments whose deterministic values are relevant to stochastic dynamics during potential silent circulation of WPV are thus reduced to four: Fully susceptibles, first-infecteds, partially susceptibles, and re-infecteds. Moreover, for the infected compartments, only the deterministic values at the start of the 10-year interval are relevant, for initializing the model; after that, the values will be allowed to vary stochastically.

The stochastic simulation therefore proceeds as follows: First, the numbers of first-infecteds \((W_1)\) and reinfecteds \((W_R)\) are initialized to their deterministic values at the starting point of the simulation (i.e., the first point in the deterministic simulation where their sum has been reduced to 300). Then, at each time point of .01 years (a granularity selected in order to ensure that changes in \(\{\lambda_{i,j}\}\) between time points are too small for further reductions to meaningfully affect the results), propensities are calculated according to the following formulae:

\[
\begin{align*}
    a(W_1, W_R) \rightarrow (W_1+1, W_R) &= \lambda_{1,1}(t)W_1 + \lambda_{1,R}(t)W_R \\
    a(W_1, W_R) \rightarrow (W_1-1, W_R) &= (\mu + \gamma)W_1 \\
    a(W_1, W_R) \rightarrow (W_1, W_R+1) &= \lambda_{R,1}(t)W_1 + \lambda_{R,R}(t)W_R \\
    a(W_1, W_R) \rightarrow (W_1, W_R-1) &= (\mu + \frac{\gamma}{\kappa})W_R
\end{align*}
\]

where \(W_1\) and \(W_R\) have their current stochastic values, and \(\{\lambda_{i,j}(t)\}\) are calculated from the current numbers of fully susceptible and partially susceptible individuals, taken from the deterministic simulation (Table 6.1).

The time-to-next-event and nature of the next event are then selected in accordance with a standard direct Gillespie procedure. If the selected time is less than or
equal to the next observed time point, then $W_1$ or $W_R$ is updated (and a possible case triggered in the case of infection into $W_1$, as in Chapter IV), as is $t$, and the simulation proceeds. If it is greater than the next observed time point, the simulation instead advances to the next observed time point, recalculates propensities in accordance with the new values for $S$ and $P$, and draws a new time-to-next-event and nature of that event accordingly. This is a permissible approach due to the memoryless property of an exponential distribution[45].

A silent circulation interval is defined as either (a) the interval between two consecutive polio AFP cases or (b) the interval between the last polio AFP case and the end of all local circulation (i.e., true elimination). Clearly, if there is an interval of type (b), it must be the last silent circulation interval, given that our model does not include reintroduction from outside the simulated population.

Given this fact, we can classify all silent circulation intervals into three categories: If the interval ends in elimination, it is an elimination interval. If the interval ends in a case, but elimination occurs within the 20-year period following the start of the simulation, then it is a blip interval. If neither of the above is true, then it is a true return interval (i.e., it is either immediately or eventually followed by a rebound epidemic). Looking at the 20-year period as a whole, we are principally interested in two things: The longest duration of a silent circulation interval, and the nature of that interval – with one caveat: If the longest interval is an elimination interval, but there is a blip interval that is over 3 years long, we focus on the latter over the former. The rationale here is that we wish to focus on the extent to which silent circulation has the potential to create major problems for global polio eradication efforts. In order to answer that question correctly, it is important to take into account the existing GPEI threshold of 3 years without a detected polio case to declare elimination of endemic
circulation in a given country[87]. Thus, case return that occurs after an interval of three or more years is case return that has the potential to occur after the country (or multi-country epidemiological block, such as Afghanistan and Pakistan) is declared polio-free. The potential effects of this are severe enough to warrant considering this a worse threat to polio eradication than even a substantially longer interval that results in eradication. This is essentially a high-severity local threat. Below the three-year threshold, local severity is expected to be much lower, because elimination will not yet have been certified when silent circulation ends. Therefore, the long-term potential for export to other, currently polio-free, countries from a very long interval — regardless of how that interval terminates locally — takes precedence. For ease of reference, we will henceforth refer to the interval selected in this manner as the “worst interval.” Once the worst interval has been selected, we treat blip and true return intervals identically.

6.3 Results

Using the model described above, we obtained results for all 3 serotypes of poliovirus, for scenarios of no waning, fast-shallow waning, and slow-deep waning, for apparent $R_0$s of 10 and 15, and for final effective vaccination rates from 0 to 1.5 per year, as defined in Chapter IV. From these, we made plots that contained curves for (1) the probability that the length of the worst interval is less than or equal to a given duration, (2) the probability that the worst interval is of a given type (case return or elimination) and that its length is less than or equal to a given duration, and (3) the fraction of worst intervals whose length is less than or equal to a given duration that end in case return, rather than in elimination. A representative example, for Type 3 poliovirus with slow-deep waning, an apparent $R_0$ of 15, and a final effective
vaccination rate of $1.00 \text{ yr}^{-1}$, is shown as Figure 6.1.

Examining the dotted red line, indicating the fraction of resolved intervals that terminated in case return, reveals an interesting phenomenon: Early resolutions are almost all case return, because the probability of a single very early paralytic case is greater than the probability of the numerous very early recoveries that are required in order to achieve elimination in a very short time frame. As the duration of silent circulation intervals increases, those intervals have an increased probability of ending with elimination. But past about 3 years or so, the fraction of intervals ending in case return begins to increase again, as waning immunity, in the absence of large-scale WPV transmission, increases the susceptibility of the population.

In Figure 6.2, we present a set of similar plots for various strain and waning scenario combinations, retaining an apparent $R_0$ of 15 and a final effective vaccination rate of $1.00 \text{ yr}^{-1}$; hence, the lower right panel of Figure 6.2 is simply a scaled-down version of Figure 6.1. Comparing the different panels of Figure 6.2, we can make several observations. Going down each column, we see that, as in Chapter IV, both introducing waning and shifting from fast-shallow waning to slow-deep waning increase the potential for prolonged silent circulation. Going across each row, we see that, also in agreement with Chapter IV, Type 3 exhibits the greatest potential for sustained silent circulation, followed by Type 1, with Type 2 exhibiting the least, despite having the highest first-infection-to-paralysis ratio (IPR). This pattern matches the extent to which each wild strain is more transmissible than the corresponding vaccine strain; hence it agrees with the result in Chapter IV that vaccine transmissibility has a greater impact on the potential for sustained silent circulation than IPR.

There is also a clear interaction between these two effects, such that the po-
tial for prolonged silent circulation in the Type 3, slow-deep waning scenario is substantially higher than one would expect by comparing the no-waning scenario for Type 1 or Type 2, the slow-deep waning scenario for that same serotype, and the no waning scenario for Type 3. This interaction is also reflected in the fact that an increased probability of very long silent circulation intervals ending in case return, relative to those of intermediate length, can be seen in the Type 3, slow-deep panel, but not in either the Type 1, slow-deep panel, nor in the Type 3, fast-shallow panel. Finally, we can also see that slow, deep waning not only increases the potential for prolonged silent circulation, but also the probability for prolonged silent circulation to end in case return.

Simply comparing outcomes across a single effective vaccination rate is not necessarily the most informative approach, however. As can be seen in Figure 4.4, the effective vaccination rate that results in the longest potential silent circulation varies widely between scenarios. Therefore, in order to better understand the range of possible outcomes, we took these results and made summary plots showing quantiles (specifically, the medians of quintiles, i.e. the 10th, 30th, 50th, 70th, 90th percentiles) of the time-to-event distribution vs. total effective vaccination rate. To begin with, we present a single such plot, for Type 1 poliovirus and slow-deep waning, in Figure 6.3. This plot also indicates, by means of the colors used, the fraction of intervals in each quintile that are case-return rather than elimination, the same information that is indicated by the dotted red lines in Figures 6.1 and 6.2.

Several features are notable. Unsurprisingly, higher total effective vaccination rates result in lower fraction of case return. Careful examination of the locations on each of the curves of the transitions between colors, reflecting shifts in the fraction of intervals in each quintile ending in case return, reveals the same phenomenon noted
above, in relation to the dashed red lines in Figures 6.1 and 6.2: Very short silent circulation intervals almost all end in case return, then as the duration increases, the probability of ending in elimination increases. Finally, sufficiently late outcomes may shift back toward case return due to waning of WPV-induced immunity. This latter effect can be seen by comparing the rate of case return at the peak of the highest-quintile curve to the rates of case return for the middle three quintiles at the same effective vaccination rate.

To compare results across strains and waning scenarios, we construct a paneled figure (Figure 6.4) corresponding to Figure 6.3 in the same way that Figure 6.2 corresponds to Figure 6.1. Comparing the various parameter sweeps contained in Figure 6.4 confirms the observation made in relation to Figure 6.2, that both increased levels of ongoing waning and decreased OPV transmissibility result in both increased potential for sustained silent circulation, and an increased probability that such circulation, if it occurs, will end in case return.

The fact that the longest durations of silent circulation are clearly associated with Type 3 differs from the pattern seen in Figure 4.9, where the very longest durations occur in the narrow peaks for Type 2. This is, however, consistent with the narrowness of those peaks, and the much greater breadth of the long-duration peaks for Type 3: The introduction of stochastic effects into a deterministic system has a tendency to smooth out sharp transitions, which can result in very narrow peaks disappearing altogether.

Finally, two contrasting points: The median outcome, indicated by the solid curve in each plot, is acceptable (in the sense of being less than 3 years in duration) for almost all parameter sets — only for Type 3 and slow-deep waning is this not the case for any effective vaccination rates, and even there, most of the range of effective
vaccination rates examined results in a median duration of less than three years. This is consistent with empirical observations, as one would expect: The median empirical observation should lie near the middle of a probability distribution. But our empirical observations in very high-transmission settings come from a relatively small number of countries, which makes it difficult to use them to make inferences about the full probability distributions. And there is substantial probability mass at high — and in some cases, extremely high — durations of silent circulation for a wide range of parameter values for which the median outcome is good. For example, for Type 3, slow-deep waning, and an effective vaccination rate of 1.0/yr., the median duration of silent circulation is around 2.5 years. But there is a full 10% probability of silent circulation lasting over twice that long, almost twice the GPEI standard of 3 years for certifying elimination! This means that, while the most likely outcome is very likely to be that elimination or case return (as the case may be) will occur prior to certification of national elimination, there is nevertheless a grave risk that it will not, in one or more countries. But this risk varies substantially between waning scenarios (as well as between serotypes). This increases the importance of developing a fuller understanding of waning dynamics, as well as of improving and extending environmental surveillance.
Figure 6.1: Distribution of outcomes for Type 3 poliovirus, with slow deep waning, an apparent \( R_0 \) of 15, and an effective vaccination rate of 1.00/year. The black solid curve represents the cumulative distribution of worst interval durations, regardless of the nature of those intervals. Separating those intervals into those that end in case return and those that end in elimination results in the red and blue solid curves, respectively. Thus, for any given x-value, the y-values of the blue and red curves sum to the y-value of the black curve. The red dotted curve indicates the fraction of worst intervals of duration less than or equal to a given value that end in elimination, i.e., it is the ratio of the y-value of the red solid curve to the y-value of the black solid curve.
Figure 6.2: Distribution of outcomes as in Figure 6.1, by poliovirus type (columns), and immune waning dynamics (rows). All results are presented for an apparent $R_0$ of 15 and an effective vaccination rate of 1.00/year. The manner of results within each panel is the same as in Figure 6.1 (which is identical to the bottom right panel): The black solid curve represents the cumulative distribution of worst interval durations, regardless of the nature of those intervals. Separating those into those that end in case return and those that end in elimination results in the red and blue solid curves, respectively. Thus, for any given x-value, the y-values of the blue and red curves sum to the y-value of the black curve. The red dotted curve indicates the fraction of worst intervals of duration less than or equal to a given value that end in elimination, i.e., it is the ratio of the y-value of the red solid curve to the y-value of the black solid curve.
Figure 6.3: Summary of quintiles of outcomes by effective vaccination rate. Each curve represents one quintile of worst interval durations; for a given effective vaccination rate (x-value), the y-value of that curve represents the median duration of intervals in that quintile (e.g., for the second curve from the bottom, the y-value indicates the 30th percentile of interval durations for that effective vaccination rate). Thus, a single vertical “slice” amounts to a summary of the cumulative distribution curve of (“worst”) interval durations for a single parameter set. In particular, the slice at \( x = 1.00 \text{ yr}^{-1} \), denoted by the vertical dotted black line, contains a summary of the information contained in the solid black curve of the Type 1, slow-deep panel of Figure 6.2. The color of each curve at a given point reflects the fraction of intervals in that quintile that end in case return: Red indicates 80-100% case return, yellow indicates 60-80%, grey indicates 40-60%, blue indicates 20-40%, and green indicates 0-20%. For emphasis, the third-quintile curve (i.e., the one whose y-values represent median durations) is solid, while the other four are dashed. The horizontal dotted black line in each panel indicates a duration of 3 years, equal to the GPEI standard for certifying eradication[87].
Figure 6.4: Distribution of outcomes as in Figure 6.3, by poliovirus type (columns), and immune waning dynamics (rows). The presentation of results within each panel is the same as in Figure 6.3 (which is identical to the bottom left panel): Each curve represents one quintile of worst interval durations; for a given effective vaccination rate (x-value), the y-value of that curve represents the median duration of intervals in that quintile (e.g., for the second curve from the bottom, the y-value indicates the 30th percentile of interval durations for that effective vaccination rate). Thus, a single vertical “slice” amounts to a summary of the cumulative distribution curve of (“worst”) interval durations for a single parameter set. In particular, the slice at x = 1.00 yr⁻¹, denoted by the vertical dotted black line, contains a summary of the information contained in the solid black curve of the Type 1, slow-deep panel of Figure 6.2. The color of each curve at a given point reflects the fraction of intervals in that quintile that end in case return: Red indicates 80-100% case return, yellow indicates 60-80%, grey indicates 40-60%, blue indicates 20-40%, and green indicates 0-20%. For emphasis, the third-quintile curve (i.e., the one whose y-values represent median durations) is solid, while the other four are dashed. The horizontal dotted black line in each panel indicates a duration of 3 years, equal to the GPEI standard for certifying elimination[87].
6.4 Conclusion

In Chapters IV and V, we presented an analysis of several aspects of both poliovirus transmission dynamics and poliovirus control efforts that affect the risk sustained silent circulation during the polio eradication endgame. The model used in those chapters had sufficient complexity to reflect key areas of uncertainty, while also making use of simplifications designed to make it easier to understand the causal mechanisms underlying patterns in our results. One of those simplifications was the use of a deterministic compartmental model. In this chapter, we relaxed some of the assumptions underlying that simplification by incorporating partial stochasticity into that model. This allowed us to retain a large portion of the computational efficiency of the original model, while more accurately handling phenomena like stochastic die-off and discrete, individual cases of paralytic poliomyelitis. Moreover, it allowed us to replace the single, deterministic outcome that the earlier model generated for each parameter set with a range of more or less likely possible outcomes, thereby acknowledging the inherent role of chance in transmission dynamics when the total number of infected individuals is low.

On those questions which the purely deterministic model was capable of addressing, our basic conclusions remained much the same: Ongoing waning and low vaccine transmissibility are both important causal factors that increase both the risk of sustained silent circulation and the risk of such circulation ending in case return. The role of vaccine transmissibility, in particular, is reflected in the fact that our model predicts the greatest risk of sustained silent circulation for Type 3, and the lowest for Type 2, despite Type 2 having the highest ratio of first infections to polio AFP cases. There is also evidence of a positive interaction between these two effects.
An area in which the hybrid model greatly outshines the purely deterministic one is in understanding the multiple basic types of uncertainty which are relevant when attempting to formulate appropriate strategies for minimizing the risk that sustained silent circulation will result in rebound and/or reintroduction epidemics following certification of eradication by the GPEI. One type of uncertainty is uncertainty in parameter values. In the case of waning parameters, that uncertainty itself has already been discussed in Chapter IV, and its implications regarding the potential for sustained silent circulation can be readily perceived using either model.

But there is an additional form of uncertainty which purely deterministic models are structurally incapable of capturing, and that is uncertainty as to what outcome will in fact occur, even given a complete and perfect knowledge of all the parameters characterizing a transmission system. In Chapter IV, we noted that both the intensity of transmission in a particular setting prior to the start of vaccination, and the speed with which vaccination is ramped up to sufficient levels to drastically reduce the frequency of paralytic infection have a strong effect on the potential for sustained silent circulation. In that chapter, we suggested that this means that empirical results observed during polio eradication efforts in Latin America are not sufficient to dismiss the possibility of silent circulation being sustained beyond three years in the higher-transmission settings of the remaining endemic countries. This conclusion continues to hold. But the further implication of the additional form of uncertainty captured in the results found in this chapter is that even empirical results observed during eradication efforts in high-transmission settings may not be sufficient to confidently predict the results that will be observed in other high-transmission settings, unless they are supported by analyses that are capable of making key inferences about the role of reinfection in sustaining transmission. For many plausible param-
eter sets, both sustained silent circulation and the absence thereof have substantial probability.

Moreover, these two forms of uncertainty naturally interact with each other: For any given parameter set, there will be range of outcomes corresponding to some particular confidence level, such as 95 or 99%. But the breadth of that range (and not merely its location) depends heavily on what those parameters are, as can be seen in Figures 6.3 and 6.4. Thus, some aspects of what we do not know render us unable to confidently say how important other aspects of what we do not know really are. Consequently, continuing to expand environmental surveillance is necessary both to in order to better understand polio transmission dynamics, and to directly safeguard eradication efforts.

In this chapter, we have shown the existence of substantial regions of plausible parameter space where the median outcome was silent circulation lasting 3 years or less, but the probability of substantially longer silent circulation, often ending in case return, remained unacceptably high. The implication of this is that even our empirical experience from eradication efforts in very high-transmission settings, such as Northern India, is not sufficient to provide the necessary level of confidence in our predictions of outcomes in the remaining endemic countries upon which to base potentially high-risk policy decisions.

As with all models, the model used in this chapter has a number of limitations. Broadly, these fall into two categories. The first is those that stem from the fact that, while we have relaxed several common simplifying assumptions in the modeling of poliovirus transmission dynamics in this and the preceeding two chapters, we have still made numerous simplifying assumptions of our own. The two most prominent of these are homogeneous mixing and a simplified and somewhat unrealistic population
age structure, implied by our use of a constant death rate for all age groups. One-step waning is another. A lack of environmental transmission is yet another, although this is somewhat offset by the assumption of homogeneous transmission. The other broad category, and a rather more pervasive one, is the relative lack of hard data used in formulating this model. Because of this, we are, fundamentally, pointing out realistic uncertainties, not resolving them. We are pointing out important and often overlooked questions, but are limited in our ability, using solely the results presented here, to provide answers.

The next steps suggested by this work fall into two basic categories: Modeling and field work. As implied by the procedural framework of inference robustness assessment, these must not be treated as separate and unrelated sets of tasks to be completed, but must be allow to inform each other in a continuous process[75]. For modeling, one broad area of work that remains to be done is realistically relaxing the simplifying assumptions that are built into this model. There are an endless array of ways in which this can be done, and more real-world data is needed in order to identify those that are most likely to be practically useful. But one that is especially likely to be of value is adding more realistic contact patterns than the homogeneous mixing used here.

Another is adding environmental surveillance (ES) to the model. Adding ES to acute flacid paralysis surveillance (AFPS) has already proven highly valuable for detecting circulation of poliovirus that would not have been detected through AFPS alone, most dramatically in the “silent” Israeli reintroduction outbreak of 2013–2014[8, 113]. This has been accomplished in an essentially empirical fashion. But modeling work, constrained by what data already exists, could be used to determine how to do this more effectively. Because political considerations may constrain the
ways in which ES can realistically be deployed, it is important that this work be informed by ongoing communication with policymakers[75]. In addition, we conjecture that combining ES and AFPS in a suitably informed fashion will allow us to distinguish between parameter sets that differ greatly in their potential for sustained silent circulation but that cannot be distinguished by AFPS alone.

Another, more purely theoretical, next step is to develop a better understanding for why the locations of the peaks in median duration of silent circulation in the hybrid model (specifically, the Type 3 panels of Figure 6.4) are noticeably shifted, relative to the location of the corresponding peaks (namely, the 20 year delay peaks in panels E, F, and H of Figure 4.4) in the purely deterministic model. It is unsurprising that the peaks themselves would be lower. But it is not clear why they should occur at lower effective vaccination rates. Possibly the answer will prove to be irrelevant to the real-world inferences that we seek to make. But possibly not. And even if the reason proves to be unimportant in the context of polio eradication efforts, it may still provide insights into non-obvious ways in the choice of modeling approach influences results that may be useful in future research.

One possible first step toward developing such an understanding is to break down further the shift from a deterministic to a (partially) stochastic handling of infected individuals. Comparing the model presented in this chapter to that presented in Chapter IV, all of the following have been changed from deterministic to stochastic: (1) Infection, (2) recovery from infection, and (3) which first infections result in paralytic cases, both (a) for the purpose of determining when silent circulation begins, and (b) for the purpose of determining when silent circulation ends in case return. All of these can in principle be separated, although for some of them, mathematical subtleties will be involved.
Another possible first step, in some sense opposite to the one above, is to simulate fully stochastic trajectories for the system, including all individuals, susceptible, immune, WPV-infected, and OPV-infected. If these trajectories generate results that look more like the fully deterministic results than the hybrid results, then that suggests that the shift seen in the hybrid results is a misleading modeling artifact, a product of some sort of subtle bias. This seems unlikely, but it is not impossible. And while understanding modeling artifacts generally does little to create an improved understanding of actual transmission systems, it can sometimes to much to create an improved understanding of how to avoid creating similar artifacts in future work.

As for field work, there are two major next steps to be taken. We have already noted the importance of continuing to expand environmental surveillance. In order to obtain the full benefits of doing so for understanding the underlying transmission dynamics, and even to simply obtain the greatest possible benefits for detecting silent circulation in the moment, strategies for doing so must be informed by careful analysis. But even if analysis should be unavoidably delayed, expansion on an empirical basis remains better than no expansion at all, in terms both of increasing our ability to detect silent circulation directly, and of generating data that can be analyzed in the future. Such data is unlikely to be ideal for that purpose. But will still constitute a starting point, and a vast improvement over not having such a starting point.

Secondly, work must continue on the creation of improved polio vaccines[80]. This is not directly relevant to the inference issues described herein. But it has the potential to perhaps make some of them less pressing.
Mathematical modeling of transmission dynamics can never represent *all* features of those dynamics, nor should it in general aim to do so. Instead, its goal must be to represent all those features which are salient for the purpose of making particular inferences that are relevant to public health decisions. Which features are salient is not intrinsic to the system itself, considered in a vacuum, but is specific to the particular inferences related to that system that we as modelers are seeking to make. The way to identify these features is through an inference robustness assessment\[75], a continuous cycle in which we realistically relax simplifying assumptions, determine whether our inferences are robust to that relaxation, and then, based on the answer to that question, either gather additional data or relax additional assumptions.

As inference robustness assessment is in principle an infinite cycle, performing a complete robustness assessment for a particular inference is outside the scope of this dissertation. Instead, I have examined in various fashions the consequences of realistically relaxing particular simplifying assumptions as regards the transmission dynamics of two very different pathogens, HIV and poliovirus. I have shown that key inferences about these systems are not robust to such relaxation, and have highlighted some ways in which additional data might be gathered in order to constrain the
Despite the many differences between HIV and poliovirus, they have certain key features in common. In both cases, it is difficult or impossible to detect most infections near the time when they occur. Partly, this is a natural consequence of the natural history of the diseases that each causes, although the aspects of those natural histories that generate this consequence are different for each of the two.

HIV produces a relatively brief acute infection that frequently produces no overt symptoms at all, and that rarely requires medical treatment even when symptoms occur. Moreover, even if infected individuals do get tested during this phase of infection, HIV antibody tests (the most common, although not only, type of HIV test) can often return a negative result\[111\]. Following acute infection, asymptomatic chronic infection can last for years. Thus, although almost all HIV infections in the United States and other developed, Western nations will eventually be detected, most of them will not be detected until long after they first occurred.

In contrast, most poliovirus infections will never be detected at all. The vast majority will produce only gastrointestinal symptoms, and a large majority of those that produce additional symptoms will only produce non-specific ones, such as fever and muscle aches. And all, excepting only those that occur in individuals with rare immunodeficiencies, will be fully defeated by the host’s immune system within a relatively short period of time. Consequently, only the tiny fraction that cause paralytic symptoms are likely to be detected (as discrete individual infections, as opposed to merely the presence of infection within a broader population that environmental surveillance can detect) in any fashion other than by pure chance.

Beyond their respective natural difficulties in being detected, HIV and polio share an additional obstacle: What individual-level data does exist, despite the difficulties
in collecting it, is often quite difficult to obtain from the organizations (primarily
government agencies) that collect it, for essentially political reasons. Again, the exact
causes differ: In the case of HIV, agencies are generally concerned about the potential
for such data to be used in lawsuits by infected individuals against their infectors,
whether due to concerns that this may disincentivize testing, general aversion to
controversy and negative public attention, or both. In the case of polio, the causes
are somewhat less obvious, but seem to be primarily a fear of embarrassment of one's
country on the world stage at a national level, and a mixture of a desire to maintain
good relations with national governments and simple bureaucratic turf-defending at
an international level.

Despite differences in the details, this obstacle presents similar problems for in-
ference robustness assessment for both polio and HIV. Most obviously, it increases
the difficulty in performing such assessments at all, aggravating the problems created
by the natural difficulties in obtaining adequate data created by the biology of the
viruses themselves. Somewhat more subtly, it causes the principal or even exclusive
curators of key transmission data to be individuals who generally have little expertise
in modeling. Because an effective inference robustness assessment requires close
collaboration between modelers, policymakers, and data gatherers\cite{75}, this sort of
siloing is a major obstacle to answering not only questions of interest to modelers,
but questions of great importance to policymakers as well.

Sometimes, data-sharing agreements are crafted that allow access to data for small
numbers of specific modeling groups. Such agreements are, strictly speaking, better
than nothing. But they still cripple the process of improving our collective ability to
make robust inferences about key policy decisions, relative to open sharing of deiden-
tified data with everyone, and of data that by its nature cannot be deidentified, with
any group that is capable of meeting the necessary ethical and security standards.

Some simplifying assumptions are encoded into models as fixed values for explicit parameters. But many more are encoded through certain parameters not being explicitly included in the model at all, but tacitly assumed, through their omission, to have some particular value (most frequently 0 or 1). In order for the latter set of assumptions to be realistically relaxed, they must first be recognized. What is “obvious” upon a cursory examination to one modeler is often difficult or even impossible for another to realize on their own, even after careful examination. This is true even when both are of comparable experience and skill, due to differences in background, or simply in the patterns of thought that come naturally to each. Consequently, limiting those who can engage with the data to a handful of specific groups ensures that only a fraction of possible insights into simplifying assumptions to which inferences may not be robust will occur. In some cases, this limited set of insights will be sufficient. But in others, it undoubtedly will not. As it is impossible, in general, to predict in advance when this will be the case, this provides a strong argument for making as much data as possible available as broadly as possible, subject only to such ethical constraints as may exist and be insurmountable.

In Chapter II, I presented and analyzed a model highlighting the role of episodic risk in HIV transmission systems at a fixed homogeneous transmission potential and fixed fraction of that potential corresponding to transmissions during early infection. This model included multiple risk groups, assortative mixing (conceptualized in terms of multiple mixing sites), and a simplified version of the natural history of HIV infection consisting of a short, highly-infectious acute phase and a longer, less-infectious chronic phase. This analysis demonstrated a strong and non-monotonic effect of episodic risk on both the fraction of transmission occurring during early in-
fection and the endemic prevalence. Among the implications of these results was that the expected effect of interventions promoting less risky behavior is not robust to the possibility of those interventions increasing the extent to which risk heterogeneity is episodic by promoting an initial reduction in individuals’ risky behaviors, followed by a later rebound.

In Chapter III, I extended this model to incorporate (a simplified version of) universal test and treat (UT&T), and tweaked the parameterization used to characterize episodic risk in order to both better reflect key mathematical features of the system and more readily generalize to more realistic scenarios having more than two risk groups. Using this model, I presented an analysis of the effects of episodic risk and heightened transmissibility during early infection when the endemic prevalence is fixed, rather than the homogeneous transmission potential. This more realistically reflects what we do and do not know about the state of the HIV epidemic among American men who have sex with men. In this context, I found that the fraction of transmissions that occurred during early infection depended non-monotonically on the degree to which risk heterogeneity was episodic, but that this effect was in practice dominated, when it came to the effect on the effective treatment rate required to achieve control of transmission, by the strong and monotonic decrease in the basic reproduction number with increasingly episodic risk. The contrast between this result and some of the results obtained in Chapter II shows how crucial a proper framing of the inferences to be made is. This reemphasizes the importance of close collaboration between modelers and policymakers, with their respective areas of expertise, and of getting as many eyeballs on a problem as possible.

In Chapter IV, I presented and analyzed a model highlighting the role of ongoing waning in the potential for poliovirus transmission systems to generate sustained
silent circulation at a fixed average age of first infection and fixed prevalence of first infections at the end of an initial vaccination ramp-up. This model included differentiation of the population into multiple under-five and one five-and-over age group, and a simplified model of immune waning consisting of a one-step process characterized in terms of its rate and depth. Strain-specific parameters were used for the infection-to-paralysis ratio and the relative transmissibility of that strain’s oral polio vaccine (OPV) relative to wild poliovirus (WPV), but strain interference was not directly included in the model, for the sake of simplicity. This analysis showed that all three of ongoing waning, a poorly transmissible vaccine, a high transmission setting, and an extended period of poor-but-existent vaccine coverage combined to create a potential for extended silent circulation which could continue beyond the three-year threshold that the Global Polio Eradication Initiative (GPEI) has set for declaring elimination of wild poliovirus from a country[87]. Among the implications of these results is that empirical experience from eradication campaigns in Latin America cannot be relied on to guarantee that current guidelines are adequate as indicators of when it is safe to stop OPV use. Because of this, more research is needed to determine how best to combine acute flacid paralysis surveillance (AFPS) and environmental surveillance (ES), both to better understand the underlying transmission dynamics, and to reliably detect silent circulation that threatens the success of global eradication efforts.

In Chapter V, originally the supplementary material to the paper whose contents are presented in Chapter IV, I analyzed several aspects of this model in greater depth. One aspect of these analyses was the formulation of an effective reproduction number ($R_{\text{eff}}$) analogue to the Next Generation Matrix basic reproduction number ($R_0$)[25]. Using this, I was able to show that the effective reproduction number for our
model could be decomposed into a simple sum of contributions from first infections of individuals under five years old, reinfections of individuals under five years old, first infections of individuals five and over, and reinfections of individuals five and over, thereby motivating and justifying a large portion of the analysis presented in Chapter IV. In addition, I analyzed in greater detail how the rate and depth of waning each contribute to the fraction of transmissions that come from reinfections vs. first infections at the endemic equilibrium. Finally, I compared the simplified model of waning that we used to the more detailed and realistic model presented by Wagner et al.[130], and showed that the latter generated at least as much ongoing waning as ours, and more in some respects. From this, I concluded that our results can reasonably be expected to be robust to the realistic relaxation of a number of our simplifying assumptions.

Silent circulation involves small numbers of infected individuals, and the events that mark its beginning and end are fundamentally stochastic in nature. For both of these reasons, a deterministic compartmental model (DCM) is not ideal for analyses in which characteristics of silent circulation are the primary outcomes. In Chapters IV and V, we dealt with this through some reasonable, but fundamentally ad hoc approximations. In Chapter VI, I improved on this approach by creating a hybrid model that used stochastic methods for the small numbers of individuals who are first-infected and reinfected with WPV during silent circulation, while retaining a deterministic approach to dealing with the much larger numbers of individuals in other states (i.e., fully susceptible, partially susceptible, fully immune, first-infected with OPV, and reinfected with OPV). Using this approach, I was able to show that the central conclusions of the previous chapters still held: Low vaccine transmissibility and ongoing waning both independently acted to increase the risk of sustained silent
circulation, and also to increase the risk of such circulation ending in case return. Moreover, there was a positive interaction between the two in this respect.

Additionally, because this hybrid approach was able to generate a range of possible outcomes for a given parameter set, instead of just a single deterministic outcome, I was able to show the existence of substantial regions of plausible parameter space where the median outcome was silent circulation lasting 3 years or less, but the probability of substantially longer silent circulation, often ending in case return, remained unacceptably high. The implication of this is that even our empirical experience from eradication efforts in very high-transmission settings, such as Northern India, is not sufficient to provide the necessary level of confidence in our predictions of outcomes in the remaining endemic countries upon which to base potentially high-risk policy decisions. This highlights the two distinct classes of sources of uncertainty regarding outcomes that can be relevant in situations like these: Uncertainty about parameters, and uncertainty about what outcome will occur even conditional on a given set parameters. Of these, only the former is readily examined using a purely deterministic model, but stochastic and hybrid models have the potential to explore both, and the interactions between the two.

In this dissertation, I have presented models and analyses that highlighted the consequences of realistically relaxing often-unexamined simplifying assumptions that are common in the transmission modeling of two very different pathogens, poliovirus and HIV. These analyses have shown that the inferences generated by commonly used models are not robust to such relaxation. They are not the last word on the particular issues they examine, much less the transmission dynamics of those pathogens as a whole, nor are they intended to be. They have numerous simplifying assumptions of their own, and more data is necessary to constrain their respective
plausible parameter spaces. But they represent informative and novel first steps
toward building models of these transmission systems that can generate more robust
inferences about key issues of practical importance for public health efforts aimed at
control or eradication.
APPENDIX A

Supplementary Material for Strong Influence of Behavioral Dynamics on the Ability of Testing and Treating HIV to Stop Transmission

A.1 Chapter preface

In Chapter III, I presented a simplified, deterministic model of episodic risk in men who have sex with men (MSM). That model included multiple risk groups, assortative mixing (conceptualized in terms of multiple mixing sites), and a simplified version of the natural history of HIV infection consisting of a short, highly-infectious acute phase and a longer, less-infectious chronic phase. In Chapter III (which originally constituted the main text of a paper to which this appendix constituted the supplementary material[58]), I extended that model to incorporate (a simplified version of) universal test and treat (UT&T), a strategy for control of the HIV epidemic that relies on encouraging the routine, voluntary HIV testing of at-risk individuals, with a goal of immediately starting antiretroviral therapy (ART) for those who test positive, in order to achieve viral suppression and thereby reduce or (effectively) eliminate their ability to generate secondary transmissions[36].

In this appendix, I present a deeper mathematical exploration of that model. I also present a more detailed description of and justification for some of the analyses performed in Chapter III. Finally, I examine the results of replacing the simplified
natural history of HIV infection used in Chapter III with a more detailed and realistic model, and show that the qualitative results obtained in Chapter III continue to hold.

A.2 Supplementary Figures

Figure A.1: Effective treatment rate required to achieve elimination of ongoing transmission ($\tau_E$) vs. basic reproduction number ($R_0$) and fraction of transmissions from early infection ($\phi$), under behavioral homogeneity. All values are 0 when $R_0 = 1$; and the maximum value obtained (when $R_0 = 6$ and $\phi = 1$) is 5.12.
Figure A.2: Heatmaps plotting (a) the basic reproduction number ($R_0$), and (b) equilibrium prevalence ($P$) against the relative transmissibility during early HIV infection ($\zeta$) and re-selection rate ($\omega$), in the elaborated model. The average per-contact transmissibilities during EHI and chronic infection for each parameter set were chosen based on the constraints that (1) their ratio must be $\zeta$ and (2) the total transmission potential in a homogeneous system must be the same for all parameter sets. This transmission potential was chosen by setting the endemic prevalence for the lower-left parameter set to be 0.2. The other parameters used are summarized in Table A.1. Each panel has a scale that runs from the lowest to the highest value observed in that panel.
Figure A.3: Heatmaps plotting (a) the effective treatment rate required to achieve elimination ($\tau_E$), (b) the basic reproduction number ($R_0$), and (c) the fraction of transmissions from early HIV infection ($\phi$) against the relative transmissibility during early HIV infection ($\zeta$) and re-selection rate ($\omega$), in the elaborated system. The other parameters used are summarized in Table A.1. Each panel has a scale that runs from the lowest to the highest value observed in that panel.
Figure A.4: Curves showing the prevalence as a function of $R_0$ when all parameters except the overall transmissibility are held constant, in the elaborated system. The curves shown are for the full (maximal) model (episodic risk, with assortative mixing (EA)), and several reduced models: Episodic risk, with proportional mixing (EP, the primary model in Chapter III and this appendix); Static risk heterogeneity, with assortative mixing (SA); Static risk heterogeneity, with proportional mixing (SP), and Behavioral Homogeneity (BH). The formulation of these reduced models is discussed in more detail in Section A.4.5. The dashed black line indicates a constant prevalence of 0.2, illustrating the drastically different values of $R_0$ that are possible when the prevalence is fixed.
Figure A.5: The basic reproduction number ($R_0$) and effective treatment rate required to achieve elimination ($\tau_E$) as a function of the re-selection rate ($\omega$), in the elaborated system. The prevalence is fixed at 0.2, and the fraction of transmissions from EHI ($\phi$) is fixed at 0.447[128]. To achieve this, the transmissibilities from each of acute and chronic infection are allowed to vary; all other parameters are fixed. Details are presented in Section A.4.7.
Figure A.6: Effective treatment rate required to achieve elimination of ongoing transmission ($\tau_E$) vs. basic reproduction number ($R_0$) and fraction of transmissions from early infection ($\phi$), under behavioral homogeneity, in the elaborated model. All values are 0 when $R_0 = 1$; and the maximum value obtained (when $R_0 = 6$ and $\phi = 1$) is 14.8.
### A.3 Supplementary Tables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Value(s)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{HL}$</td>
<td>-</td>
<td>21</td>
<td>Contact rate ratio between higher risk and lower risk individuals</td>
</tr>
<tr>
<td>$f_H$</td>
<td>-</td>
<td>0.1</td>
<td>Fraction of the population that is at higher risk at the disease-free equilibrium.</td>
</tr>
<tr>
<td>$m$</td>
<td>-</td>
<td>0</td>
<td>Fraction of an individual’s contacts that are reserved for members of the same risk group. Throughout Chapter III, it is 0 unless stated otherwise.</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1/year</td>
<td>0</td>
<td>Effective treatment rate</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1/year</td>
<td>1</td>
<td>Rate at which we randomly re-select which risk group an individual is in (re-selection rate)</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>-</td>
<td>10</td>
<td>Relative transmissibility during EHI</td>
</tr>
</tbody>
</table>

Table A.1: Default parameters. All figures and results in Chapter III and this appendix use this parameter set, except as explicitly noted. Only parameters with “variable” values in Table 3.1 are shown here.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value(s)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu_1 )</td>
<td>( \mu + \gamma_1 + \tau )</td>
<td>Total rate of leaving the early-infected and untreated state.</td>
</tr>
<tr>
<td>( \nu_2 )</td>
<td>( \mu + \gamma_2 + \tau )</td>
<td>Total rate of leaving the chronically infected and untreated state.</td>
</tr>
<tr>
<td>( g_H )</td>
<td>( \frac{f_H r_{HL}}{1 + f_H (r_{HL} - 1)} )</td>
<td>Fraction of all contacts that are made by higher risk individuals at the disease-free equilibrium.</td>
</tr>
<tr>
<td>( g_L )</td>
<td>( \frac{f_L}{1 + f_H (r_{HL} - 1)} )</td>
<td>Fraction of all contacts that are made by lower risk individuals at the disease-free equilibrium.</td>
</tr>
<tr>
<td>( c_V(\chi)^2 )</td>
<td>( \frac{f_H f_L (r_{HL} - 1)^2}{2 (1 + f_H (r_{HL} - 1))^2} )</td>
<td>The variance of the contact rate divided by the square of the mean contact rate (i.e. the coefficient of variation squared).</td>
</tr>
<tr>
<td>( r )</td>
<td>( \frac{m_{r_{HL}}}{1 + f_H (r_{HL} - 1)} )</td>
<td>Scaled assortativity, used in calculating ( R_0 ).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value(s)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_1 )</td>
<td>( \frac{\chi \beta_1}{\nu_1} )</td>
<td>The contribution of transmissions during EHI to ( R_0 ) in the corresponding behaviorally homogeneous system.</td>
</tr>
<tr>
<td>( H_2 )</td>
<td>( \frac{\chi \gamma_1 \beta_2}{\nu_1 \nu_2} )</td>
<td>The contribution of transmissions during chronic infection to ( R_0 ) in the corresponding behaviorally homogeneous system.</td>
</tr>
<tr>
<td>( \psi_1 )</td>
<td>( \frac{\nu_1 \nu_2}{(\nu_1 + \omega)(\nu_2 + \omega)} )</td>
<td>The fraction of the average time spent in untreated EHI that occurs prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
<tr>
<td>( \psi_2 )</td>
<td>( \frac{\nu_1 \nu_2}{(\nu_1 + \omega)(\nu_2 + \omega)} )</td>
<td>The fraction of the average time spent in untreated chronic infection that occurs prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
<tr>
<td>( H )</td>
<td>( H_1 + H_2 )</td>
<td>The contribution of all transmissions to ( R_0 ) in the corresponding behaviorally homogeneous system (i.e. ( R_0 ) for the corresponding behaviorally homogeneous system).</td>
</tr>
<tr>
<td>( \psi )</td>
<td>( \frac{\psi_1 H_1 + \psi_2 H_2}{H_1 + H_2} )</td>
<td>The fraction of the average number of secondary transmissions per index case, during exponential growth and under behavioral homogeneity, that occur prior to the first re-selection of that individual’s contact rate after his infection.</td>
</tr>
</tbody>
</table>

Table A.2: Derived parameters used in the calculation and presentation of \( R_0 \).

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>Grouped Under</th>
<th>Mean Duration ((1/\gamma_i))</th>
<th>Per-contact transmission rate ((\beta_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Acute</td>
<td>1 week</td>
<td>0.003</td>
</tr>
<tr>
<td>2</td>
<td>Acute</td>
<td>1 week</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>Acute</td>
<td>1 week</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>Acute</td>
<td>1 week</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>Acute</td>
<td>16.6 weeks</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>Chronic</td>
<td>1.9 years</td>
<td>0.0007</td>
</tr>
<tr>
<td>7</td>
<td>Chronic</td>
<td>1.9 years</td>
<td>0.0007</td>
</tr>
<tr>
<td>8</td>
<td>Chronic</td>
<td>1.9 years</td>
<td>0.0007</td>
</tr>
<tr>
<td>9</td>
<td>Chronic (“Early AIDS”)</td>
<td>0.9 years</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Table A.3: Stage of infection parameters for the elaborated model
A.4 Supplementary Methods

A.4.1 Detailed description of the underlying transmission model

Our model of transmission dynamics is a deterministic compartmental model (DCM), but, as discussed in Chapter III, we will frequently refer to “individuals” to describe the meaning of various flows, using the fact that a DCM is the limiting case of an individual-based model in an infinitely large, thoroughly-mixing population. For convenience, the total population size is set equal to 1 at the disease free equilibrium. Consequently, the “birth” (entry into the population of sexually active MSM) rate is equal to the natural “mortality” (departure from the sexually active population) rate $\mu$. For simplicity, we assume that this birth rate does not depend on the size of the current population of MSM. Throughout both Chapter III and this appendix, $\mu$ is fixed at 0.0248/year. There is no age structure in our model. We also exclude importation of HIV from outside the population from our model.

Individuals are divided into two risk groups, differentiated by their (sexual) contact rates, which we denote $\chi_H$ for the higher risk group and $\chi_L$ for the lower risk group. We parameterize this division by the fraction of individuals who enter the population in the higher risk group ($f_H$), and the ratio of contact rates between the two groups ($r_{HL}$). The mean contact rate $\chi$ is fixed at 20/year. All contacts are assumed to be instantaneous and symmetric. Individuals in each risk group reserve a fraction $m$ of their contacts for members of their own risk group (0 by default), with all other contacts being made proportionately.

Individuals do not necessarily remain in the same risk group for the full duration of their stay in the sexually active population; we re-select which risk group they are in at a rate $\omega$, which we refer to as the “re-selection rate.” When we do so, we assign them to each risk group with the same probability as when they first entered the
sexually active population; consequently, $f_H$ is also the fraction of individuals who are in the higher risk group at the disease-free equilibrium.

We simplify the natural history of infection to a relatively brief early phase (early HIV infection, EHI) followed by a longer chronic phase. During early infection, the per-act transmission probability is $\beta_1$, and during chronic infection, it falls to $\beta_2$. $\beta_2$ is in general allowed to vary in order to attain a desired endemic prevalence or basic reproduction number; $\beta_1$ is the product of $\beta_2$ and the relative transmissibility during EHI (relative to chronic infection), which we denote $\zeta$. Progression from early to chronic infection occurs at a rate of $\gamma_1$ (1/year throughout Chapter III and this appendix), regardless of treatment status, and “progression” from chronic infection to death or departure from the sexually active population due to HIV infection occurs at a rate of $\gamma_2$ (1/8.45 years) if untreated, and does not occur if treated ($\gamma_{2T} = 0$) – note, however, that none of the calculations or results in Chapter III or in this appendix depend on the value of $\gamma_{2T}$.

The treatment cascade is simplified to a binary distinction between individuals who are “effectively treated” (those who have attained sustained viral suppression) and individuals who are not (everyone else). Transition from the latter group to the former occurs at an “effective treatment rate” of $\tau$. To simplify the model, we do not include virologic failure after viral suppression, and we assume that virally suppressed individuals are completely non-transmitting.

The above-described dynamics are summarized in the following set of linked dif-
ferential equations (symbols denoting subpopulations are defined in Table 3.1):

\[
\begin{align*}
\frac{d}{dt}(S_L) &= f_L \mu - (\mu + \chi_L \lambda_L + f_H \omega) S_L + f_L \omega S_H \\
\frac{d}{dt}(S_H) &= f_H \mu - (\mu + \chi_H \lambda_H + f_L \omega) S_H + f_H \omega S_L \\
\frac{d}{dt}(A_{L,U}) &= \chi_L \lambda_L S_L - (\mu + \gamma_1 + f_H \omega + \tau) A_{L,U} + f_L \omega A_{H,U} \\
\frac{d}{dt}(A_{H,U}) &= \chi_H \lambda_H S_H - (\mu + \gamma_1 + f_L \omega + \tau) A_{H,U} + f_H \omega A_{L,U} \\
\frac{d}{dt}(C_{L,U}) &= \gamma_1 A_{L,U} - (\mu + \gamma_2 + f_H \omega + \tau) C_{L,U} + f_L \omega C_{H,U} \\
\frac{d}{dt}(C_{H,U}) &= \gamma_1 A_{H,U} - (\mu + \gamma_2 + f_L \omega + \tau) C_{H,U} + f_H \omega C_{L,U} \\
\frac{d}{dt}(A_{L,T}) &= \tau A_{L,U} - (\mu + \gamma_1 + f_H \omega) A_{L,T} + f_L \omega A_{H,T} \\
\frac{d}{dt}(A_{H,T}) &= \tau A_{H,U} - (\mu + \gamma_1 + f_L \omega) A_{H,T} + f_H \omega A_{L,T} \\
\frac{d}{dt}(C_{L,T}) &= \gamma_1 A_{L,T} + \tau C_{L,U} - (\mu + \gamma_2 + f_H \omega) C_{L,T} + f_L \omega C_{H,T} \\
\frac{d}{dt}(C_{H,T}) &= \gamma_1 A_{H,T} + \tau C_{H,U} - (\mu + \gamma_2 + f_L \omega) C_{H,T} + f_H \omega C_{L,T}
\end{align*}
\]

where

\[
\begin{align*}
\lambda_L &= m \frac{\beta_1 A_{L,U} + \beta_2 C_{L,U}}{L} + (1 - m) \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi_L L + \chi_H H} \\
\lambda_H &= m \frac{\beta_1 A_{H,U} + \beta_2 C_{H,U}}{H} + (1 - m) \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi_L L + \chi_H H}
\end{align*}
\]

A.4.2 Calculation of transmission potentials

The rate of leaving untreated EHI is simply the sum of the rates of dying, progressing to chronic infection, and becoming treated: \( \nu_1 = \mu + \gamma_1 + \tau \). Therefore, the average time spent in untreated EHI is \( 1/\nu_1 \). During exponential growth, and under behavioral homogeneity, the transmission rate during this time is \( \chi \beta_1 \). Consequently, the expected number of transmissions during EHI per index case (the transmission
potential from EHI) is

\[ H_1 = \frac{\chi \beta_1}{\nu_1}. \]  \hspace{1cm} (A.1)

Similarly, the expected number of transmissions during chronic infection per index case that reaches chronic infection untreated is \( \chi \beta / \nu_2 \), where \( \nu_2 = \mu + \gamma_2 + \tau \). However, only a fraction \( \gamma_1 / \nu_1 \) of index cases reach chronic infection before dying or becoming treated. Consequently, the expected number of transmissions during chronic infection per index case (the transmission potential from chronic infection) is

\[ H_2 = \frac{\chi \gamma_1 \beta_2}{\nu_1 \nu_2}. \]  \hspace{1cm} (A.2)

The total transmission potential is simply the sum of the transmission potentials from EHI and from chronic infection:

\[ H = H_1 + H_2. \]  \hspace{1cm} (A.3)

A.4.3 Calculation of remaining heterogeneity effects

Consider the subpopulation of individuals who are acutely infected and untreated, and whose contact rate has not been re-selected since they became infected. Individuals leave this subpopulation at a rate of \( \nu_1 \), and we re-select their contact rates at a rate of \( \omega \). Consequently, the fraction of acutely infected, untreated individuals whose contact rates we have not re-selected since their infection when they cease to be both acutely infected and untreated is

\[ \psi_1 = \frac{\nu_1}{\nu_1 + \omega}. \]  \hspace{1cm} (A.4)

Because the dynamics of this system are all first order, this is also the (average) fraction of time spent acutely infected and untreated that occurs prior to the first
post-infection re-selection of an individual’s contact rate. Similarly, the fraction of time spent chronically infected and untreated by individuals who enter chronic infection prior to the first post-infection re-selection of their contact rates that occurs prior to the first post-infection re-selection of their contact rates is $\frac{\nu_2}{(\nu_2 + \omega)}$. However, only $\psi_1$ of individuals entering chronic infection untreated do so without having already had their contact rates re-selected. Consequently, the fraction of time spent chronically infected and untreated by all individuals that occurs prior to the first post-infection re-selection of their contact rates is

$$\psi_2 = \psi_1 \left( \frac{\nu_2}{(\nu_2 + \omega)} \right) = \frac{\nu_1 \nu_2}{(\nu_1 + \omega)(\nu_2 + \omega)}. \quad (A.5)$$

Because $\psi$ represents the fraction of secondary transmissions (during exponential growth and under behavioral homogeneity) that occur prior to the first post-infection re-selection of the transmitter’s contact rate, its numerator is the sum of the number of such transmissions during EHI and the number of such transmission during chronic infection, while its denominator is the sum of all transmissions during EHI and all transmissions during chronic infection:

$$\psi = \frac{\psi_1 H_1 + \psi_2 H_2}{H_1 + H_2}. \quad (A.6)$$

### A.4.4 Construction of Figure 3.1

We used the base parameters detailed in Table A.1, except for $\zeta$ and $\omega$, which we varied, with ranges of 1–9 and 0.1–10 (the latter on a logarithmic scale), respectively. To begin, we found by numerical simulation values for $\beta_1$ and $\beta_2$ (related by the equation $\beta_1 = \zeta \beta_2$) that would result in an endemic prevalence of 0.2 when $\zeta = 1$ and $\omega = 0.1$, corresponding to the lower left corner of each panel of Figure 3.1. We then calculated the total (homogeneous) transmission potential $H$, using the formulas
in Table A.2. For each of the remaining parameter sets, we began by setting $\zeta$ and $\omega$ for that parameter set, leaving the other parameters unchanged, and calculating the new total transmission potential $H'$. Because the total transmission potential is proportional to $\beta_2$ when all other parameters are fixed (including $\zeta$, but not including the derived parameter $\beta_1$), and we wanted all parameter sets to have the same total transmission potential, we then multiplied $\beta_2$ by the ratio $H/H'$.

For each of the parameter sets we found in this fashion, we found the endemic prevalence by numerical simulation and calculated $R_0$ using the methods described in Section A.4.6. These results were then plotted as heatmaps using the python function matplotlib.pyplot.pcolor. All code used can be obtained by the means discussed in Appendix B.

A.4.5 Construction of submodels for Figure 3.3

The standard model (episodic risk, proportional mixing (EP)) uses the full parameter set given in Table A.1. For all of the other models, one or more parameters are changed: $\omega$, indicating the degree to which risk heterogeneity is episodic, is set to 0 for the models SA (static risk heterogeneity, assortative mixing), SP (static risk heterogeneity, proportional mixing), and BH (behavioral homogeneity). $m$, indicating the degree to which mixing is assortative, is set to 0.5 in the models EA (episodic risk, assortative mixing) and SA. $r_{HL}$, indicating the degree of risk heterogeneity, is set to 0 in model BH only. Although model BH still technically contains two behavioral groups, they are now indistinguishable from each other in all respects, and are therefore effectively the same group.
A.4.6 Calculation of outcomes given a parameter set

Our method for finding the basic reproduction number $R_0$ is that developed by Diekmann et al.\[25\] We will briefly review that method in the course of describing our use of it.

Given a set of differential equations for a transmission system, we first construct a linearization of the equations for infectious compartments only, at the disease-free equilibrium (DFE). For the differential equations in Section A.4.1, at the disease-free equilibrium, $S_H = f_H$ and $S_L = f_L$. By substituting these values into the differential equations in Section A.4.1, and noting that $\chi = f_H \chi_H + f_L \chi_L$ (Table 3.2), we obtain the following linearization:

$$\begin{align*}
\frac{d}{dt}(A_{H,U}) &= \chi_H \lambda_H f_H - (\nu_1 + f_L \omega)A_{H,U} + f_H \omega A_{L,U} \\
\frac{d}{dt}(A_{L,U}) &= \chi_L \lambda_L f_L - (\nu_1 + f_H \omega)A_{L,U} + f_L \omega A_{H,U} \\
\frac{d}{dt}(C_{H,U}) &= \gamma_1 A_{H,U} - (\nu_2 + f_L \omega)C_{H,U} + f_H \omega C_{L,U} \\
\frac{d}{dt}(C_{L,U}) &= \gamma_1 A_{L,U} - (\nu_2 + f_H \omega)C_{L,U} + f_L \omega C_{H,U}
\end{align*}$$

where

$$\begin{align*}
\lambda_H &= m \frac{\beta_1 A_{H,U} + \beta_2 C_{H,U}}{f_H} + (1 - m) \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi} \\
\lambda_L &= m \frac{\beta_1 A_{L,U} + \beta_2 C_{L,U}}{f_L} + (1 - m) \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi}
\end{align*}$$

Because we will need to distinguish between terms representing transitions of infected individuals between compartments or out of the system and terms representing new
transmissions, let us denote these as \( \{x_i\} \) and \( \{y_i\} \), respectively:

\[
\begin{align*}
\frac{d}{dt}(A_{H,U}) &= x_{A,H} + y_{A,H} \\
\frac{d}{dt}(A_{L,U}) &= x_{A,L} + y_{A,L} \\
\frac{d}{dt}(C_{H,U}) &= x_{C,H} + y_{C,H} \\
\frac{d}{dt}(C_{L,U}) &= x_{C,L} + y_{C,L}
\end{align*}
\]

where

\[
\begin{align*}
x_{A,H} &= -(\nu_1 + f_L \omega)A_{H,U} + f_H \omega A_{L,U} \\
x_{A,L} &= -(\nu_1 + f_H \omega)A_{L,U} + f_L \omega A_{H,U} \\
x_{C,H} &= \gamma_1 A_{H,U} - (\nu_2 + f_L \omega)C_{H,U} + f_H \omega C_{L,U} \\
x_{C,L} &= \gamma_1 A_{L,U} - (\nu_2 + f_H \omega)C_{L,U} + f_L \omega C_{H,U} \\
y_{A,H} &= \chi_H \lambda_H f_H \\
&= m \chi_H (\beta_1 A_{H,U} + \beta_2 C_{H,U}) \\
&+ (1 - m) \chi_H f_H \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi} \\
y_{A,L} &= \chi_L \lambda_L f_L \\
&= m \chi_L (\beta_1 A_{L,U} + \beta_2 C_{L,U}) \\
&+ (1 - m) \chi_L f_L \frac{\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})}{\chi} \\
y_{C,H} = y_{C,L} &= 0
\end{align*}
\]

We can simplify the transmission terms a little more by introducing the symbols \( g_L \) and \( g_H \) to represent the fraction of all contacts at the disease-free equilibrium that
are made by low-risk and high-risk individuals, respectively:

\[ g_L = \frac{f_L \chi_L \chi_L}{f_L \chi_L + f_H \chi_H} = \frac{f_L \chi_L}{1 + f_H (r_{HL} - 1)} \]

\[ g_H = \frac{f_H \chi_H \chi_H}{f_L \chi_L + f_H \chi_H} = \frac{f_H \chi_H}{1 + f_H (r_{HL} - 1)} \]

This produces the rather more elegant equations:

\[ y_{A,H} = m \chi_H (\beta_1 A_{H,U} + \beta_2 C_{H,U}) \]
\[ + (1 - m) g_H (\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})) \]
\[ = \chi_H (g_H + m g_L) (\beta_1 A_{H,U} + \beta_2 C_{H,U}) + \chi_L (1 - m) g_L (\beta_1 A_{L,U} + \beta_2 C_{L,U}) \]

\[ y_{A,L} = m \chi_L (\beta_1 A_{L,U} + \beta_2 C_{L,U}) \]
\[ + (1 - m) g_L (\beta_1 (\chi_L A_{L,U} + \chi_H A_{H,U}) + \beta_2 (\chi_L C_{L,U} + \chi_H C_{H,U})) \]
\[ = \chi_L (g_L + m g_H) (\beta_1 A_{L,U} + \beta_2 C_{L,U}) + \chi_H (1 - m) g_H (\beta_1 A_{H,U} + \beta_2 C_{H,U}) \]

From these, we construct the Jacobian matrix \( J \):

\[
J = \begin{pmatrix}
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{H,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{H,U}) \right) & \frac{d}{d\chi_{H,U}} \left( \frac{d}{dt} (A_{H,U}) \right) & \frac{d}{d\chi_{L,U}} \left( \frac{d}{dt} (A_{H,U}) \right) \\
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{L,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{L,U}) \right) & \frac{d}{d\chi_{H,U}} \left( \frac{d}{dt} (A_{L,U}) \right) & \frac{d}{d\chi_{L,U}} \left( \frac{d}{dt} (A_{L,U}) \right) \\
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (C_{H,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (C_{H,U}) \right) & \frac{d}{d\chi_{H,U}} \left( \frac{d}{dt} (C_{H,U}) \right) & \frac{d}{d\chi_{L,U}} \left( \frac{d}{dt} (C_{H,U}) \right) \\
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (C_{L,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (C_{L,U}) \right) & \frac{d}{d\chi_{H,U}} \left( \frac{d}{dt} (C_{L,U}) \right) & \frac{d}{d\chi_{L,U}} \left( \frac{d}{dt} (C_{L,U}) \right)
\end{pmatrix}
\]

This and subsequent matrices can be made both less cluttered and easier to understand by presenting them as block matrices, i.e., as matrices composed of submatrices. For this particular model, both the most intuitive and the most mathematically convenient way of doing this is by grouping together the two acutely-infected subpopulations on the one hand, and the two chronically infected subpopulations on the
other:

\[
J = 
\begin{pmatrix}
J_{A,A} & J_{A,C} \\
J_{C,A} & J_{C,C}
\end{pmatrix}
\]

where

\[
J_{A,A} = 
\begin{pmatrix}
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{H,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{H,U}) \right) \\
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{L,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{L,U}) \right)
\end{pmatrix}
\]

\[
= 
\begin{pmatrix}
\frac{d}{dA_{H,U}} (x_{A,H} + y_{A,H}) & \frac{d}{dA_{L,U}} (x_{A,H} + y_{A,H}) \\
\frac{d}{dA_{H,U}} (x_{L,H} + y_{L,H}) & \frac{d}{dA_{L,U}} (x_{L,H} + y_{L,H})
\end{pmatrix}
\]

\[
J_{A,C} = 
\begin{pmatrix}
\frac{d}{dC_{H,U}} \left( \frac{d}{dt} (C_{H,U}) \right) & \frac{d}{dC_{L,U}} \left( \frac{d}{dt} (C_{H,U}) \right) \\
\frac{d}{dC_{H,U}} \left( \frac{d}{dt} (C_{L,U}) \right) & \frac{d}{dC_{L,U}} \left( \frac{d}{dt} (C_{L,U}) \right)
\end{pmatrix}
\]

\[
= 
\begin{pmatrix}
\frac{d}{dC_{H,U}} (x_{C,H}) & \frac{d}{dC_{L,U}} (x_{C,H}) \\
\frac{d}{dC_{H,U}} (x_{C,L}) & \frac{d}{dC_{L,U}} (x_{C,L})
\end{pmatrix}
\]

\[
J_{C,A} = 
\begin{pmatrix}
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{H,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{H,U}) \right) \\
\frac{d}{dA_{H,U}} \left( \frac{d}{dt} (A_{L,U}) \right) & \frac{d}{dA_{L,U}} \left( \frac{d}{dt} (A_{L,U}) \right)
\end{pmatrix}
\]

\[
= 
\begin{pmatrix}
\frac{d}{dA_{H,U}} (x_{C,H} + y_{A,H}) & \frac{d}{dA_{L,U}} (x_{C,H} + y_{A,H}) \\
\frac{d}{dA_{H,U}} (x_{C,L} + y_{L,H}) & \frac{d}{dA_{L,U}} (x_{C,L} + y_{L,H})
\end{pmatrix}
\]

\[
J_{C,C} = 
\begin{pmatrix}
\frac{d}{dC_{H,U}} \left( \frac{d}{dt} (C_{H,U}) \right) & \frac{d}{dC_{L,U}} \left( \frac{d}{dt} (C_{H,U}) \right) \\
\frac{d}{dC_{H,U}} \left( \frac{d}{dt} (C_{L,U}) \right) & \frac{d}{dC_{L,U}} \left( \frac{d}{dt} (C_{L,U}) \right)
\end{pmatrix}
\]

\[
= 
\begin{pmatrix}
\frac{d}{dC_{H,U}} (x_{C,H}) & \frac{d}{dC_{L,U}} (x_{C,H}) \\
\frac{d}{dC_{H,U}} (x_{C,L}) & \frac{d}{dC_{L,U}} (x_{C,L})
\end{pmatrix}
\]

We then decompose \( J \) into the sum of a transition matrix \( \Sigma \) and a transmission matrix \( T \), using the distinction that we have already made between terms represent-
\[ J = T + \Sigma = \begin{pmatrix} T_{A,A} & T_{A,C} \\ T_{C,A} & T_{C,C} \end{pmatrix} + \begin{pmatrix} \Sigma_{A,A} & \Sigma_{A,C} \\ \Sigma_{C,A} & \Sigma_{C,C} \end{pmatrix} \]

where

\[ \Sigma_{A,A} = \begin{pmatrix} \frac{d}{d A_{H,U}}(x_{A,H}) & \frac{d}{d A_{L,U}}(x_{A,H}) \\ \frac{d}{d A_{H,U}}(x_{L,H}) & \frac{d}{d A_{L,U}}(x_{L,H}) \end{pmatrix} = \begin{pmatrix} -(\nu_1 + f_{L,\omega}) & f_{H,\omega} \\ f_{L,\omega} & -(\nu_1 + f_{H,\omega}) \end{pmatrix} = \mathbf{0}_{2,2} \]

\[ \Sigma_{A,C} = \begin{pmatrix} \frac{d}{d C_{H,U}}(x_{A,H}) & \frac{d}{d C_{L,U}}(x_{A,H}) \\ \frac{d}{d C_{H,U}}(x_{L,H}) & \frac{d}{d C_{L,U}}(x_{L,H}) \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \mathbf{0}_{2,2} \]

\[ \Sigma_{C,A} = \begin{pmatrix} \frac{d}{d A_{H,U}}(x_{C,H}) & \frac{d}{d A_{L,U}}(x_{C,H}) \\ \frac{d}{d A_{H,U}}(x_{C,L}) & \frac{d}{d A_{L,U}}(x_{C,L}) \end{pmatrix} = \begin{pmatrix} \gamma_1 & 0 \\ 0 & \gamma_1 \end{pmatrix} = \gamma_1 \mathbf{I}_2 \]

\[ \Sigma_{C,C} = \begin{pmatrix} \frac{d}{d C_{H,U}}(x_{C,H}) & \frac{d}{d C_{L,U}}(x_{C,H}) \\ \frac{d}{d C_{H,U}}(x_{C,L}) & \frac{d}{d C_{L,U}}(x_{C,L}) \end{pmatrix} = \begin{pmatrix} -(\nu_2 + f_{L,\omega}) & f_{H,\omega} \\ f_{L,\omega} & -(\nu_2 + f_{H,\omega}) \end{pmatrix} \]

\[ T_{A,A} = \begin{pmatrix} \frac{d}{d A_{H,U}}(y_{A,H}) & \frac{d}{d A_{L,U}}(y_{A,H}) \\ \frac{d}{d A_{H,U}}(y_{L,H}) & \frac{d}{d A_{L,U}}(y_{L,H}) \end{pmatrix} = \begin{pmatrix} \chi_{H}\beta_1(g_H + m_{gL}) & \chi_{L}\beta_1(1 - m)g_H \\ \chi_{H}\beta_1(1 - m)g_L & \chi_{L}\beta_1(g_L + m_{gL}) \end{pmatrix} \]

\[ = \frac{\chi \beta_1}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_{H}r_{HL}^2 & f_{H}r_{HL} \\ f_{L}r_{HL} & f_{L} \end{pmatrix} + mr_{HL} \begin{pmatrix} f_{L} & -f_{H} \\ -f_{L} & f_{H} \end{pmatrix} \]

\[ T_{A,C} = \begin{pmatrix} \frac{d}{d C_{H,U}}(y_{A,H}) & \frac{d}{d C_{L,U}}(y_{A,H}) \\ \frac{d}{d C_{H,U}}(y_{L,H}) & \frac{d}{d C_{L,U}}(y_{L,H}) \end{pmatrix} = \begin{pmatrix} \chi_{H}\beta_2(g_H + m_{gL}) & \chi_{L}\beta_2(1 - m)g_H \\ \chi_{H}\beta_2(1 - m)g_L & \chi_{L}\beta_2(g_L + m_{gL}) \end{pmatrix} \]

\[ = \frac{\chi \beta_2}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_{H}r_{HL}^2 & f_{H}r_{HL} \\ f_{L}r_{HL} & f_{L} \end{pmatrix} + mr_{HL} \begin{pmatrix} f_{L} & -f_{H} \\ -f_{L} & f_{H} \end{pmatrix} \]

\[ T_{C,A} = \begin{pmatrix} \frac{d}{d A_{H,U}}(0) & \frac{d}{d A_{L,U}}(0) \\ \frac{d}{d A_{H,U}}(0) & \frac{d}{d A_{L,U}}(0) \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \mathbf{0}_{2,2} \]

\[ T_{C,C} = \begin{pmatrix} \frac{d}{d C_{H,U}}(0) & \frac{d}{d C_{L,U}}(0) \\ \frac{d}{d C_{H,U}}(0) & \frac{d}{d C_{L,U}}(0) \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \mathbf{0}_{2,2} \]
To make further calculations slightly more convenient, let

\[ T^* = \frac{1}{(1 + f_H(r_{HL} - 1))} \left( \begin{pmatrix} f_H r_{HL}^2 & f_H r_{HL} \\ f_L r_{HL} & f_L \end{pmatrix} + m r_{HL} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \right) \]

Then \( T_{A,A} = \chi \beta_1 T^* \) and \( T_{A,C} = \chi \beta_2 T^* \).

Given these matrices, the basic reproduction number \( R_0 \) can be defined as the dominant eigenvalue of the Next-Generation Matrix with Large Domain[25]:

\[ K_L = -T \Sigma^{-1}. \] (A.7)

There is a standard linear algebra result that says that given any 2x2 block matrix

\[ \begin{pmatrix} W & X \\ Y & Z \end{pmatrix} \]

for which \( Z, W, (W - XZ^{-1}Y) \), and \( (Z - YW^{-1}X) \) are all invertible, its inverse is:

\[ \begin{pmatrix} W & X \\ Y & Z \end{pmatrix}^{-1} = \begin{pmatrix} (W - XZ^{-1}Y)^{-1} & -(W - XZ^{-1}Y)XZ^{-1} \\ -Z^{-1}Y(W - XZ^{-1}Y)^{-1} & (Z - YW^{-1}X)^{-1} \end{pmatrix} \]

Applying this result to \( \Sigma \) gives the equation:

\[ \Sigma^{-1} = \begin{pmatrix} (\Sigma^{-1})_{A,A} & (\Sigma^{-1})_{C,A} \\ (\Sigma^{-1})_{C,C} & (\Sigma^{-1})_{C,C} \end{pmatrix} \]

\[ = \begin{pmatrix} (\Sigma_{A,A} - \Sigma_{A,C} \Sigma_{C,C}^{-1} \Sigma_{C,A})^{-1} & -\left(\Sigma_{A,A} - \Sigma_{A,C} \Sigma_{C,C}^{-1} \Sigma_{C,A}\right)^{-1} \Sigma_{A,C} \Sigma_{C,C}^{-1} \\ -\Sigma_{C,C}^{-1} \Sigma_{C,A} \left(\Sigma_{A,A} - \Sigma_{A,C} \Sigma_{C,C}^{-1} \Sigma_{C,A}\right)^{-1} & \left(\Sigma_{C,C} - \Sigma_{C,A} \Sigma_{A,A}^{-1} \Sigma_{A,C}\right)^{-1} \end{pmatrix} \]

\[ = \begin{pmatrix} (\Sigma_{A,A} - \mathbf{0}_{2,2} \Sigma_{C,C}^{-1} \gamma_1 \mathbf{I}_2)^{-1} & -\left(\Sigma_{A,A} - \mathbf{0}_{2,2} \Sigma_{C,C}^{-1} \gamma_1 \mathbf{I}_2\right)^{-1} \mathbf{0}_{2,2} \Sigma_{C,C}^{-1} \\ -\Sigma_{C,C}^{-1} \Sigma_{C,A} \left(\Sigma_{A,A} - \mathbf{0}_{2,2} \Sigma_{C,C}^{-1} \gamma_1 \mathbf{I}_2\right)^{-1} & \left(\Sigma_{C,C} - \gamma_1 \mathbf{I}_2 \Sigma_{A,A}^{-1} \mathbf{0}_{2,2}\right)^{-1} \end{pmatrix} \]

\[ = \begin{pmatrix} \Sigma_{A,A}^{-1} & \mathbf{0}_{2,2} \\ -\gamma_1 \Sigma_{C,C}^{-1} \Sigma_{A,A} \Sigma_{C,C}^{-1} \end{pmatrix} \]
provided that $\Sigma_{A,A}$ and $\Sigma_{C,C}$ are both invertible.

Another standard linear algebra result is that for any 2x2 matrix:

\[
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix}^{-1} = (ad - bc)^{-1} \begin{pmatrix}
  d & -b \\
  -c & a
\end{pmatrix}
\]

provided that $ac - bd \neq 0$. Therefore:

\[
\Sigma_{A,A}^{-1} = \begin{pmatrix}
  -(\nu_1 + f_L \omega) & f_H \omega \\
  f_L \omega & -(\nu_1 + f_H \omega)
\end{pmatrix}^{-1}
\]

\[
= \frac{1}{(\nu_1 + f_L \omega)(\nu_1 + f_H \omega) - f_H \omega f_L \omega} \begin{pmatrix}
  -(\nu_1 + f_H \omega) & -f_H \omega \\
  -f_L \omega & -(\nu_1 + f_L \omega)
\end{pmatrix}
\]

\[
= -\frac{1}{\nu_1 (\nu_1 + \omega)} \begin{pmatrix}
  (\nu_1 + f_H \omega) & f_H \omega \\
  f_L \omega & (\nu_1 + f_L \omega)
\end{pmatrix}
\]

\[
= -\frac{1}{\nu_1} \begin{pmatrix}
  (\frac{\nu_1 + f_H \omega}{\nu_1 + \omega}) & \frac{f_H \omega}{\nu_1 + \omega} \\
  \frac{f_L \omega}{\nu_1 + \omega} & (\frac{\nu_1 + f_L \omega}{\nu_1 + \omega})
\end{pmatrix}
\]

\[
= -\frac{1}{\nu_1} \begin{pmatrix}
  f_H + f_L \psi_1 & f_H - f_H \psi_1 \\
  f_L - f_L \psi_1 & f_L + f_H \psi_1
\end{pmatrix}
\]

Similarly:

\[
\Sigma_{C,C}^{-1} = -\frac{1}{\nu_2 (\nu_2 + \omega)} \begin{pmatrix}
  (\nu_2 + f_H \omega) & f_H \omega \\
  f_L \omega & (\nu_2 + f_L \omega)
\end{pmatrix}
\]

\[
= -\frac{1}{\nu_2} \begin{pmatrix}
  (\frac{\nu_2 + f_H \omega}{\nu_2 + \omega}) & \frac{f_H \omega}{\nu_2 + \omega} \\
  \frac{f_L \omega}{\nu_2 + \omega} & (\frac{\nu_2 + f_L \omega}{\nu_2 + \omega})
\end{pmatrix}
\]

\[
= -\frac{1}{\nu_2} \begin{pmatrix}
  f_H + f_L \frac{\psi_2}{\psi_1} & f_H - f_H \frac{\psi_2}{\psi_1} \\
  f_L - f_L \frac{\psi_2}{\psi_1} & f_L + f_H \frac{\psi_2}{\psi_1}
\end{pmatrix}
\]
Therefore:

\[
(S^{-1})_{C,A} = -\gamma_1 \Sigma_{A,A}^{-1} \Sigma_{C,C}^{-1}
\]

\[
= -\frac{1}{\nu_1} \left( \begin{array}{cc} f_H + f_L \psi_1 & f_H - f_H \psi_1 \\ f_L - f_L \psi_1 & f_L + f_H \psi_1 \end{array} \right) \left( \begin{array}{cc} 1 & \left( f_H + f_L \frac{\psi_2}{\psi_1} \right) - f_H - f_H \psi_1 \\ \left( f_L - f_L \frac{\psi_2}{\psi_1} \right) & f_L + f_H \psi_1 \end{array} \right)
\]

\[
= -\frac{\gamma_1}{\nu_1 \nu_2} \left( \begin{array}{cc} f_H + f_L \psi_2 & f_H - f_H \psi_2 \\ f_L - f_L \psi_2 & f_L + f_H \psi_2 \end{array} \right)
\]

Block matrices can also be used for matrix multiplication in the obvious way, and so:

\[
K_L = -T \Sigma^{-1}
\]

\[
= \left( \begin{array}{cc} \beta_1 T^* & \beta_2 T^* \\ 0_{2,2} & 0_{2,2} \end{array} \right) \left( \begin{array}{cc} -\Sigma_{A,A}^{-1} & 0 \\ -(\Sigma_{C,C}^{-1})_{C,A} & -\Sigma_{C,C}^{-1} \end{array} \right)
\]

\[
= \left( \begin{array}{cc} \chi \beta_1 T^* \Sigma_{A,A}^{-1} + \chi \beta_2 T^* (-(\Sigma_{C,C}^{-1})_{C,A}) & \beta_2 T^* \Sigma_{C,C}^{-1} \\ 0 & 0 \end{array} \right)
\]

Diekmann et al.[25] further note that the dominant eigenvalue of \( K_L \) is the same as the dominant eigenvalue of the Next-Generation Matrix \( K \), which is the submatrix of \( K_L \) that contains only the rows and columns corresponding to states that individuals can have immediately upon infection (i.e., in this model, \( A_{L,U} \) and \( A_{H,U} \)). That is to say:
\[ K = (K_L)_{A,A} \]
\[ = (\chi_{\beta_1} T^* \Sigma_{A,A}^{-1} + \chi_{\beta_2} T^* (\Sigma_{C,A}^{-1})) \]
\[ = T^* \left( \chi_{\beta_1} T^* \Sigma_{A,A}^{-1} + \chi_{\beta_2} T^* (\Sigma_{C,A}^{-1}) \right) \]
\[ = T^* \left( \chi_{\beta_1} \left( f_H f_L \psi_1 f_H - f_H \psi_1 \right) + \chi_{\beta_2} \left( f_H f_L \psi_2 f_H - f_H \psi_2 \right) \right) \]
\[ = T^* \left( H_1 + H_2 \right) \left( f_H f_H \right) + \left( H_1 \psi_1 + H_2 \psi_2 \right) \left( f_L - f_H \right) \]
\[ = H T^* \left( f_H f_H \right) + \psi \left( f_L - f_H \right) \]
\[ = H \left( \frac{1}{1 + f_H (r_{HL} - 1)} \right)^2 \left( f_{H} f_{HL}^2 f_{H} f_{HL} \right) + m r_{HL} \left( f_L - f_H \right) \]
\[ = H \left( M_1 + \psi M_2 + mM_3 + \psi mM_4 \right) \]

where

\[ M_1 = \frac{1}{(1 + f_H (r_{HL} - 1))^2} \left( f_{H} f_{HL}^2 f_{H} f_{HL} \right) \left( f_H f_H \right) \]
\[ = \begin{pmatrix} f_{H} f_{HL} & f_{H} f_{HL} \\ f_{L} f_{HL} & f_{L} \end{pmatrix} \]
\[ = \begin{pmatrix} g_H g_H \\ g_L g_L \end{pmatrix} \]
\[ M_2 = \frac{1}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_H r_{HL}^2 & f_H r_{HL} \\ f_L r_{HL} & f_L \end{pmatrix} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \]

\[ = \begin{pmatrix} f_H f_L r_{HL}(r_{HL} - 1)/(1 + f_H(r_{HL} - 1)) & -f_H^2 r_{HL}(r_{HL} - 1)/(1 + f_H(r_{HL} - 1)) \\ f_L^2(r_{HL} - 1)/(1 + f_H(r_{HL} - 1)) & -f_L f_H r_{HL}(r_{HL} - 1)/(1 + f_H(r_{HL} - 1)) \end{pmatrix} \]

\[ = c_V(\chi)^2 \begin{pmatrix} r_{HL} & -f_H r_{HL} \\ f_L & f_H r_{HL} \end{pmatrix} \begin{pmatrix} r_{HL} & -f_H \\ f_L & f_H \end{pmatrix} \]

\[ M_3 = \frac{r_{HL}}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \begin{pmatrix} f_L & f_H \\ -f_L & f_H \end{pmatrix} \]

\[ = 0_{2,2} \]

\[ M_4 = \frac{r_{HL}}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \]

\[ = \frac{r_{HL}}{(1 + f_H(r_{HL} - 1))^2} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \begin{pmatrix} f_L & -f_H \\ -f_L & f_H \end{pmatrix} \]

It’s worth pausing here a moment to note one of the implications of this breakdown. The next-generation matrix can be expressed as the product of the homogeneous transmission potential (a scalar) and the sum of three matrix terms: One \((M_1)\) that depends on neither the overall fraction of heterogeneity effect \((\psi)\) nor the degree to which mixing is assortative \((m)\); one \((\psi M_2)\) that is proportional to the overall fraction of heterogeneity effect, but does not depend on the degree to which mixing is assortative; and one \((\psi m M_4)\) that is proportional to the product of the overall fraction of heterogeneity effect and the degree to which mixing is assortative. There is, however, no term that is proportional to the degree to which mixing is assortative, but does not depend on the overall fraction of heterogeneity effect: \(mM_3 = 0\). This is because, if the overall fraction of heterogeneity effect is zero, then this means that the
population is effectively homogeneous, because the re-selection (ω) rate is infinite. Therefore, the extent to which mixing is assortative is irrelevant.

Adding these terms together, and introducing the scaled assortativity term \( r = \frac{mr_{HL}}{(1+f_H(r_{HL}-1))^r} \) from Table A.2 gives us:

\[
K = H \begin{pmatrix}
g_H + \left( \frac{r_{HL}}{r_{HL} - 1} \right) c_V(\chi)^2 + f_L r \psi \\
g_L + \left( -\frac{f_H r_{HL}}{f_H(r_{HL} - 1)} \right) c_V(\chi)^2 - f_H r \psi \\
g_H + \left( -\left( \frac{f_H r_{HL}}{f_H(r_{HL} - 1)} \right) c_V(\chi)^2 - f_L r \right) \psi \\
g_L + \left( \frac{f_L}{f_H(r_{HL} - 1)} \right) c_V(\chi)^2 - f_L r \psi
\end{pmatrix}
\]

The dominant eigenvalue of a 2x2 matrix \( K \) is \( \frac{\text{tr}(K) + \sqrt{\text{tr}(K)^2 - 4 \text{det}(K)}}{2} \), where \( \text{tr}(K) = K_{1,1} + K_{2,2} \) is the trace of \( K \) and \( \text{det}(K) = K_{1,1} K_{2,2} - K_{1,2} K_{2,1} \) is the determinant of \( K \).

\[
\text{tr}(K) = H \left( g_H + g_L + \left( \frac{r_{HL} - 1}{r_{HL} - 1} \right) c_V(\chi)^2 + (f_L + f_H) r \right) \psi \\
= H \left( 1 + (c_V(\chi)^2 + r) \psi \right)
\]

\[
\text{det}(K) = H^2 \left( g_H + \left( \frac{r_{HL}}{r_{HL} - 1} \right) c_V(\chi)^2 + f_L r \right) \psi \\
\times \left( g_L + \left( -\frac{1}{r_{HL} - 1} \right) c_V(\chi)^2 + f_H r \right) \psi \\
- \left( g_H + \left( -\left( \frac{f_H r_{HL}}{f_H(r_{HL} - 1)} \right) c_V(\chi)^2 - f_H r \right) \psi \right) \times \\
\left( g_L + \left( \frac{f_L}{f_H(r_{HL} - 1)} \right) c_V(\chi)^2 - f_L r \right) \psi
\]

\[
= H^2 \psi r
\]

\[
R_0 = \frac{\text{tr}(K) + \sqrt{\text{tr}(K)^2 - 4 \text{det}(K)}}{2}
\]

\[
= H \left( \frac{1 + (c_V(\chi)^2 + r) \psi + \sqrt{1 + 2(c_V(\chi)^2 - r) \psi + (c_V(\chi)^2 + r)^2 \psi^2}}{2} \right)
\]

Although this expression remains a bit opaque, three important points can be noted:

First, it is monotonically increasing with respect to \( c_V(\chi)^2 \) and \( r \) (defined in Table
A.2), representing measures of the relative degrees of risk heterogeneity and assortative mixing, respectively. Second, it is monotonically increasing with respect to $\psi$, and therefore monotonically decreasing with respect to $\omega$. Finally, although three parameters ($f_H$, $r_{HL}$, and $m$) define the characteristics of behavioral heterogeneity apart from re-selection rate, $R_0$ depends on these through only two derived parameters, $c_V(\chi)^2$ and $r$.

Once $R_0$ has been found, calculating the fraction of transmissions from EHI ($\phi$) is relatively easy. Given $K$ and its dominant eigenvalue ($R_0$), we can easily solve for the corresponding eigenvector $v$. If $v$ is scaled to sum to 1, then its entries represent the fraction of newly infected individuals who are in each of the initial states ($A_{L,U}$ and $A_{H,U}$) in each generation during exponential growth. We can also decompose $K$ into the sum of contributions to the NGM made by transmissions from EHI ($K_1$) and contributions made by transmissions from chronic infection ($K_2$), by simply omitting the proper terms from the algebra presented above. In the case of the model presented in this appendix, these matrices are:

$$K_1 = H_1 \begin{pmatrix} g_H + \left( \frac{r_{HL}}{r_{HL} - 1} \right) c_V(\chi)^2 f_{LR} & g_H + \left( -\frac{f_H r_{HL}}{f_L (r_{HL} - 1)} \right) c_V(\chi)^2 - f_{LR} \\ g_L + \left( \frac{f_L}{f_H (r_{HL} - 1)} \right) c_V(\chi)^2 + f_{LR} & g_L + \left( -\frac{1}{r_{HL} - 1} \right) c_V(\chi)^2 + f_{LR} \end{pmatrix}$$

$$K_2 = H_2 \begin{pmatrix} g_H + \left( \frac{r_{HL}}{r_{HL} - 1} \right) c_V(\chi)^2 + f_{LR} & g_H + \left( -\frac{f_H r_{HL}}{f_L (r_{HL} - 1)} \right) c_V(\chi)^2 - f_{LR} \\ g_L + \left( \frac{f_L}{f_H (r_{HL} - 1)} \right) c_V(\chi)^2 - f_{LR} & g_L + \left( -\frac{1}{r_{HL} - 1} \right) c_V(\chi)^2 + f_{LR} \end{pmatrix}$$

The total number of transmissions per unit of infected population in one generation during exponential growth will then be $\|K_1 v\|_1$ (the sum of the two entries of the column vector $K_1 v$) from EHI, and $\|K_2 v\|_1$ from chronic infection. Consequently the fraction of transmissions from EHI is:

$$\phi = \frac{\|K_1 v\|_1}{\|K_1 v\|_1 + \|K_2 v\|_1} = \frac{\|K_1 v\|_1}{\|K v\|_1} \quad (A.8)$$
This can be expressed algebraically in terms of the original parameters, but the resulting equation is neither brief nor enlightening.

The formula for \( R_0 \) is also useful in calculating the treatment rate required to achieve elimination of ongoing transmission (\( \tau_E \)): Because elimination will occur precisely when \( R_0 = 1 \), \( \tau_E \) can be found by solving for the value of \( \tau \) that makes \( R_0 = 1 \). Although it is technically possible to do this algebraically, it is simpler to do it numerically, and that is what we do. All code used can be obtained by the means discussed in Appendix B.

### A.4.7 Construction of Figure 3.4

As noted in Table 3.3, we parameterize the per-act transmissibility during EHI and chronic infection by \( \beta_2 \) and \( \zeta \), or, more descriptively, the per-act transmissibility during chronic infection and the relative transmissibility during EHI (i.e. the ratio of \( \beta_1 \) to \( \beta_2 \)). With this parameterization, \( \phi \) depends on \( \zeta \), but not on \( \beta_2 \), while the endemic prevalence depends on both. Consequently, we use the parameters of Table A.1 (except for \( \omega \) and \( \zeta \)), and for each value of \( \omega \), we first find a value for \( \zeta \) that will result in a \( \phi \) of 0.447. Then, using that value for \( \zeta \), we find a value for \( \beta_2 \) that will result in an endemic prevalence of 0.2. With a full parameter set, we then find \( R_0 \) and \( \tau_E \) using the methods detailed above.

### A.5 Supplementary Results

#### A.5.1 Relationship between the basic reproduction number (\( R_0 \)), the fraction of transmission from early infection (\( \phi \)), and the effective treatment rate required for elimination of ongoing transmission (\( \tau_E \))

If we denote the basic reproduction number in the presence of diagnosis and treatment as \( R_0(\tau) \), then elimination will occur precisely when \( R_0(\tau) \) is reduced to
$R_0(\tau_E) = 1$. \hfill (A.9)

Our previous equation for $R_0$ easily extends to:

$$R_0 = H(\tau) \left( \frac{1 + (cV(\chi)^2 + r)\psi(\tau) + \sqrt{1 + 2(cV(\chi)^2 - r)\psi(\tau) + (cV(\chi)^2 + r)^2\psi(\tau)^2}}{2} \right)$$ \hfill (A.10)

In submodels without episodic risk ($\omega = 0$), $\psi = 1$. Consequently, the above equation simplifies to:

$$R_0 = H(\tau) \left( \frac{1 + (cV(\chi)^2 + r) + \sqrt{1 + 2(cV(\chi)^2 - r) + (cV(\chi)^2 + r)^2}}{2} \right)$$ \hfill (A.11)

From this equation and the equations given in Table A.2, it follows that:

$$R_0(\tau) = R_0(0) \left( \phi \left( \frac{\mu + \gamma_1}{\mu + \gamma_1 + \tau} \right) + (1 - \phi) \left( \frac{\mu + \gamma_1}{\mu + \gamma_1 + \tau} \right) \left( \frac{\mu + \gamma_2}{\mu + \gamma_2 + \tau} \right) \right)$$ \hfill (A.12)

By solving this equation for $R_0(\tau_E) = 1$, we obtain an equation for the effective treatment rate required to achieve elimination ($\tau_E$) that depends on $\zeta$ and the behavioral parameters ($f_H$, $r_{HL}$, and $m$) only through their effects on $R_0(0)$ (henceforth simply $R_0$) and the fraction of transmissions from early infection ($\phi$):

$$\tau_E = \frac{R_0(0)(\mu + \gamma_1) - 2\mu + \gamma_1 + \gamma_2 + \sqrt{(R_0(0)(\mu + \gamma_1) - 2\mu + \gamma_1 + \gamma_2)^2 + 4R_0(0)(\mu + \gamma_1)(\mu + \gamma_2)}}{2}$$ \hfill (A.13)

This result (depicted graphically in Figure A.1) shows that $\tau_E$ depends strongly on both $R_0$ and $\phi$ (being monotonically increasing with respect to both). However, the effects of $R_0$ are somewhat stronger than those of $\phi$ – if $\phi = 0$, and $R_0 > 1$, then $\tau_E > 0$, but if $\phi > 0$, and $R_0 = 1$, then $\tau_E = 0$.

As we discuss further below, this algebraic result does not hold in the full model, or in any submodel that includes episodic risk ($\omega \neq 0$). In the presence of episodic risk, behavioral parameters can have effects on $\tau_E$ even when $R_0$ and $\phi$ are both fixed. Nevertheless, the broader qualitative result, that $\tau_E$ depends strongly on both $R_0$ and $\phi$, but somewhat more strongly on $R_0$ than on $\phi$, continues to apply.
A.5.2 Effects of re-selection rate ($\omega$) on fraction of transmissions from EHI ($\phi$)

In the absence of assortative mixing, and during exponential growth, the average number of secondary transmissions from EHI per index case is $(1 + c_V(\chi)^2 \psi_1)H_1$, and the average number of secondary transmission during chronic infection per index case is $(1 + c_V(\chi)^2 \psi_2)H_2$. The fraction of transmissions (made by all individuals in a generation) that are from EHI is therefore:

$$\phi = \frac{(1 + c_V(\chi)^2 \psi_1)H_1}{(1 + c_V(\chi)^2 \psi_1)H_1 + (1 + c_V(\chi)^2 \psi_2)H_2}$$  \hspace{1cm} (A.14)

For conceptual understanding, we are less interested in the exact value of $\phi$ at a particular $\omega$ (although this can be calculated from the equation above in a straightforward manner) than we are in the conditions under which $\phi$ is increasing or decreasing with respect to $\omega$, i.e. we are interested in the sign of $\frac{d\phi}{d\omega}$. This is easily shown to be the same as the sign of $\frac{d}{d\omega} \left( \frac{(1+c_V(\chi)^2 \psi_1)H_1}{(1+c_V(\chi)^2 \psi_2)H_2} \right)$. From this, and the equations given in Table A.2, it is a matter of straightforward algebra to show that $\frac{d}{d\omega} \left( \frac{(1+c_V(\chi)^2 \psi_1)H_1}{(1+c_V(\chi)^2 \psi_2)H_2} \right)$ is always decreasing, with a zero at:

$$\omega = \sqrt{\nu_1 \nu_2 (1 + c_V(\chi)^2)}$$

Thus, the fraction of transmissions from EHI is first increasing with respect to the re-selection rate, then decreasing, as noted in the Chapter III. The maximum is attained when the re-selection rate is the product of the square root of the multiplicative boost to $R_0$ due to static risk heterogeneity and the harmonic mean of the net rates of leaving (1) the untreated and acutely infected state and (2) the untreated and chronically infected state.
A.5.3 Conversion of effective treatment rate to “actual” diagnosis rate

For a highly simplified calculation relating our concept of a single “effective treatment rate” to actual diagnosis rates, we will make the following simplifying assumptions:

1. Time from infection to diagnosis follows an exponential distribution with rate parameter $\delta$, the diagnosis rate.
2. Time from diagnosis to entry into treatment follows an exponential distribution with rate parameter $\epsilon$.
3. Time from entry into treatment to viral suppression follows an exponential distribution with rate parameter $\sigma$.
4. There is no virological failure after viral suppression.
5. The “effective treatment rate” $\tau$ for a treatment cascade as defined above is the rate parameter for an exponential distribution having the same mean as the actual distribution of times from infection to viral suppression, i.e.

\[
\tau = \frac{1}{\frac{1}{\delta} + \frac{1}{\epsilon} + \frac{1}{\sigma}}
\]

\[\therefore \delta = \frac{1}{\frac{1}{\tau} - \frac{1}{\epsilon} - \frac{1}{\sigma}}\]

None of these assumptions are actually true. Consequently, this is a poor model to use if the goal is to convert a specific effective treatment rate to a specific diagnostic rate. Nevertheless, it is useful for getting a qualitative sense of what the difference between two effective treatment rates required for elimination implies about the difference between the diagnostic rates required for elimination in their respective models. With that in mind, we proceed. A recent paper estimated the rate of initiating treatment following diagnosis as 77.2% within 3 months[124]. Combining
this estimate with the above assumptions gives:

\[ \epsilon = -4 \ln 0.228 = 5.91 \]

Crawford et al.[23] report that the median time from initiating treatment to viral suppression for all patients was 1.03 years, and that for patients with optimal retention in care, it was 0.87 years. These figures give us (respectively):

\[ \sigma_{\text{all}} = \frac{-\ln 0.5}{1.03} = 0.673 \]
\[ \sigma_{\text{optimal}} = \frac{-\ln 0.5}{0.87} = 0.797 \]

Using the figure for all patients, \( \tau_E = 0.0635 \) implies that \( \delta_E = 0.0710 \). In contrast, \( \tau_E = 0.891 \) implies that the mean time from infection to viral suppression must be only 1.12 years. But even if we assume that perfect retention in care could be achieved for all patients, \( \sigma \approx 0.797 \) implies that the mean time from entry into care to viral suppression is approximately 1.25 years, meaning that even instantaneous diagnosis and entry into care upon infection would not be sufficient to eliminate transmission through UT&T alone.

A.5.4 Verification of qualitative results using an elaborated model of disease progression

In order to verify the robustness of the model to the relaxation of one of our simplifying assumptions, we tested a modified version in which we replaced our two-stage simplification of the natural history of HIV infection with a more realistic version of that natural history, based on the results of a study of HIV transmission in Lilongwe, Malawi[100]. In this version of the model, HIV progression consists of 9 stages, each of which has its own average duration, (relative) per-contact transmission rate, and identification as an acute stage or a chronic stage. The model used for the analysis of the Lilongwe data was Bayesian in nature; for our purposes, we used the
posterior modes for each of the relevant parameters. We omitted the last of their 10 stages, corresponding to late AIDS, because they modeled this stage as having a transmission rate of 0, due to the cessation of sexual activity as the result of AIDS symptoms. Because our model does not include long-term partnerships, and only considers the sexually active population, individuals who have permanently ceased sexual activity are irrelevant to it. For consistency with our main model, we coded the progression rate for effectively treated individuals as being equal to the untreated rate for acute stages, and 0 for chronic stages. The accuracy of this approach is, for the purposes of Chapter III and this appendix, irrelevant, as all of our analyses involve either the absence of effective treatment (when calculating the endemic prevalence prior to intervention) or conditions during exponential growth (when calculating the basic reproduction number or fraction of transmissions from EHI). Consequently, the fate of effectively treated individuals has no impact on any of our results. The initial parameters for each stage are given in Table A.3. In order to perform analyses analogous to those we performed on our primary model, we calculated an average per-contact transmission rate for each of acute and chronic infection, by weighting the transmission rate for each stage by the expected time spent in that stage. We then treated these averages analogously to $\beta_1$ and $\beta_2$ in the main model, respectively. So, for example, where we allowed $\beta_1$ to vary in the main model, we allowed the transmission rates for all acute stages to vary, but required that the ratios between those transmission rates remain constant.

Figures corresponding to Figures 3.1, 3.2, 3.3, 3.4, and A.1, with no changes apart from the replacement of the main model with the elaborated model, are presented as Figures A.2, A.3, A.4, A.5, and A.6, respectively. It is readily seen that, although there are quantitative differences, these figures are all qualitatively the same as their
main-model counterparts. This shows that our qualitative conclusions are robust to the relaxation of our simplifying assumption of a two-stage natural history of infection. Similarly, the only equations that we present in Chapter III or in this appendix that do not still hold for the elaborated model are those that explicitly indicate only two stages.
APPENDIX B

Obtaining Source Code Used for Simulations and Calculations

All source code used in simulations and calculations whose results are presented in this dissertation is available to download from a git repository located at:

https://github.com/cjh57/dissertation

Should any errors in the text of this dissertation be discovered after publication, a list of errata will be maintained there as well. Source code can also be obtained, and questions answered, by sending an email to the author at chrishen@umich.edu.
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