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ABSTRACT

Lightweight materials such as Aluminum are prevalent in aerospace and automotive

vehicles, but the use of lighter Magnesium alloys will significantly increase fuel effi-

ciency and cut emissions. Magnesium alloys present a wide array of unsolved scientific

challenges, such as the deformation response of the slip and twin systems and the in-

fluence of dislocation interactions and twinning on tensile and fatigue behavior. In

this thesis, a parallel three-dimensional(3D) crystal plasticity finite element open-

source code was developed based on the deal.II finite element framework as part of

PRISMS-Plasticity. Rate-independent crystal plasticity was implemented by devel-

oping a nonlinear algorithm which enables all the slip systems to lie on or inside the

yield surface, and a consistent tangent modulus ensures convergence for small load-

ing increments. A twin activation mechanism was incorporated into the framework

based on a quadrature point sensitive scheme. Furthermore, by bounding the L2-norm

of the plastic-slip, load-step adaptivity is enabled. The code demonstrates parallel

performance and scaling on large-scale problems running on hundreds of processors.

Using experimental microstructure images as input, the code has been used to

compute, validate and investigate response of crystalline aggregates to mechanical

loading; this leads to insights on slip and twin activity. Boundary value problems were

set up to compare the displacement and strain fields obtained by Scanning Electron

Microscope - surface Digital Image Correlation (DIC) experiments for Magnesium

alloy WE-43 T5 and T6 tempers with the crystal plasticity finite element simulations.

The results indicate a strong correlation between experiments and crystal plasticity

xvi



finite element simulations.

For further insight into the material behavior and to interpret the surface obser-

vations better, it is important to know the subsurface effects on the surface behavior.

3D reconstruction of microstructures is growing to be a major topic of interest in

the field of modeling and simulation for comparison with experiments. An inverse

Voronoi problem approach is used to construct an approximate Voronoi representa-

tion of the surface microstructure by generating a convexified representation of the

microstructure. The output is combined with random sections of Electron backscatter

diffraction observations to build a 3D microstructure. Comparisons are made with

surface DIC measurements for random samples of 3D microstructures and they indi-

cate the effect of the underlying microstructure on the surface plastic strain. These

developed methods will serve as powerful tools in an Integrated Computational Ma-

terials Engineering framework towards accelerating alloy development and in better

understanding the mechanical behavior of materials.
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CHAPTER I

Introduction

The study of micromechanisms governing strength, ductility and failure plays a

key role in the development of engineering metallic alloys and the assessment of the

mechanical integrity of structures. Developing damage-tolerant microstructures is

essential in many fields of engineering, such as automotive vehicles or for the next

generation aerospace materials. For a long time, these developments have largely

remained considerably empirical. However, more recently, computational methodolo-

gies have been introduced thus leading to increased research in this field.

While new materials are being developed to provide such superior properties (of-

ten by manipulating the material at the micron-scale), it becomes more and more

difficult to analyze, understand and predict their behavior with existing techniques.

This is especially challenging for metals, where the industrial drive towards enhanced

performance is strongest.

In this context, Integrated Computational Materials Engineering (ICME) [9] is

a new field of study that emphasizes the integration of material models at multi-

ple length and time scales enabling concurrent analysis of manufacturing, design

and materials within this framework. The goal of the PRedictive Integrated Struc-

tural Materials Science (PRISMS) center at the University of Michigan, that funded

this work, is to create open source software to predict microstructural evolution and
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mechanical behavior of materials. The PRISMS-Plasticity code, developed by the

coauthor, is a parallel numerical framework for implementing continuum and crystal

plasticity models critical to multiscale modeling.

Magnesium and its alloys serve as test materials to demonstrate the capability of

the developed software tools. Magnesium alloys are lightweight and have a more fa-

vorable strength to weight ratio as compared to the more common aerospace material,

Aluminum.

1.1 Magnesium Alloys

Magnesium is, in fact, the lightest structural metal and hence is attractive to

automotive and aerospace applications [6, 75, 87]. Magnesium also has an electro-

magnetic interference shielding property making it suitable for electronic applications

[5].

Use of Magnesium alloys in U.S. Military applications is presented in [75]. Mag-

nesium was profoundly used in many aircraft during World War II (1939 - 1945), a

key example being the B-36 bomber which had 5555 kg of magnesium sheet, which

covered 25% of the exterior, 700 kg of magnesium forgings and 300 kg of magnesium

castings [75].

However, corrosion behavior, particularly poor galvanic corrosion characteristics

made it difficult for aerospace applications. Some of the corrosion and flammability

problems were evident in the 1950s and 1960s. Many magnesium alloys also exhibit

poor ductility and formability at room temperature [6, 19, 87]. Poor low-temperature

formability, low fracture toughness, poor elevated temperature creep response and

cost issues are other minor limitations [75]. Designers are now well aware of galvanic

and general corrosion issues, and the use of high purity alloys which restrict the use

of Fe, Co, Ni and Cu have improved corrosion resistance [75].

With the arrival of rare-earth containing alloys, the strength issue has been mostly
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resolved [75]. The formability issue is still a field of active research and here is where

the models developed in this thesis are useful. Development of WE alloys (Mg-Y-rare

earth) has helped produce alloys with relatively high yield and tensile strength, supe-

rior corrosion resistance and largely retained strength properties at elevated temper-

atures (up to 523K) [75]. Rare-earth alloying additions have also improved ductility

by weakening the basal texture during rolling and extrusion processing. [54, 89]. This

occurs during recrystallization after rolling or extrusion where shear bands develop in

these alloys, containing nucleation sites for growth of new grains. [89]. Rare-earth al-

loying also improves strength by forming precipitates on crystallographic planes that

disrupt the dislocation motion [73].

Magnesium casting alloys ZE41, QE22 and particularly WE43 are used to an ex-

tent in aircraft and helicopter components such as gearbox housings, compressor and

filter casings, canopy and brackets [5, 32]. The most prominent current application is

that of magnesium transmission and gear housings in U.S. Army and Navy aircraft

such as the Sikorsky Black Hawk [75]. Therefore, Integrated computational materials

engineering (ICME) [9] and design of alloys [114] can enable new design frameworks,

and thus open the doors for widespread magnesium applications in aerospace and

automotive industry.

1.2 Crystal Plasticity Modeling of Magnesium Alloys

Unlike the face centered cubic (FCC) materials, deformation of hexagonal close

packed (HCP) material is highly anisotropic. The deformation resistances of different

slip systems are different and deformation twinning also plays a major role in the

plastic deformation of the material. Also, twinning is sensitive to the direction of the

applied stress; therefore the yield strengths in tension and compression are different

[59].

3



Basal slip system<a>

(0001)<11ത20>

Prismatic slip<a>

{10ത10}<11ത20>

Pyramidal slip<a>

{10ത11}<11ത20>

Pyramidal twin<c+a>

{10ത12}<ത1011>

a3 - axis

c - axis

a1 - axis

a2 - axis

e2

e1

e3

Orthogonal axis system 
used for modeling

Pyramidal slip<c+a>

{11ത22}<11ത23>

Figure 1.1: Slip and twin systems of Magnesium alloys

Fig. 1.1 shows the slip systems of Magnesium alloys and the orthogonal axes

(e1, e2, e3) used in modeling. Magnesium is a HCP material with a c/a ratio of 1.624.

The dominant mode of plastic deformation in magnesium alloys is due to basal slip,

but other modes of deformation such as prismatic< a > and pyramidal< a > slip

have also been observed at room temperature [28, 91].

The critical resolved shear stress (CRSS) for basal slip is significantly lower than

the other slip systems and as a result, the grains tend to reorient themselves such that

the c-axis aligns perpendicular to the rolling axis [117]. This strongly basal texture

limits ductility by preventing easy activation of slip. When a specimen with a strongly

basal texture is loaded in uniaxial tension along the rolling direction, the basal slip

system is not favorably oriented in grains and therefore the non-basal systems with

higher critical resolved shear stress would be activated, thus inhibiting its ductility.
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Therefore, a weakly basal texture which can enable more basal slip would lead to

improvements in ductility of the material [46].

The evolution of texture in polycrystals has been well studied in the past (e.g.

for a review see [60]). Many of the relevant literature apply the Taylor-type micro-

macro transition which assumes a purely kinematic constraint mainly that all grains

are subjected to the same deformation. This assumption satisfies compatibility but

fails to account for equilibrium across grain boundaries [96]. The effect of stereology

and formation of misoriented regions within crystals due to non-uniform deformation

are not taken into consideration. To model these heterogeneities, discretized grain

structures have been modeled [20, 21, 27, 55, 72, 101, 61], where microstructural

constituents are idealized grains with a fixed topology, or realistic polyhedral grains

in two or three dimensions [70, 84]. In many of these cases, a velocity-based finite

element formulation is used [20, 81, 72, 84, 98], or displacement-based finite element

formulations are used, frequently implemented into commercial finite element codes

[21]. In crystal plasticity finite element theory, the reorientation of crystals (textur-

ing) is modeled by deforming an aggregate of grains. Deformation mechanisms such

as dislocation slip and twinning are modeled using constitutive laws based on state

variables such as dislocation densities or slip system resistances along various slip

systems. Reorientation of grains and evolution of the threshold stress along each slip

system due to various hardening mechanisms (self-hardening, latent hardening etc.)

are modeled. The grain-level stresses are averaged to obtain the macroscopic response

(stress-strain curve), and crystallographic texture is post-processed. The understand-

ing of the relationship between the deformation process route and the macroscopic

response which is, in turn, governed by the evolving microstructure is critical for

designing materials with tailored properties for high performance applications in the

aerospace industry [100, 102, 104, 65, 1, 2]. Such a microstructure–process–property

relationship is provided by crystal plasticity finite element models.
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In addition to crystallographic slip, magnesium alloys also exhibit twinning as a

deformation mode. Chin and Mammel [34] were the first to incorporate twinning

within the maximum work formulation of Bishop and Hill [24] . Thornburg and

Piehler [111] improved the treatment of Chin and Mammel and provided a analysis

of the vertices of the Single Crystal Yield Surface (SCYS) in terms of the relative

values of the CRSS’s. Van Houtte [115] was the first to propose a way of dealing with

reorientation by twinning during the simulation of texture development and to apply

the model for the prediction of rolling textures in f.c.c, brass, assuming {11̄1}(110)

slip and {111}(112̄) twinning. Tome et al. [112] proposed the Predominant Twin

Reorientation (PTR) Scheme. The accumulated volume fraction represented by the

twin-reoriented grains is made to match the accumulated twinned fraction associated

with the twinning shears.

Elastoplastic self-consistent (EPSC) models, viscoplastic self-consistent (VPSC)

models [7, 69, 83] and finite element crystal plasticity models [92, 93, 103, 105] are

valuable tools for better understanding the CRSS and relative activation of the differ-

ent slip systems during plastic deformation. If crystal plasticity models can precisely

predict flow curves in magnesium alloys, the next step is to predict full-field strains

accurately [46]. Full-field strains at the microstructural level can thus reveal infor-

mation about the strain heterogeneities on the surface, and their relationships to the

local microstructure, which are averaged in the macroscopic stress-strain data.

1.3 Digital Image Correlation Experiments

Optical deformation tracking methods, including digital image correlation, have

been widely utilized to quantify the mechanical behavior of magnesium alloys at the

macroscale and mesoscale. Digital Image Correlation (DIC) is a useful technique for

characterizing macroscopic and microscopic surface strains. It tracks the deformation

of a speckle pattern placed on a material surface during thermo-mechanical loading
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[86]. The technique is length scale independent, but a suitable speckle pattern must

be applied to a surface at the desired field of view [46].

The details of the SEM-DIC experiments that were performed for the WE43 alloys

are described in [46]. The primary material used for the experiments [46] was a hot

rolled and annealed WE43 plate of thickness 31 mm. The plate was annealed at

477K for 48 hours [46]. This material is referred to as T5 temper. The samples

were solution treated in an open-air furnace at 798K for 8 hours, followed by a water

quench [46]. Subsequently, it is subjected to aging treatment in a silicone oil bath

at 523K for a peak aging time of 16 hours followed by water quench [46]. This heat

treated material is referred to as T6 temper.

One of the objectives of this work is to validate the crystal plasticity theory

by comparing with tensile and compressive microscopic plastic strain response of

magnesium alloy WE43 and relating this response to the underlying microstructure.

With this background, the thesis is organized as follows :

1. In Chapter 2, we describe the formulation of the rate independent crystal

plasticity model, and incorporation of deformation twinning within the model is ex-

plained. The model is set in an incremental form to describe the computational

procedure to solve the problem. It is supported by example problems for FCC and

BCC polycrystals which help in benchmarking the code with the literature. The

performance of the code is examined for an example problem. Furthermore, reading

external microstructures are described in this chapter.

2. In Chapter 3, we describe the modeling of slip and twin systems in HCP WE-43

alloys. The methodology to construct Representative Volume Element (RVE) with a

similar texture to the one observed in the experiments is described. This makes use

of orientation distribution function (ODF) to represent the texture of the microstruc-

ture. Using stress-strain curves obtained from experiments and a texture matched

RVE obtained from [82], the parameters required for crystal plasticity simulations are
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identified. Relative activity of slip systems for different modes of deformation and

the corresponding pole figures are examined.

3. In Chapter 4, Boundary Value Problems (BVP) are set up to compare the

SEM-DIC experiments with the crystal plasticity finite element simulations. The

methodology to compare the experiments with the simulations is explained and the

problem is set-up for WE43-T6 temper. Comparisons are made between the SEM-

DIC experiments and CPFE simulations for the displacement and strain fields and

the effect of basal schmid factor, grain size , boundary conditions are studied.

4. In Chapter 5, the DIC results are compared against crystal plasticity finite

element (CPFE) simulations for WE-43 T5 temper in order to test the CPFE model

against DIC data, identify Schmid factor variations due to the effects of neighbor

grains, and to differentiate the slip traces observed in the DIC data into various slip

and twin systems.

5. In Chapter 6, we explore the effect of subsurface grains on the CPFE/DIC

comparison and use a generalized inverse Voronoi problem approach to construct an

approximate Voronoi representation of the 3D microstructure given the 2D surface

image. Comparisons are made with surface DIC measurements for random samples

of 3D microstructures as compared to columnar 2D microstructures.

6. We conclude in Chapter 7 of the thesis and propose some ideas for future

work such as accommodating Hall-Petch effect, grain boundary sliding effects into

the CPFE-DIC comparisons. For 3D reconstruction of microstructures, we discuss

the extension of this theory to non-convex microstructures and modeling twinned

regions within the grain. Code snippets are attached in the appendix.
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CHAPTER II

PRISMS-Plasticity Crystal Plasticity finite

element code: Formulation, Numerical

Implementation and Examples

A parallel 3-D crystal plasticity finite element (CPFE) open-source code was devel-

oped based on the deal.II [17] finite element framework as part of PRISMS-Plasticity.

The code demonstrates parallel performance and scaling on large-scale problems run-

ning on hundreds of processors. Rate-independent crystal plasticity was implemented

by developing a non-linear algorithm which enables all the slip systems to lie on or in-

side the yield surface and a consistent tangent modulus ensures convergence for small

loading increments. A twin activation mechanism is incorporated into the framework

based on a quadrature point sensitive scheme. Furthermore, load-step adaptivity is

included by bounding the L2-norm of the plastic slip within the constitutive model.

In this chapter, the formulation of the rate independent crystal plasticity model

and incorporation of deformation twinning into the model is described. It is followed

by example problems for FCC and BCC polycrystals which help in benchmarking the

code with the literature. The performance of the code is analyzed for an example

problem. Furthermore, reading external microstructures are detailed in this chapter.
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2.1 Crystal plasticity constitutive model

Classical single-crystal plasticity theory is used to model the deformation within

each grain. The theory is based on the notion that plastic flow takes place through

slip on prescribed slip systems. For a material with α = 1, . . . , N slip systems de-

fined by ortho-normal vector pairs (mα
0 ,nα0 ) denoting the slip direction and slip plane

normal respectively at time t = 0, the constitutive equations relate the following

basic fields (all quantities expressed in crystal lattice coordinate frame): the defor-

mation gradient defined with respect to the initial undeformed crystal F which can

be decomposed into elastic and plastic parts as F = F e F p (with det(F p) = 1), the

Cauchy stress σ and the slip resistances sα > 0. In the constitutive equations to be

defined below, the Green elastic strain measure Ēe = 1
2

(
F eTF e − I

)
defined on the

relaxed configuration (plastically deformed, unstressed configuration) is utilized. The

conjugate stress measure is then defined as T̄ = det(F e)(F e)−1σ(F e)−T (refer to

appendix A). Kinematics of single crystal slip is illustrated in Fig. 2.1.

The constitutive relation, for stress, is given by T̄ = Le
[
Ēe
]

where Le is the

fourth-order anisotropic elasticity tensor. It is assumed that deformation takes place

through dislocation glide and the evolution of the plastic velocity gradient is given

by:

Lp = Ḟ p(F p)−1 =
∑
α

γ̇αSα0 sign(τα) (2.1)

where Sα0 = mα
0 ⊗ nα0 is the Schmid tensor and γ̇α is the plastic shearing rate on

the αth slip system.

The resolved stress on the αth slip system is given by τα = (Ce T̄ ) · Sα0 . This

follows from Anand [11] that the plastic power per unit volume in this configuration

may be defined by ω̇ = (Ce T̄ ) · Lp with Ce = F eTF e (refer to appendix A). The

resolved shear stress is defined through the relation ω̇ =
∑

α τ
αγ̇α.
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Figure 2.1: Schematic of the various material configurations, for a single crystal, used
in the integration of the constitutive model. The slip systems (mα,nα

are known on the reference (initial) configuration. Also, m̂α, m̄α are the
slip directions (different from mα because of crystal re-orientation) in the
deformed configurations Bn and Bn+1, respectively.

A rate independent algorithm is employed to solve the single crystal problem [12].

The resolved shear stress τα is taken to attain a critical value sα (the slip system

resistance) on the systems where slip occurs. These active systems have a plastic

shearing rate γ̇α > 0, where γ̇α is assumed to be constant during the time step.

There is no plastic shearing rate, i.e., γ̇α = 0 on inactive slip systems where the

resolved shear stress does not exceed sα. The evolution of slip system resistance

given by the following expression:

ṡα(t) =
∑
β

hαβ(t)γ̇β(t), sα(0) = τα0 (2.2)

where

hαβ(t) =


hβo

(
1− sβ(t)

sβs

)a
, if α = β, or for coplanar systems

hβo q
(

1− sβ(t)

sβs

)a
, otherwise.
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Figure 2.2: Schematic of the active slip systems and computation of the updated yield
surface. The iterative algorithm ensures that that all the slip systems lie
on or inside the yield surface.

with hβo indicating the self-hardening rate and the parameter q, with values in

the range 1 < q < 1.4, representing a latent-hardening parameter. Subsequently, the

plastic part of the deformation gradient is updated using Eq. (2.1), the elastic part

computed from F = F e F p. The conjugate stress measure, T̄ is then computed

from T̄ = Le
[
Ēe
]

and converted to Cauchy stress and the Piola-Kirchhoff-I stress,

P = (detF )σF−T for further use. The slip resistances are also updated at the end

of the time step using Eq. 2.2 .

The rate independent model is used to find the PKI stress and tangent modulus

for getting the finite element nodal displacements. The deformation gradient can be
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decomposed into elastic and plastic parts as follows,

F = F e F p (2.3)

where F e is the elastic deformation gradient, while F p is plastic deformation

gradient with det(F p) = 1. The plastic flow rule is given by the sum of strain rate

over all slip systems,

Ḟ p(F p)−1 =
∑
α

γ̇αSα0 sign(τα) (2.4)

where Sα0 = mα⊗nα is the Schmid tensor and γ̇α is the plastic shearing rate on the

αth slip system. The solution of F p is computed by assuming a constant shearing

rate γ̇α for the time-step:

F p
n+1 = exp(

∑
α

∆γαSα0 sign(τα))F p
n (2.5)

The use of matrix exponential function ensures that the plastic deformation is

isochoric. This can be seen from the fact that tr(Sα0 ) = tr(mα
0 ⊗nα0 ) = 0. Therefore,

det [exp(
∑

α ∆γαSα0 sign(τα))] = 1.

The term γ̇ from Eq. 2.1 changes to ∆γ here, because it is now the increment in

infinitesimal time ∆t. In Eq. 2.3, F e can be obtained as follows:

F e = F e
tr exp(−

∑
α

∆γαSα0 sign(τα)) (2.6)

where F e
tr is the trial elastic deformation gradient and is given by F n+1(F p

n)−1. La-

grange strain in relaxed configuration can be written as:

Ee =
1

2
((F e)TF e − I) (2.7)
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Let t denote the current time, ∆t an infinitesimal time increment, and τ = t+∆t.

Then, given F (t),F (τ), mα
0 ,n

α
0 ,σ(t),F p(t) and sα(t), F p(τ), sα(τ), σ(τ) need to be

determined. First, deformation gradient and Lagrangian strain are shown as

F e
tr(τ) = F (τ) F p(t)−1 (2.8)

Ee
tr(τ) =

1

2
((F e

tr(τ))TF e
tr(τ)− I) (2.9)

In order to find the resolved shear stress, the conjugate stress measure is then

defined by

T̄ = det(F e)(F e)−1σ(F e)−T (2.10)

while T̄ (τ) is expressed as

T̄ (τ) = Le
[
Ēe(τ)

]
(2.11)

where T̄ tr(τ) is calculated in the same manner as Le
[
Ēe

tr(τ)
]
, where Le is the

fourth-order anisotropic elasticity tensor. The resolved shear stress is given by

τα = (Ce(τ)T̄ (τ)) · Sα0 (2.12)

while the trial resolved shear stress is defined in the same way as ταtr(τ) = (Ce
tr(τ)T̄ tr(τ))·

Sα0 .

In crystal plasticity theory, the hardening law for the slip resistance sα at time τ

is given as:

sα(τ) = sα(t) +
∑
β

hαβ(t)∆γβ (2.13)

where hαβ describes the rate of increase of the deformation resistance on slip system

α due to shearing on slip system β. Now we can determine ∆γ using the equality

14



|τα| = sα , with α, β ∈ A, the active set of slip systems:

∑
β∈A

Aαβ∆γβ = bα (2.14)

where,

Aαβ = hαβ(t) + sign(ταtr(τ))sign(τβtr(τ))(Ce
tr(τ)Le

[
Bβ
]

+ 2BβT̄ tr(τ)) · Sα0 ,

bα = |ταtr(τ)| − sα(t) > 0,

∆γβ > 0

(2.15)

Bβ = 1
2
((Sβ0 )T (F e

tr)
TF e

tr + (F e
tr)

TF e
trS

β
0 )

Eq. 2.14 is a system of linear equations. However, the elements of the set A are

not known. They are determined in an iterative fashion. It is initially assumed that

all the potentially active systems are active

∑
β∈PA

Aαβ∆γβ = bα (2.16)

and this linear system is solved. We look for elements with ∆γβ > 0 , the systems with

∆γβ 6 0 are considered inactive and are removed from the list of active slip systems.

The reduced system is solved and the procedure is repeated until all ∆γβ > 0. Only

values of ∆γ larger than 0 are kept.

Then, F p(τ) can be updated by Eq. 2.5, F e(τ) updates through Eq. 2.3 or Eq.

2.6. In order to update σ(τ), T̄ (τ) needs to be updated first, Eq. 2.11. Then σ(τ)

can be found by σ(τ) = F e(τ)(det(F e(τ)))−1T̄ (τ)F e(τ)T from Eq .2.10, and sα(τ)i

can be specified by Eq.2.13. Once F p(τ) and sα(τ)i are updated, we use Eqns. 2.8

-2.12 to update the trial resolved shear stresses ταtr(τ)i. Now, these potentially active

systems may not lie on the new yield surface, so we correct for the non-linear model

as follows

15



∑
β∈A

Aαβδ(∆γβ) = bαi (2.17)

Eq. (2.17) is solved repeatedly only for the initial active slip systems with bαi =

|τα(τ)|i−sα(τ)i andAαβ = hαβ(t)+sign(ταtr(τ))sign(τβtr(τ))(Ce
tr(τ)Le

[
Bβ
]
+BβT̄ tr(τ))·

Sα0 and ∆γβ is updated and used to compute until F p(τ), ταtr(τ)i and sα(τ)i until

bαi < ε is reached. Here ε is the specified stress tolerance and i is the iterative step.

If ε is set high, it is equivalent to doing one iteration, which is similar to [12].

Once F p(τ) and sα(τ) are updated, we use Eqns. (2.8 -2.12) to update the trial

resolved shear stresses ταtr(τ) for all the other slip systems. If for some of the slip

systems |ταtr(τ)| > sα(τ) + ε , then the procedure is repeated from 2.14 to ensure that

all the slip systems lie on or inside the new yield surface.

Parent Grain

Twinned Region

Parent Grain

Twin Plane

Orientation of 
parent grain

Orientation of 
twinned region

Figure 2.3: Crystallography of twinned region
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Figure 2.4: Kinematics of slip and twinning

Modeling Deformation Twinning in WE-43 Magnesium Alloys

The crystallography of twins is shown in Fig. 2.3 indicating the parent grain,

twinned region and the orientation of the corresponding regions. The kinematics of

slip and twinning is shown in Fig. 2.4. Twin systems are initially considered as

slip systems and are sheared until they are reoriented. Our formulation for twinning

closely follows the approach adopted by Staroselsky et al. [91] . The differences in

the approach are as follows :

1) We adopt the Predominant Twin Reorientation scheme (PTR) [112] instead of

the scheme proposed by Van Houtte [115] . As more elements are reoriented, the PTR

scheme inhibits further reorientation by twinning until accumulated fraction catches

up as the deformation proceeds.

2) The individual quadrature points are reoriented as compared to reorienting the

entire grain. We keep track of the orientations of all quadrature points in the FE

simulation and reorient the individual points which satisfy the PTR scheme [112].

17



The approach in [91] considers each grain as represented by a single element whereas

in the current approach each grain is represented by multiple elements.

3) We use Implicit FEM which enforces static equilibrium at each time step com-

pared to Explicit FEM used by Staroselsky et al.

Reorientation Scheme

Fraction of the grain associated with each twinning system is given by

gn,ti = Σsteps∆g
n,ti (2.18)

where gn,ti = ∆γn,ti

S
, n is the nth quadrature point, steps is the number of time-

steps, ti is the ith twinning system and S is the characteristic twin shear strain, which

is calculated to be 0.129 for Magnesium [36].

Threshold fraction for twinning is calculated locally at each element making the

method locally-sensitive

FT = 0.25(1 +
N

Σign,ti
) (2.19)

where N is total reoriented volume fraction of the grain. If gn,ti > FT , the quadra-

ture point is reoriented due to twinning. For the purpose of CPFE-DIC comparisons

in this study, we assume a simplified model of FT=0.25.

Lattice Reorientation Due To Twinning

A schematic diagram of reorientation due to twinning is shown in Fig. 2.5. The

procedure to find the new orientation for the reoriented grain,

18
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Figure 2.5: Reorientation due to twinning

1) Find the rotation matrix for reference frame to crystal frame, R1

2) Find the rotation matrix for rotating the crystal frame about the twin plane

by 180o , R2

3)New rotation matrix Q = R1 ·R2 .

4)Project Q to the fundamental region (QF) based on crystal symmetries.

5) Convert the rotation matrix QF to Rodrigues vector.

The plastic component of the deformation gradient is updated in the crystal frame

to accommodate the reorientation due to twinning. The rotation matrix for rotating

the crystal frame about the twin plane R2 is given by

R2 = 2ni ⊗ ni − I (2.20)
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2.2 Deformation Solver

The kinematic problem can be expressed in Lagrangian framework as

∇0 · P + f = 0 (2.21)

where ∇0 is the divergence in the initial reference configuration, P is the polycrystal

Piola-Kirchhoff-I stress and f is the reference body force.

P = det(F )σF−T (2.22)

Principle of virtual work states that B0 is in equilibrium if and only if the Piola-

Kirchoff stress field, P , satisfies the virtual work functional for any kinematically

admissible test function ũ,

G(u, ũ) ≡
∫
B0

P · ∇0ũdV −
∫
∂B0

λ · ũdA−
∫
B0

f · ũdV = 0 ∀ũ ∈ V (2.23)

where u is the displacement field, V is a finite dimensional vector space of all ad-

missible shape functions in the material domain, where f and λ denote, respectively,

the reference body force and surface traction field.

The dependence of G on the unknown function u follows from the constitutive

dependence of the stress tensor on the strain tensor which, in turn depends on the

field u. In the above, P is a function of the displacement field due to its constitutive

dependence on the deformation gradient F = I +∇0u.

Newton-Raphson iterative scheme with a line search procedure is employed. The

Gâteaux derivative of G at un in the direction of ∆u is given by
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∂G(un, ũ)

∂un
∆u =

∫
B0

A
∂F

∂un
· ∇0ũdV∆u (2.24)

where

A ≡ ∂P

∂F

∣∣∣∣
F n

(2.25)

is generally termed the material tangent modulus.

The Piola-Kirchhoff-I stress, shown as P can be expanded as

P = det(F )σF−T

= det(F )((det(F e))−1F eT̄ (F e)T )F−T

= F eT̄ (F e)TF−T ( det(F ) = det(F e).)

(2.26)

The variation of PKI stress at time τ is given by

δP = δ(F eT̄ (F e)TF−T )

= δ(F e)T̄ (F e)TF−T + F eδ(T̄ )(F e)TF−T + F eT̄ δ((F e)T )F−T

+ F eT̄ (F e)T δ(F−T )

= δ(F e)T̄ (F e)TF−T + F eδ(T̄ )(F e)TF−T + F eT̄ (δF e)TF−T

+ F eT̄ (F e)T δ(F−1)T

= δ(F e)T̄ (F e)TF−T + F eδT̄ (F e)TF−T + F eT̄ (δF e)TF−T

− F eT̄ (F e)T (F−1)T δ(F )T (F−1)T (2.27)

where δF e is obtained as:

δ(F e) = δF (F p)−1 + F δ((F p)−1)

= δF (F p)−1 − F (F p)−1δF p(F p)−1
(2.28)
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Then the computation of δT̄ can be obtained as from Eq. 2.11,

δT̄ = Le
[
δĒe

]
(2.29)

while

δĒe =
1

2
((δF e)TF e + (F e)T δ(F e)) (2.30)

The variation of plastic deformation gradient, δ(F p) is computed in an iterative

manner as follows

δF e
tr is obtained as:

δ(F e
tri

) = δF (F p
i−1)−1 + F δ((F p

i−1)−1)

= δF (F p
i−1)−1 − F (F p

i−1)−1δ(F p
i−1)(F p

i−1)−1
(2.31)

where F p
i is the plastic deformation gradient in the ith active set search completed

to include the slip systems lying outside the yield surface. Before the beginning of

active set search, F p
0 = F p

n and δF p
0 = 0, where F p

n is the plastic deformation gradient

from the previous time-step.

δĒe
tri =

1

2
((δF etri)

TF e + (F e)T δ(F e
tri

)) (2.32)

δT̄ tri = Le
[
δĒe

tri

]
(2.33)

δ(∆γβ) in this equation is evaluated as following:

δbαi = sign(ταtri)δ(C
e
tri
T̄ tri) · Sα0 − δ(sαi−1)

= sign(ταtri)(δ(C
e
tri

)T̄ tri +Ce
tri
δ(T̄ tri)) · Sα0 − δ(sαi−1)

= sign(ταtri)(2δ(Ē
e
tri)T̄ tri +Ce

tri
δ(T̄ tri)) · Sα0 − δ(sαi−1) (2.34)

22



The variation of slip system resistance sα is computed as follows

δ(sαi ) = δ(sαi−1) +
∑
β

δhαβi ∆γβ +
∑
β

hαβi δ(∆γβ)

= δ(sαi−1) +
∑
β

hαβi δ∆γβ

+
∑
β

hβo (q + (1− q)δαβ)

(
1− sβi

sβs

)(a−1)(−1

sβs

)
δ(sβi−1)∆γβ (2.35)

The variation of slip shear increment δ(∆γβi ) is therefore

δ(∆γβi ) = (Aαβi )−1(δbαi − δA
αβ
i ∆γβi ) (2.36)

δAαβi = δhαβi + sign(ταtr(τ))sign(τβtr(τ))(δCe
tri

(τ)Le
[
Bβ
i

]
+Ce

tri
(τ)Le

[
δBβ

i

]
+ 2δBβ

i T̄ tri(τ) + 2Bβ
i δT̄ tri(τ)) · Sα0 (2.37)

while, δBβ
i = 0.5((Sβ0 )T δĒe

tri
+ δĒe

tri
Sβ0 ) and δhαβi = hβo (q + (1 − q)δαβ)

(
1 −

sβi
sβs

)(a−1)(−1

sβs

)
δ(sβi−1)

F p is updated as follows :

δ(F p
i ) = δ(exp(

∑
α ∆γi

αSα0 sign(τα)))(F p
i−1) + exp(

∑
α ∆γi

αSα0 sign(τα))δ(F p
i−1)

(2.38)

The solver was implemented using deal.ii library [17] which is based on a Finite

Element Method (FEM) framework and MPI parallelization was used for speed–up.

A scaling study was performed on FLUX cluster at the University of Michigan in 2.5

GHz Intel Xeon E5-2680v3 processors with 3.8 GB/core. The solution to an FEM

problem consists of assembly and solve, where assembly process runs the constitutive
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Figure 2.6: Scaling study for CPFE simulation of BCC Titanium microstructure a)
strong scaling b) weak scaling

model and computes the tangent modulus and the solve process proceeds to solve the

assembled system to compute the displacements across the nodes. A scaling study

is shown in Fig. 2.6. Linear scaling is observed for the assembly and the solve has

almost linear scaling with number of processors. The largest problem done was for a

real 92 grain BCC microstructure [81] and solved for 1.6 million elements as can be

seen in Fig. 2.6 b).

 Dream3D-> Export Data   
 (ASCII Text) 

 (EulerAngles, FeatureIDs) 

FeatureID->Grain ID 
(Dream3d_grainid.m) 

Euler Angles-> 
Rodrigues vector 
(Euler2rod.m) 

PRISMS-CPFE (mesh read-in voxel format) 

Neper->Tessellation->Tet Mesh (.msh ) 

Tet->hex 
converter    
(Gmsh, tethex) 

Euler Angles-> 
Rodrigues vector 
(Euler2rod.m) 

PRISMS-CPFE (mesh read-in .msh format) 

a) b) 

Figure 2.7: Flow-chart of methodology to read external microstructures from a) Neper
b) DREAM.3D
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2.3 Reading external microstructure

Neper is a open source software package for polycrystal generation and meshing

[82]. Neper generates polycrystals by various types of voronoi tessellation such as

centroidal and laguerre tessellations. Neper generates tessellation and grain-boundary

conforming tetrahedral meshes. The input mesh format for the PRISMS-Plasticity

code are hexahedral meshes. Therefore a procedure to convert tetrahedral meshes to

hexahedral meshes is outlined in Fig. 2.7 a).

DREAM.3D is another open source, cross-platform and modular software pack-

age that can be used to reconstruct 3D microstructures or synthetically generate

microstructures [50]. DREAM.3D outputs microstructures in the form of voxelated

meshes or grain-boundary conforming surface meshes. The voxelated form of the mi-

crostructure can be input into the PRISMS-crystal plasticity code using the procedure

described in Fig. 2.7 b).

2.4 Example

We evaluate the present formulation of the rate independent model by comparing

the stress-strain response of the FCC and BCC polcrystals against the predictions of

the rate independent model of [12] and rate dependent model of [81] respectively .

2.4.1 FCC polycrystal

For comparison, the values for the slip hardening parameters and initial value of

the slip deformation resistance for single crystal copper are considered and are taken

from [12] , also available in Appendix B.

h0 = 180MPa ss = 148MPa a = 2.25 s0 = 16MPa (2.39)

In [12], a polycrystal with 343 elements, where each element is represented by
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a) b) c) 

Z X 

Y 

Figure 2.8: Virtual microstructures generated with Neper. (a) A 200 grain mi-
crostructure with a tetrahedral mesh comprising of 6750 elements. (b)
A hexahedral mesh of 27000 elements generated with Gmsh tool. (c) A
refined hexahedral mesh with 78000 elements.

a random orientation was considered to perform the simple compression simulation.

In this study, we use a 200 grain polycrystal generated from Neper using Voronoi

tessellation [82] as shown in Fig. 2.8 (a) comprising of 6750 elements. The procedure

described in Fig. 2.7 a) is followed to obtained hexahedral elements as shown in Fig.

2.8 (b) and (c). Also, a regular mesh with 32*32*32 elements is used to the model the

same polycrystal. The stress strain curves predicted by the non-conforming mesh is

compared with the corresponding stress-stress curves from [12] as shown in Fig. 2.9

a). It shows that the PRISMS-Plasticity model slightly underpredicts the stress-strain

curve as compared to [12]. The effect of conforming mesh on stress-strain curves is

shown in Fig. 2.9 b). Non-conforming mesh of 32000 elements converges with lesser

number of elements as compared to a conforming mesh of 27000 elements and has a

similar stress-strain curve as compared to a conforming mesh of 78000 elements.

2.4.2 BCC polycrystal

In BCC materials, slip may occur on 48 individual slip systems. These systems

represent three families of planes : 12 systems are in the < 111 > {110} family, 12

in the < 111 > {112} family, and 24 in the < 111 > {123} family. Approximate

material behavior can be computed by considering a subset of the total number of
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Figure 2.9: Stress-strain curves for simple compression of a 200 grain polycrystal for
Copper microstructure a) comparison of PRISMS-Plasticity with [12] b)
convergence of stress-strain curves with no. of elements for conforming
(C) and non-conforming (N) mesh.

slip systems, only the < 111 > {110} family of slip systems is considered in a 92 grain

microstructure of β Ttitanium alloy Timetal 21S which is studied in [81].

For comparison with PRISMS-Plasticity, the values for the slip hardening parame-

ters and initial value of the slip deformation resistance for β Ttitanium are considered

and are taken from [81], also available in Appendix C.

h0 = 1500MPa ss = 500MPa a = 0.1 s0 = 200.0MPa (2.40)

Fig. 2.10 a) shows the comparison of the stress-strain curve obtained from PRISMS-

Plasticity with the rate-independent model considered in [81]. The PRISMS-Plasticity

model is able to capture the stress-strain curve of the Titanium polycrystal. Fig. 2.10

b) shows the convergence of the stress-strain curve with increasing the number of el-

ements. The time scaling of the problem is shown in Fig. 2.6 and the visualization

plots of stress, inverse pole figure maps and pole figures are shown in Figs. 2.11, 2.13

and 2.14 respectively.
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Figure 2.10: Stress-strain curves for simple tension of a 92 grain polycrystal for β
Ttitanium real microstructure [81] a) comparison of PRISMS-Plasticity
with [81] b) convergence of stress-strain curves with no. of elements.

2.5 Visualization

The output of the CPFE simulations can be visualized using popular open-source

visualization tools such as ParaView [8] and VisIt [33]. Paraview is an open-source,

multi-platform data analysis and visualization application. MTEX is a free Matlab

toolbox for analyzing and modeling crystallographic textures by means of EBSD

or pole figure data [15]. In this study, we use ParaView and MTEX to visualize

the deformation, stress, strain contours and texture of the resultant microstructures.

Fig. 2.11 shows the von Mises equivalent stress mapped on the deformation field

using Paraview and the axial strain that outputs from the PRISMS-plasticity code.

ParaView has tools to visualize microstructures by thresholding, clipping and slicing

the microstructure as shown in Fig. 2.12 . The inverse pole figures maps and pole

figures for the BCC microstructure are shown in Fig. 2.13 and Fig. 2.14.
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a) b)

(MPa)

Figure 2.11: Visualization of (a) von Mises equivalent stress and (b) axial strain on
a deformation field(x5) using ParaView.

(a) (b) (c)

(MPa)

Figure 2.12: Visualization of von Mises equivalent stress using (a) threshold (b) clip
(c) slice options in ParaView.
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Figure 2.13: Visualization of Inverse Pole Figure (IPF) maps of BCC Titanium mi-
crostructure using MTEX (a) before deformation (b) after deformation.

Figure 2.14: Visualization of Pole Figures for BCC Titanium microstructure using
MTEX.
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CHAPTER III

Calibration of slip and twin parameters in HCP

alloys

In this chapter, a methodology to construct a Representative Volume Element

(RVE) with a similar texture to the one observed in the experiments is described.

This makes use of orientation distribution function (ODF) to represent the texture

of the microstructure. Using stress-strain curves obtained from experiments and a

texture matched RVE obtained from Neper [82], the parameters required for crystal

plasticity simulations are identified. Section 3.1 provides the background for ODF and

the procedure to compute the independent nodal values Anode. Section 3.2 describes

the procedure to construct the RVE of the microstructure with the use of a texture

matching procedure. In section 3.3, the results of the convergence studies, calibration

of CPFE parameters, the relative activity of the slip systems and pole figures are

discussed.

3.1 Mathematical background

The complete orientation space of a polycrystal can be reduced to a smaller subset,

called the fundamental region (Fig. 3.1), as a consequence of crystal symmetries.

Within the fundamental region, each crystal orientation is represented uniquely by
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Figure 3.1: ODF representation in the Rodrigues fundamental region for hexagonal
crystal symmetry showing the location of the k=388 independent nodes
of the ODF in blue color.

a coordinate, r, the parametrization for the rotation (e.g. Euler angles, Rodrigues

vector etc.). The ODF, represented by A(r), describes the volume density of crystals

of orientation r. The fundamental region is discretized into N independent nodes

with Nelem finite elements (and Nint integration points per element) as shown in Fig.

3.1.

The ODF is normalized to unity over the fundamental region as:

∫
R

Adv =

Nelem∑
n=1

Nint∑
m=1

A(rm)wm|Jn|
1

(1 + rm · rm)2
= 1 (3.1)

where A(rm) is the value of the ODF at the mth integration point with global co-

ordinate rm of the nth element, |Jn| is the Jacobian determinant of the nth element

and wm is the integration weight associated with the mth integration point. This is

equivalent to the linear constraint: qint
T
Aint = 1, where qinti = wi|Ji| 1

(1+ri·ri)2 and

Ainti = A(ri), where i = 1, . . . , Nint ×Nelem.

Using reduced integration with one integration point per element at local coor-
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dinate of (0.25, 0.25, 0.25) and an integration weight of w = 1
6
, the simplified matrix

qint corresponding to the normalization Eq. 3.1 is given as:

q =



1
6
|J1| 1

(1+r1·r1)2

1
6
|J2| 1

(1+r2·r2)2

. . .

1
6
|JNel
| 1
(1+rNel

·rNel
)2


Crystallographic symmetry is enforced by considering the set of independent nodal

points instead of the integration points. Independent nodal points are the reduced

set of nodes obtained by accounting for symmetry conditions at the boundaries of the

ODF (see Fig. 3.1). Let matrix H be such that it converts the independent nodal

values to the integration point values Aint = HAnode. The H matrix can be defined

from the equation Ainte = 0.25
∑4

i=1A
i
e where Ainte is the integration point ODF value

at element e and Aie, i = 1, . . . , 4 refers to the ODF values at the four nodes of the

tetrahedral element e. The q matrix is formed as q = HT q so that normalization can

be represented as the scalar product qTA with the ODF values (A) at the independent

nodal points.

The orientations from the EBSD data are binned pixel–by–pixel to the element

containing the orientation, specifically to the integration point in the element. After

binning is complete, the ODF value (Ainti ) at the integration point in an element i

contains the total number of pixels in the EBSD image that have orientations lying

within the element. The data is then normalized by qint
T
Aint. We use matrix T to

convert the integration point values Aint to the independent nodal values Anode, ie.,

Anode = TAint. Using one integration point, this matrix is defined as Tij = δij/f

where δij is one if node i (or its symmetric equivalent) is a vertex of element j and

zero otherwise. The factor f is the number of elements with node i (or symmetric

equivalent) as one of its vertices. This matrix is always positive and thus, Anode ≥ 0.
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Once the ODF (Anode) is obtained, it is sampled to the RVE obtained from Neper.

3.2 Construction of Representative Volume Element

The representative volume element for the polycrystal was constructed with open-

source software package Neper [82]. Multiple RVE’s with centroidal voronoi tessel-

lation were generated using Lloyd’s algorithm [66] to represent the microstructure

with the grains. As grain size effects were not considered in the current computation,

centroidal voronoi tessellation ensures well-shaped and uniformly sized convex cells.

The presence of larger number of grains in the RVE allows it to map to the experi-

mental texture accurately. Fig. 3.2 shows the microstructures of 1000 grains used in

the study, termed RVE1 and RVE2. The microstructures generated from Neper were

matched to a weakly basal texture as observed in the experiments as described next.

X

Y
Z

X

Y
Z

(a)	 (b)	

Figure 3.2: Microstructures considered in the study constructed from Neper (a) RVE1
(b) RVE2

3.2.1 Texture-matching procedure

Once the ODF is obtained, it is matched to the microstructure using a texture

matching algorithm. The ODF (Anode) is matched to the RVE by assigning the
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orientations of independent nodes to the individual grains of the microstructure. Fig.

3.3 shows the texture match for 1000 grains with the ODF for both T5 and T6 temper.

The ODF values (qiAi) are multiplied by the number of grains (N). Each ODF then

is NqiAi contains the approximate number of grains that constitute that orientation.

However, two issues occur. Firstly, the volumes of all grains are not equal. Secondly,

the values (qiAi) are in the form of fractions. We split each value of NqiAi into equal

parts(Pi) by dividing it with its rounded number (eg. 3.3 split into 3 parts of 1.1

each). The number obtained ranges from 0.6-1.4 in our case. These numbers can

be directly matched to the relative grain volumes (defined as NVi/(ΣiVi), N : no. of

grains, Vi : volume of each grain) of different grains. Larger grains are assigned to

orientations of grains with larger Pi values. It is to be noted that more number of

grains leads to a better match between the curves. Here, we define texture match

error as the L1-norm of the difference of the weighted ODF (qint
T
Aint) between the

texture of the sample and RVE of the microstructure.
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Figure 3.3: The texture-match algorithm works by matching the relative grain volume
to the weight of the normalized odf (a) T5 temper (b) T6 temper
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Figure 3.4: The (0001) calculated pole figures for WE-43 T5 a) EBSD data b) RVE
1 c) RVE2
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Figure 3.5: The (0001) calculated pole figures for WE-43 T6 a) EBSD data b) RVE
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3.3 Results

3.3.1 Convergence

The stress-strain response under tension is studied as a function of increasing

number of elements per grain in the CPFE model in Fig. 3.6 (a). The RVE used

for this study is comprised of 500 grains which were generated from Neper. We

see that the response changes about 10% from a 16 element/grain mesh to the 686

element/grain mesh. Convergence to 1% difference is seen when 432 elements/grain

on average was used. Rest of the results use a conservative number of 1000 number

of elements/grain. Fig. 3.6 (b) shows that the results are insensitive to the RVE used

in the CPFE model, with both RVEs having different grain distribution but overall

same texture, grain number and average grain size.

In addition, we also studied the error in texture comparison as a function of

number of grains used in the model. The error as expected reduces with number of

grains, but also reaches an error less than 0.1 for 500 grains and above. The stress-

strain response in Fig. 3.7 (b) shows that the average stress increases with the number

of grains but mostly converges at about 500 grains. The comparison of (0001) pole

figures for the experimental texture, RVE1 and RVE2 is shown in Figs. 3.4 and 3.5.

3.3.2 Calibration of CP parameters

CP parameters were found by optimization from tension/compression experiments

for T5 and T6 alloys. Both alloys have a tension-compression response asymmetry

due to twinning (as described in later chapters). T5 also has a significantly higher

yield strength due to its smaller grain size. In CPFE, grain size effect is not explicitly

modeled using Hall-Petch or gradient plasticity. Instead we consider calibrating T5

and T6 with different CP parameters reflecting the stress-strain responses of T5 and

T6.
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Figure 3.6: (a) Convergence of stress-strain curves with number of elements/grain for
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Figure 3.8: Stress-strain curve of (a) WE43 T5 temper and (b) WE43 T6 temper in
the RD direction.
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T6 temper in tension CPFE simulation across different loading directions.
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Figure 3.10: Comparison of stress-strain curve of (a) WE43 T5 temper and (b) WE43
T6 temper in compression CPFE simulation across different loading di-
rections.

Fig. 3.8 (a,b) shows the stress-strain response of T5 and T6 respectively under

tension and compression. The CP parameters were calibrated by a gradient opti-

mization approach starting from the parameters of WE43 T5 published in literature

[23]. The goal was to minimize the L2 norm of the error between the experimental

σ − ε curves and the CPFE homogenized curves. The critical resolved shear stresses

are compared to those published in literature for this alloy and shown in Table 3.3.

The basal slip resistance at 76.0 MPa is higher than in [23, 90], while the twin resis-

tance is lower. The differences between the models are within the deviations expected

due to differences in the initial grain sizes, heat treatment, cold work and texture of

the alloy and the differences in the modeling approach. For example, [23, 90] did

not employ pyramidal<a> mechanism, but it is included here since some of the slip

traces observed were close to the pyramidal<a> plane. In general, multiple solutions

can exist that leads to the same homogenized response. The effect of this parameter

uncertainty can be studied either through sensitivity analysis or through methods of
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Table 3.1: Value of elastic parameters for single crystal HCP Magnesium alloys [57]

C11 C12 C13 C33 C55

59.3GPa 25.7GPa 21.4GPa 61.5GPa 16.4GPa

uncertainty quantification [4]. In chapter 5, we demonstrate the effect of changing

the slip resistance values on the predominantly activated slip systems within each

grain and compare the active slip systems to experimental measurements. This gives

a direct guidance to the user as to which parameters are most and least sensitive to

the obtained microstructural response.

Table 3.2: Slip resistance and hardening parameters for simulating stress-strain
curves in T5 temper

Mode s0 (MPa) h0(MPa) ss(MPa) a
Basal<a> 76.0 225.6 248.7 1.0
Prism<a> 163.2 124.9 356.3 1.0
Pyram<a> 160.3 120.2 347.8 1.0

Pyram<c+a> 187.4 237.9 350.4 1.0
Twin<c+a> 116.4 105.6 238.3 1.0

Table 3.3: Comparison of CRSS of individual modes for T5 temper from [90] and [23]

Mode s0-CPFE (MPa) s0-Stanford(MPa) s0- EPSC (MPa)
Basal<a> 76.0 68 68
Prism<a> 163.2 179 145
Pyram<a> 160.3 - -

Pyram<c+a> 187.4 273 210
Twin<c+a> 116.4 106 130

The overall parameters are given in Table 3.2 and 3.3. It is seen that the s0(CRSS)

is higher in T5 reflecting the lower grain size and higher initial yield stress. However,

the hardening rates in T6 are higher than T5 reflecting the steeper increase in stresses

during loading owing to the increased rate of twinning in this alloy. The saturation

stress is not critical to the model and is useful when higher strains reaching the point

of Ultimate Tensile Strength (UTS) are modeled. Currently, the comparison is for

10% experimental strain.
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Table 3.4: Slip resistance and hardening parameters for simulating stress-strain
curves in T6 temper

Mode s0 (MPa) h0(MPa) ss(MPa) a
Basal<a> 47.6 595.0 144.4 2.5
Prism<a> 92.2 412.1 289.0 2.5
Pyram<a> 104.5 373.2 347.5 2.5

Pyram<c+a> 117.3 321.1 304.9 2.5
Twin<c+a> 84.4 419.3 148.8 2.5

The material also has considerable tensile anisotropy as shown in Figs. 3.9 (a)

and (b). Due to the weakly basal texture, the yield stress is higher in RD and TD

loading compared to loading in the ND direction. RD and TD are equivalent due to

basal texture symmetry (in plane). In compression Fig. 3.10 a), b), this symmetry

exists but not as pronounced. The reasons behind this anisotropy in Figs. 3.9 and

3.10 can be explained by plotting the activity of different slip and twin systems under

tension and compression in different loading directions.
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Figure 3.11: Relative activity of slip modes during a) Tension b) Compression along
RD in T5 temper
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Figure 3.12: Relative activity of slip modes during a) Tension b) Compression along
TD in T5 temper
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Figure 3.13: Relative activity of slip modes during a) Tension b) Compression along
ND in T5 temper
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Figure 3.14: Relative activity of slip modes during a) Tension b) Compression along
RD in T6 temper
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Figure 3.15: Relative activity of slip modes during a) Tension b) Compression along
TD in T6 temper

44



+ + + + +

True Strain

R
el

at
iv

e
Ac

tiv
ity

0.02 0.04 0.06 0.08 0.1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

basal
prismatic
pyramidal<a>
pyramidal<c+a>
twin

+

+
+ + + +

True Strain

R
el

at
iv

e
Ac

tiv
ity

0.02 0.04 0.06 0.08 0.1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

basal
prismatic
pyramidal<a>
pyramidal<c+a>
twin

+

a) b)

Figure 3.16: Relative activity of slip modes during a) Tension b) Compression along
ND in T6 temper

3.3.3 Relative activity of the slip systems

Relative activity of a slip deformation mode is defined as the ratio of the sum

of shear strain due to that deformation mode over the total plastic shear accumu-

lated in the microstructure. Fig. 3.11 shows the relative activity of the slip modes

during tension and compression along RD direction (note the elastic region is not

shown). In all cases, basal has the lowest CRSS and is most active at low strain lev-

els. The difference between tension and compression is the twinning system which is

active in compression. The < c > direction deformation modes for a grain are either

twinning or pyramidal<c+a>. Both modes compete with each other in compression

with twinning more active at low strains and pyramidal<c+a> more active at higher

strains. Interestingly, in T5, pyramidal<a> is more active than the prismatic mode,

as expected from the CRSS values calibrated. But this result is sensitive to the ini-

tial texture. Fig. 3.12 shows similar trend in TD direction. Pyramidal<a> has not

been used in several previous studies on Mg alloy; as we see later for DIC slip trace

analysis, this system is active in T5 alloy and competes with the prismatic system.

The trend for twinning is reversed when loaded in the ND direction as seen from
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the relative activity plot in Fig. 3.13. The activity of twinning system is high in ND-

tension leading to the tension-compression anisotropy seen in Fig. 3.9 (a) for tension.

Under ND-compression pyramidal<c+a> becomes the < c > axis deformation mode

and the anisotropy is less pronounced as seen in Fig. 3.10 (a).

Relative slip activity in the T6 alloy again shows high basal activity as expected in

all loading directions and mode. In RD loading, prismatic is the predominant system

and pyramidal<c+a> is significantly less active compared to T5. Interesting, this shows

that differences in grain sizes affects different slip systems differently and could be a

case of future study. Pyramidal<a> is the least active slip system in T6. Beyond the

observation, the tensile anisotropy has a similar reason (effect of twinning) in T5 and

T6 alloys. Comparing Figs. 3.13 a) and 3.16 a), the twinning system is more active

in ND tension loading, leading to anisotropic response.
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Figure 3.17: Initial texture of the WE-43 T5 plate before deformation a)(0001) b)
(101̄0) c) (101̄1)

3.3.4 Pole figures

The pole figures in tension and compression for both alloys are as expected. Figs.

3.17 and Fig. 3.24 show the initial textures for T5 and T6 respectively. Under

compression, both alloys realign the < c > axis in the compression direction. Figs.
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Figure 3.18: Simulated texture of WE-43 T5 after 10% tensile strain along RD
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.19: Simulated texture of WE-43 T5 after 10% tensile strain along TD
a)(0001) b) (101̄0) c) (101̄1)

47



(a) (b) (c)

0

1

2

3

4

5

6

RD

TD

RD

TD

RD

TD

Max: 2.27 Max: 1.32 Max: 1.19

(0001) (10ത10) (10ത11)

Figure 3.20: Simulated texture of WE-43 T5 after 10% tensile strain along ND
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Figure 3.21: Simulated texture of WE-43 T5 after 10% compressive strain along RD
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Figure 3.22: Simulated texture of WE-43 T5 after 10% compressive strain along TD
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.23: Simulated texture of WE-43 T5 after 10% compressive strain along ND
a)(0001) b) (101̄0) c) (101̄1)
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3.21-3.23 shows < c > axis moving to the RD poles under compression along RD,

TD poles under compression along TD and ND pole under compression along ND

direction respectively. The primary mechanism here being twinning. Under tension

the < c > poles scatter minimally normal to the loading axis (along lateral direction)

as expected due to low twinning and predominance of basal slip as seen in Figs.

3.18-3.20 for T5 and Figs. 3.25-3.27 for T6 state.
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Figure 3.24: Initial texture of the WE-43 T6 plate before deformation a)(0001) b)
(101̄0) c) (101̄1)
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Figure 3.25: Simulated texture of WE-43 T6 after 10% tensile strain along RD
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.26: Simulated texture of WE-43 T6 after 10% tensile strain along TD
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.27: Simulated texture of WE-43 T6 after 10% tensile strain along ND
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.28: Simulated texture of WE-43 T6 after 10% compressive strain along RD
a)(0001) b) (101̄0) c) (101̄1)
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Figure 3.29: Simulated texture of WE-43 T6 after 10% compressive strain along TD
a)(0001) b) (101̄0) c) (101̄1)

52



(a) (b) (c)

0

1

2

3

4

5

6

RD

TD

RD

TD

RD

TD

Max: 3.26 Max: 1.63 Max: 1.43

(0001) (10ത10) (10ത11)

Figure 3.30: Simulated texture of WE-43 T6 after 10% compressive strain along ND
a)(0001) b) (101̄0) c) (101̄1)
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CHAPTER IV

Crystal plasticity simulations for WE43-T6 alloy

and validation of strain maps using SEM-DIC

Experiments

4.1 Introduction

Boundary Value Problems (BVP) are set up to compare the SEM-DIC experiments

with the crystal plasticity finite element simulations. The methodology to compare

the experiments with the simulations is explained and the problem is set-up for WE43-

T6 temper. Comparisons are made between the SEM-DIC experiments and CPFE

simulations for the displacement and strain fields and the effect of basal schmid factor,

grain size , boundary conditions are studied. All the experimental SEM-DIC data

were received from Prof. Daly’s group [46].

4.2 Boundary Value Problem

The comparison with SEM-DIC experiments is performed by setting up a bound-

ary value problem (BVP) using the EBSD image of the microstructure within the

DIC window. The displacement fields in the x and y direction along the boundary

of the microstructure are obtained from experiment. The measurements are made
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on the surface of the sample, which is traction-free, and therefore a plane-stress as-

sumption is made while setting up the simulation. The slip and twin systems are

three-dimensional and the algorithm to solve for the shear strains and stresses in the

slip systems proceeds from a 3-D deformation gradient. Therefore, it is not possible to

set up an explicit plane-stress problem similar to 2-D elasticity. Instead, the problem

is set-up in 3-D with a plate of very small thickness. A thickness to length ratio (t/l)

of 0.1 was used for all the simulations. Since no variation of variables u and v was

expected in the z-direction, a single layer of elements was assumed in the z-direction

along with a 200x 200 mesh.

x

y

z

a

b

c

(a) (b)

ර
𝐶

𝑣𝑑𝑥 = ඵ
𝐷

−
𝜕𝑣

𝜕𝑦
𝑑𝐴

ර
𝐶

𝑢𝑑𝑦 =ඵ
𝐷

𝜕𝑢

𝜕𝑥
𝑑𝐴

Figure 4.1: Boundary conditions for comparison of CPFE simulations with SEM-DIC
experiments. (a) Both the top and bottom surfaces are made traction free
with z-displacement set to zero at (x,y,z)=(0,0,0) (b) Application of 2D
Stokes’ theorem to the boundary value problem where u and v are the
displacements in the x and y-direction respectively.
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4.3 Results

Point–wise comparison of displacements in Fig. 4.2 reveals a scatter around the

DIC displacement with low variance in the results for regions with larger absolute dis-

placement and a tendency for larger variance in regions with low to zero displacement.

No particular trend in errors was observed as a function of the basal schmid factor.

In general, the range of displacements are controlled by the applied DIC boundary

conditions and these constrain the CPFE model from significantly over– or under–

predicting the displacements. Given the same surface displacement exists for both

the DIC data and CPFE model, the 2D Stokes theorem as shown in Fig. 4.1 (b) gives

the averaged strain over the microstructure directly from the surface displacements

(assuming no cracks in the microstructure). In general, by taking derivatives of dis-

placements, the existing error in the displacements are amplified. However, the 2D

Stokes theorem dictates that if strains are over–predicted in some regions, they should

be compensated by under–prediction of strains in some other regions. In DIC data,

the strain localizations lead to large displacement jumps and these are ‘smoothed’ by

the CPFE model as it does not model localizations and discontinuities finer than the

element size used.

Fig. 4.3 shows the larger scatter in strains, and there is a tendency to signifi-

cantly underpredict the tensile as well as compressive strains due to the lack of sharp

localizations in the CPFE model. Strains are also overpredicted in other regions as

expected from Stokes theorem. A better comparison would be to use the averaged

strain over a grain, in which case the localizations are smoothed out in the DIC data.

Fig. 4.4 compared the average error in strain over entire grains for the CPFE and

DIC data. The results are plotted in (a) as a function of basal schmid factor. It is

seen that large outliers occur for grains with low basal schmid factor. Grains that

have low basal schmid factor are unable to accommodate applied strains due to lack

of available slip systems and thus, activate localization modes. The localizations lead
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Figure 4.2: Comparison of displacement maps for random collection of 800 interior
points between CPFE and DIC a) x-displacement b) y-displacement
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Figure 4.3: Comparison of strain maps for random collection of 800 interior points
between CPFE and DIC a) Exx b)Eyy
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Figure 4.4: Error in strain Exx averaged over the entire grain between CPFE and DIC
as a function of a) basal schmid factor (m) b) relative grain area

to a tendency for larger errors in the CPFE results. The results are plotted as a func-

tion of relative grain size (ie. grain size as compared to the average grain size in the

alloy) in Fig. (b). There is a clear tendency for errors to be higher for smaller grains

while very large grains (relative grain area greater than 3) have low error (typically

less than 5%) in strains. This is due to the fact that these grains can accommodate

slip better, and localizations tend to get averaged out over large areas.

Two measured microstructural field of views (FOVs) used for the DIC/CPFE

comparison are shown in Fig. 4.5. The basal schmid factor distribution and the

orientation distribution (through an inverse pole figure) is shown. To go with our

previous analysis of errors in Figs 4.2–4.4, we also indicate the errors in FOV1 for

various grains marked A–J in Fig. 4.5(c) in Table. 4.1. The errors in strains are

larger for low schmid factor grains (A,C,J, with schmid factor m < 0.1) as explained

before. However, the error is high in a high schmid factor grain D (m = 0.4) due

to its small grain size. Table 4.2 shows a similar result for FOV2. Here, the largest

errors correspond to the low schmid factor/small grain ‘L’ and the small grain marked

‘O’. These results are summarized in a histogram plot in Fig. 4.6. This shows that
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for both x and y strains, the errors are low to moderate (0–30%) for most grains and

only a few outliers that correspond to small area or low basal schmid factor grains

have high errors.

Compared to T5 results that will be presented in the next chapter, the mea-

surements in T6 alloy were made in a FOV of a larger length scale (800 × 800 mi-

crometer window) and the DIC data is also of a lower resolution. While fine slip

traces are not seen at this resolution, the large scale localizations are clearly seen in

Fig. 4.7(a,c,e). A direct comparison of these strain maps with the CPFE results are

shown in Fig. 4.7(b,d,f) for FOV1. These results are a strain level of 3.23%. Although

the localizations are not reproduced, CPFE does indeed give good reproduction of

average strains in several grains with best matches seen in large grains. A similar

comparison for FOV2 is shown in Fig. 4.8.

For a closer comparison of strains, we extract small windows around the large

grain in the FOV to identify how the displacements and strains of CPFE and DIC

are correlated. One such window from FOV1 is shown in Fig. 4.9(a,d). The dis-

placement contours have several plasticity–related features that can be observed by

comparing against a model where plasticity is switched off (ie. a crystal elastic-

ity model). The crystal elasticity model is obtained by switching off the active slip

search. In this model, the displacements are fully elastic and no slip systems are

active. As seen from the Fig. 4.9(c,f) the results do not reproduce the complexities

of the displacement distribution in the DIC maps of Fig. 4.9(a,d). Such features in-

clude non–accommodation of strains in low-Schmid factor grains and heterogeneity

of slip in large grains. These features are better captured when plasticity is taken

into account in Fig. 4.9(b,e). Fig. 4.10 shows a similar observation for FOV2. Here,

the shear localization pattern in Fig. 4.10(a,b) to the right of the large grain in the

center can only be captured if plasticity is included.

Finally, we also show the strain comparisons over different strain levels in FOV1
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Figure 4.7: Comparison of strain maps between SEM-DIC experiments and CPFE
simulations at 3.23% strain in x-direction for microstructure 1(a) Exx
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Table 4.1: Strain comparisons of individual grains in WE43 T6 FOV1

ID m Exx(DIC) Exx(CPFE) Eyy(DIC) Eyy(CPFE) eExx% eEyy%
A 0.06 0.009 0.022 -0.001 -0.016 141.4 1363.9
B 0.20 0.041 0.036 -0.023 -0.023 11.5 1.2
C 0.07 0.014 0.015 -0.002 -0.008 1.5 236.2
D 0.40 0.030 0.030 0.005 -0.006 1.4 223.0
E 0.45 0.018 0.019 -0.003 -0.004 8.9 27.1
F 0.44 0.040 0.047 -0.025 -0.025 16.1 2.8
G 0.44 0.037 0.026 -0.009 -0.009 29.5 0.6
H 0.03 0.022 0.023 -0.014 -0.016 2.8 12.9
I 0.50 0.051 0.042 -0.018 -0.018 16.4 1.4
J 0.08 0.022 0.036 -0.027 -0.027 64.1 0.1

in Fig. 4.11. The strain levels are 0.76% in (a), 4.83% in (c), and 8.15% in (e). The

observation is that the localization pattern only intensifies as strain increases and

does not change grain–wise (at least up to a strain of 8.15%). A similar trend is seen

with the CPFE results in Fig. 4.11(b,d,f) corresponding to these increasing strain

levels.

Table 4.2: Strain comparisons of individual grains in WE43 T6 FOV2

ID m Exx(DIC) Exx(CPFE) Eyy(DIC) Eyy(CPFE) eExx% eEyy%
K 0.17 0.043 0.041 -0.024 -0.034 3.5 39.6
L 0.04 0.008 0.020 -0.009 -0.010 152.2 9.4
M 0.11 0.044 0.040 -0.032 -0.035 8.6 9.0
N 0.20 0.033 0.032 -0.023 -0.025 4.2 6.4
O 0.17 0.028 0.027 -0.034 -0.013 3.5 61.2
P 0.03 0.017 0.020 -0.008 -0.008 18.5 0.4
Q 0.41 0.037 0.027 -0.006 -0.006 27.1 1.2
R 0.47 0.024 0.025 -0.008 -0.010 4.0 12.5
S 0.45 0.028 0.029 -0.010 -0.014 4.0 34.2
T 0.44 0.038 0.039 -0.018 -0.018 3.8 1.1
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CHAPTER V

Crystal plasticity simulations for WE43-T5 alloy

and validation of slip and twin activity using

SEM-DIC Experiments

5.1 Introduction

In this chapter, the SEM-DIC results [46] for WE43 T5 temper are compared

against crystal plasticity finite element (CPFE) simulations in order to test the CPFE

model against DIC data, identify Schmid factor variations due to the effects of neigh-

bor grains, and to computationally differentiate the slip traces observed in the DIC

data into various slip and twin systems. All the experimental SEM-DIC data was

received from Prof. Daly’s group [46]. The results are discussed in the following

section.

5.2 Results

The BVP is set up for WE43 T5 temper similar to WE43 T6 temper as described

in the previous chapter. A single layer of elements was assumed in the z-direction

with a 150x150 mesh. The CPFE predictions of the x-strains in a tension test are

plotted alongside the DIC strain map in Fig 5.1. A direct comparison reveals that
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overall strain distribution was captured reasonably well in the CPFE simulations,

with grains with low strains (A,B,E,J) correctly predicted. Strains in grains with

moderate strain (C,F,I,D) were also well predicted. There are a few discrepancies. A

region in the DIC image has high strains (G) and corresponds to a cluster of small

grains. This could arise due to Hall-Petch or grain boundary accommodation, neither

of which are included in the FEM simulation. The strains in that region are lower in

the CPFE simulation, and the grains surrounding that region take up more strains

(K,H) to achieve overall equilibrium. There are a small number of grains where

strains are not well predicted, such as M and L. Note that we have made no attempt

to calibrate the CPFE model based on the DIC strain maps, but rather the CPFE

model parameters were calibrated based on the macroscopic stress-strain response.

In this light, the DIC strain maps predicted by CPFE are encouraging. Also, CPFE

does not predict the shear localizations that are seen in the DIC maps. These fine slip

bands occur naturally in experiments while special techniques (bifurcation analysis

[41]) are needed in CPFE to capture such phenomena.
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Figure 5.1: Comparison of x-strain from SEM-DIC (left) and CPFE (right) model
during tension test at 2.91% strain

A comparison for the case of compression, where significantly more twinning is
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Figure 5.2: Comparison of x-strain from SEM-DIC (a) and CPFE (b) model during
compression test at 4.2% strain. The location of twins as predicted from
CPFE model are also shown (c). The inverse pole figure is used to depict
that detwinning process: (d) microstructure with initial preexisting twins
(e) Final twinned microstructure
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observed, is shown in Fig 5.2. A direct comparison of the strain map is shown in

Figure 5.2 (a,b) at an applied strain of 4.2%. As is the case of tension test, the overall

strain prediction is satisfactory, while fine strain localizations are not captured. We

primarily focus on the twinning process during compression. Fig 5.2(c) shows the

twin activity in various grains. During compression, we observe that the deformation

is accommodated by recovering pre-existing twins (in the form of detwinning) as seen

from the inverse pole figures in (d,e). Due to this effect, compressive deformation

yields at lower stress as compared to the tensile deformation (as seen from stress-

strain curve in Fig. 3.8 and early twin activity in Fig. 3.11 during compression).

In the following, we compare the slip systems predicted by CPFE against the DIC

traces to further validate the model. We primarily focus on the tension test results

in Fig 5.1.
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Figure 5.3: (left) DIC traces that are identified are shown superposed on the basal
Schmid factor. (right) the CPFE prediction of the relative activity of
basal slip is shown.

The CPFE model can be used to identify non-Schmid effects that arise due to the

strain accommodation by neighboring grains to maintain overall equilibrium. In Fig

5.3a, the DIC traces that are identified are shown superposed on the basal Schmid

factor. In Fig 5.3b, the CPFE prediction of the relative activity of basal slip is shown.
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The relative activity shows the fraction of the total plastic shear carried by the three

basal slip systems. In all the grains with high basal activity predicted by the CPFE

model (eg. grain marked C), basal traces are observed in experiment. The darker

regions correspond to regions of relatively low basal activity. These regions in Fig

5.3b (eg. grain marked B) correspond well to regions with low Schmid factor in Fig

5.3a. In such grains, other slip systems (mainly prismatic and pyramidal<a> slip) are

active as seen from the traces shown in Fig 5.3a. Non-Schmid effects arise in some

grains that show regions of both high and low basal activity. One example is grain

marked A in the images. In this grain, some parts of the grain deform predominantly

by basal slip while others by pyramidal<a> as indicated in the DIC trace analysis.

Figure 5.4: The relative activity of the three basal slip systems are compared using
quadrature point data from CPFE model.

CPFE simulations can be used to differentiate between the three types of basal

slip systems that correspond to the same basal slip trace. In Figure 5.4, the relative

activity of the three basal slip systems are compared using quadrature point data. In

some grains, two basal slip systems are simultaneously active (grain marked B). In

the grain marked A, some parts of the grain have slip system 1 active, while others

have slip system 3 active. Most other grains have only one basal system active (eg.

grains marked C,D) during early deformation.

In Fig 5.5, grains with non basal slip traces from the SEM-DIC data are compared
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Figure 5.5: Slip traces from the SEM-DIC data are compared against the slip activity
for grains that deform through a non-basal mechanism as predicted from
CPFE
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against the slip activity predicted from CPFE. Grains with prismatic activity as

predicted from CPFE include all grains except grains A and G. In the CPFE result,

grain B, C, D and H show both prismatic and pyramidal<a> activity, some twin

activity is seen in grain E. Grains F, G and A show pyramidal<a> activity in the

CPFE model and is confirmed with the DIC slip traces. Note that pyramidal<a> has

often not been used in Mg alloy models [23, 90], but from the simulations as well as

experiments, these slip systems play a role in deformation. Some grains have multiple

slip systems active as seen from CPFE. For example, grain A has both basal (as seen

in Fig 5.4) and pyramidal<a> active and is confirmed with the slip trace analysis.
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Figure 5.6: Axial Strain Exx in (a) is decomposed into sum of contributions from
the individual slip systems (b) basal (c) prismatic (d) pyramidal<a> (e)
pyramidal<c+a> and (f) twin

Some discrepancies are seen in the CPFE model. Grain B and F shows traces that

correspond to extension twinning. However, grain F shows no twinning in CPFE

(rather prismatic slip additionally is seen). Likewise, grain B shows pyramidal<a>

slip activity instead of extension twinning predicted by DIC. The angle difference be-
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(a)	 (b)	 (c)	

Figure 5.7: Slip traces from the SEM-DIC data (a) are compared with the first pre-
dominant slip trace (b) and second predominant slip trace (c) in the
CPFE-DIC simulations

a) b) c) 

d) e) f) 

Figure 5.8: Predominant slip trace from CPFE simulations for sensitivity analysis a)
Baseline b) Case 1 c) Case 2 d) Case 3 e) Case 4 f) Case 5
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tween the trace for extension twinning in grains B predicted by DIC and pyramidal<a>

system predicted by CPFE is only 5.9 degrees. This small difference is nearly indis-

tinguishable in experimental measurements. CPFE could thus be used to correctly

classify the traces observed in the DIC data. If a grain deforms via basal slip, strain

accommodation in the neighboring grains may necessitate the activation of non-basal

systems. The fact that multiple slip systems can be active within a grain (eg. grain

B) and slip activity of a system can be localized within a grain to one side (Fig 4C of

DIC, or prismatic slip in grain E in Fig. 5.5 demonstrated that significant deviations

can occur in grain to grain strains. It was found in [68] that strain accommodation in

neighboring grains played a key role in twinning variant selection and justified devi-

ations from Schmid behavior during compressive loading of AM30 and AZ31 alloys.

It may also be a reason that the macroscopic loading may dictate the activation of

basal slip, and the deforming basal slip systems subsequently dictate the activation

of non-basal and other basal systems. Fig. 5.6 shows the absolute strain due to

the combination of slip systems. It can be used along with Fig. 5.5 to measure the

intensity of strains due to slip systems in case of grains with multiple slip activity.

Fig. 5.7 a) shows the slip traces from SEM-DIC data and they can be compared with

the first predominant trace obtained from the CPFE simulations in Fig. 5.7 b) and

second predominant trace in Fig. 5.6 c). They confirm the deviations observed from

Fig. 5.5. A sensitivity study was conducted by varying the CRSS values of the slip

systems by 5 %. The CRSS values of individual cases which were studied are tab-

ulated in Table 5.1. The predominant traces are compared with the baseline CRSS

values in Fig. 5.8. Trace error, which is defined as the percentage difference between

the predominant traces obtained from SEM-DIC and predominant traces obtained

from CPFE simulations are tabulated in Table 5.1. Case 3, which has pyramidal<a>

CRSS greater than prismatic CRSS shows the closest match to the DIC data. This

shows that pyramidal<a> slip systems are sensitive to the computation of slip activity

76



in this particular alloy.

Table 5.1: Sensitivity study of slip activity with respect to CRSS values

Baseline Case 1 Case 2 Case 3 Case 4 Case 5
Basal<a> CRSS (MPa) 76.0 79.8 76.0 76.0 76.0 76.0
Prism<a> CRSS (MPa) 163.2 163.2 171.4 163.2 163.2 163.2
Pyram<a> CRSS (MPa) 160.3 160.3 160.3 168.3 160.3 160.3

Pyram<c+a> CRSS (MPa) 187.4 187.4 187.4 187.4 196.8 187.4
Twin<c+a> CRSS (MPa) 116.4 116.4 116.4 116.4 116.4 122.2

Trace error(%) 84.6 84.6 84.6 92.3 84.6 84.6

5.3 Conclusions

Full-field plastic strains were characterized for the magnesium alloy WE43 in a

hot rolled plate in the T5 heat treatment condition. Due to the high resolution possi-

ble with in-situ SEM imaging combined with digital image correlation, the quantified

strain from individual slip traces was measured for the first time in magnesium. This

data can serve as powerful verification for crystal plasticity modeling. The quantifi-

cation of strain allowed for the following insights on the deformation mechanisms re-

sponsible during plastic deformation. The DIC results were compared against crystal

plasticity finite element (CPFE) simulations and the strain distribution is captured

reasonably well by the model. The CPFE model is able to identify Schmid factor

variations due to the effect of neighbor grains in the form of relative slip activity,

and thus computationally differentiate the slip traces observed in the DIC data into

various slip and twin systems. Therefore, the DIC experiments validate the crystal

plasticity model that in turn helps in identifying the slip traces. This combined frame-

work provides a powerful tool to accelerate alloy development and process design and

optimization.
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CHAPTER VI

Generalized inverse voronoi approach for

reconstructing 3D convex microstructures from

surface EBSD map

3D reconstruction of microstructures is growing to be an important topic of in-

terest in the field of materials modeling and simulation. In the case of surface exper-

imental measurements such as digital image correlation, it is important to know the

subsurface effects to interpret the surface observations better. However, subsurface

data is expensive to obtain (ex. through 3D tomography [42, 74, 121] or serial sec-

tioning [38]). It is of interest to generate these computationally. There are methods

available to reconstruct microstructures based on feature matching using correlation

functions or using Markov Random Fields [99, 118, 95, 62, 3]. However, a method

to reconstruct the 3D structure while retaining the measured 2D surface image has

not yet been developed. In this work, we use a generalized inverse voronoi problem

approach to construct an approximate voronoi representation of the 3D microstruc-

ture given the 2D surface image. We use sections of a large Electron Back Scatter

Diffraction (EBSD) observation and use their centroids as voronoi generators and

stack up layers below the top layer to construct a 3D microstructure. Recrystallized

microstructures are regular shaped and are almost convex in their topology. The
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microstructures may be non-convex when using surface grains as generator points. In

this chapter, we develop an algorithm to convexify the stack to recover the 3D topol-

ogy. Comparisons are made with surface DIC measurements for random samples of

3D microstructures as compared to columnar 2D microstructures. Extension of this

theory to non-convex microstructures is discussed.

6.1 Introduction

Voronoi diagram is a popular tool used to construct virtual microstructures [82,

118]. Voronoi tessellation and its dual, delaunay triangulation are commonly used

to describe observed structures in crystallography. Voronoi tessellation is also called

as the Dirichlet tessellation or Thiessen tessellation [110, 116]. A historical perspec-

tive of the development of Voronoi diagrams and delaunay triangulation, including

applications in crystallography and recent applications in a wide variety of fields is

provided in [76].

Given the generator points, the voronoi polygons can be constructed using the

algorithms in [25, 40]. In 2D, Voronoi diagram is a case of a Planar Straight Line

Graph (PSLG) where each polygon belongs to a generator point and consists of all

points in the plane that are closer to the generator point as compared to any other

generator point in the plane.

The problem of obtaining the generator points from the Voronoi tessellation, called

the Inverse Voronoi Problem (IVP) has been well studied in [13, 14, 40, 56, 85]. Inverse

voronoi problem is limited to finding one generator point for a polygon, a general-

ized version of the problem, called Generalized Inverse Voronoi Problem (GIVP) was

defined in [113] and [10]. Here, each voronoi polygon can be represented by multiple

generator points. The properties of a GIVP for a rectangular tessellation is studied

in [16] and an algorithm to find the minimal number of generator points is described.

A measure for concavity or convexity of the grain, PARIS factor was introduced
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in [78]. The area difference ratio between the original shape and its convex envelope

has been captured by a descriptor deltA [58] for analyzing faults in rocks.

Kinematic measurements at the microstructural scale have been performed using

an Atomic Force Microscopy (AFM) [88] or Scanning Electron Microscope (SEM)

[107, 106]. These imaging methods allow for the mapping of strain fields at the

surface of polycrystals with high spatial resolutions [107, 106]. For more accurate

comparison with such experimental results, 3D finite element modeling has been

employed by using columnar grains [22, 80] or by interpolating the grain shape from

intersection with other free surfaces[37, 109].

A framework for simulating 3D microstructural models was developed using an

integrated experimental-computational approach using a process called statistically

induced realistic instantiations [48, 49] . In [26], the grains were approximated as a set

of optimally packed ellipsoids and the 3D microstructure is obtained by transferring

the grain structure to a voronoi tessellation. Morphological models were developed

for 3D concrete microstructures using multiscale Poisson polyhedra in [39].

A computational and statistical approach was applied in [119, 120] to predict

the surface stress-strain for a given 2D grain morphology when the underlying 3D

microstructure is changed. In this approach, the first layer of 3D grains beginning

from the constrained surface is obtained by expanding or eroding each grain by a

random process. It is followed by generating random seeds for producing a Voronoi

tessellation for the remaining image. However, these methods do not generate realistic

3D structures, often concave grains are obtained.

In this work, the microstructures were constructed from a surface map by convex-

ification followed by a unique approach to construct inverse voronoi diagram using

sentinel points. Then, a large surface EBSD map of the same microstructure is used to

create voronoi generators in the normal direction to generate the 3D microstructure.

Convexification of the 3D microstructure is carried out to obtain back the surface
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microstructure. To the knowledge of the authors, no such equivalent algorithm is

available in literature.

The chapter is organized as follows : In section 6.2, we describe the theory of

voronoi diagrams followed by the methodology to construct 3-D microstructures in

sections 6.2.1 -6.2.4. In section 6.3, we discuss the implementation of the algorithm

for a real microstructure and also give an overview of the Digital Image Correlation

experiment and comparison with crystal plasticity finite element method. In section

6.4, we present the results of comparison between simulations of 3-d microstructures

as compared to columnar microstructures. In section 6.5, we present the conclusions

of the study and discuss some possible extensions of the study.

6.2 Theory

We begin with formally defining Voronoi tessellation and the generator points fol-

lowing the notation used in [108].

Let P(x) denote a point in the N-dimensional Euclidean space RN , where x is an

N-dimensional vector (x1, x2, ....., xN). For n distinct points P1(x1), P2(x2), ...., Pn(xn)

given in RN .

Qi = ∩
j:j 6=i
{x ∈ RN | ‖x− xi‖ < ‖x− xj‖} (6.1)

is the set of points in RN which are closer to Pi(xi) than to any other Pj(xj) j 6= i

where ‖.‖ denotes the Euclidean distance. This partition as shown in Fig. 6.1 is

called as the Voronoi diagram for the given n points Pi(xi)
′s.

Each polygon in the tessellation contains points that are closer to its center as

compared to the center of any other polygon. The problem of detecting Voronoi poly-
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gons is equivalent to finding Voronoi centers if they exist. If Voronoi centers do not

exist (i.e., the polygons are not Voronoi polygons), the points that best approximate

Voronoi centers will be useful to find[40].

Two corollaries follow from (6.1):

Corollary 1. Voronoi polygons are convex

Corollary 2. The line segment joining centers of adjacent polygons is perpendicularly

bisected by the edge common to both polygons [47].

The generators can be obtained from the Voronoi diagram in the 2-dimensional

case by a purely geomterical method. This is based on the property of the Voronoi

diagram. In Fig. 6.1 P1, P2, and P3 are generators, V1 is a Voronoi point which is

the circumcenter of the triangle ∆P1P2P3, V2, V3 and V4 are the neighboring Voronoi

points. Let

π-α 

π-α 

π-α 

α 

V1 

V2 

V3 

V4 

P3 P2 

P1 

Figure 6.1: Voronoi Diagram with the generators and voronoi points

82



∠V2V1V3 = α (6.2)

⇒ ∠P1P3P2 = π − α (6.3)

From the inscribed angle theorem, the angle formed at the centre of the circle

by lines originating from two points on the circle’s circumference is double the angle

formed on the circumference of the circle by lines originating from the same points.

Therefore,

∠P1V1P2 = 2(π − α) (6.4)

⇒ ∠P1V1V4 = ∠P2V1V4 = π − α (6.5)

Therefore, if we are given an exact Voronoi diagram, a generator can be determined

as the intersection of rays such as r1 and r2 in Fig. 6.2 emanating from the endpoints

of a Voronoi edge, for example, V1 and V4. Once the generator P1 of a Voronoi region

G1 is obtained, we can get the generators of the Voronoi regions which share a Voronoi

edge in common with G1 as the mirror images of P1 with respect to the Voronoi edges

bounding V1. Furthermore, it is proved in [14] that a proper convex plane tessellation,

all of whose vertices have degree 3, is a Voronoi diagram if and only if all such rays

as r1, r2 and r3 shown in Fig. 6.2 have a point in common for each region.

6.2.1 2-D Convex Microstructure

During recrystallization process, the cells grow in space leading to near-convex

microstructures. The microstructures that were used in this study underwent dy-

namic recrystallization due to hot rolling resulting in fairly equiaxed microstructures

[46]. Recrystallized microstructures grow from a nuclei and result in almost convex
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Figure 6.2: The geometrical method to obtain the generators from voronoi diagram

microstructures. In the current study, an age hardenable Mg-rare earth alloy WE43

T5 provided in the hot-rolled and aged condition with no intermediate solution treat-

ment was used [46].

Since the microstructures are almost convex, it would be suitable to construct the

equivalent convex microstructure before finding the voronoi generators. It is to be

noted that every voronoi diagram produces convex polygons, but the converse doesn’t

hold true.

Fig. 6.3 outlines the process of obtaining the convex microstructure from the

original microstructure. Fig. 6.3 a) shows the orginal microstructure which was ob-

tained in a rasterized format. Convex hulls of individual grains are constructed from

the original microstructure using the MATLAB function convhulln, which uses the

popular Qhull method [18]. Figs 6.3 a) and b) show an internal facet A, which is

probably a twinned region. It can be observed from Fig. 6.3 b) that there are many

intersecting regions shared by 2 or 3 grains and they need to be assigned to a unique

grain to obtain a convex microstructure. The procedure to sort the overlapping region

is as follows :
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A
A

Figure 6.3: Method to obtain the 2-D convex microstructure. a)The original exper-
imental microstructure (Grain A represents a twinned region, which is
an internal facet of the parent grain). b) The convex hulls of individual
grains. c) The resulting convex microstructure after dividing the inter-
secting regions among the individual grains.

1) In 2-dimensional space, convex hull is represented by a sequence of boundary

points as indicated in Fig. 6.4 a). Connecting the points gives the convex polygon.

By removing a particular point, the remaining points would still connect to give con-

vex polygons.

2) The points of a polygon which are in other polygons are removed and the

intersection points of the two polygons are included in both the polygons to form

convex polygons again. This procedure can be followed for any two intersecting

polygons and would give the same unique convex microstructure irrespective of the

sequence followed.

Fig. 6.4 shows the procedure mentioned applied to Grains 1,2 and 3. Fig. 6.4 a)

shows the grains with their original convex hulls and the corresponding points. Step

2 is applied to Grain 1 resulting in Fig. 6.4 b). It is again applied to Grain 2 resulting

in Fig. 6.4 c). It is to be seen that after the procedure every 2 neighboring grains

share an edge with two common points and every 3 neighboring grains share a triple
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Figure 6.4: Method to remove the intersecting regions of the convex hulls a) Grains
1,2 and 3 with their overlapping convex hulls b) Step 2 is followed for
Grain 1 c) Step 2 is followed for Grain 2

point. It can be shown that Step 2 followed in any sequence among the 3 Grains will

give the same resulting microstructure.

Fig. 6.3 c) shows the procedure applied to the entire microstructure resulting

in a fully convexified microstructure. It is to be noted that since the Region A is

an internal facet, it will not be represented in the final microstructure. Methods to

incorporate twinned regions are discussed in the chapter on conclusions.

6.2.2 Voronoi generators for a convex microstructure

Once the convex microstructure is generated, Eq. (6.4) is used to check if a unique

generator point can be found for each grain. Fig. 6.5 a) shows Grain A with 6 edges

and 6 vertices respectively, surrounded by the neighboring grains B, C, D, E, F and

G. The procedure mentioned earlier in Fig. 6.2 is employed to construct the voronoi

generator points A1,A2,A3,A4,A5 and A6 for grain A and the corresponding generator

points for the neighboring grains.
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Rays r1, r2, r3, r4, r5 and r6 are constructed by connecting the generator points

A1,A2,A3,A4,A5 and A6 with their respective vertices. It can be seen from Fig. 6.5

(a) that the rays do not converge to a single point as in case for a voronoi diagram.

Since the aim is to represent the convex microstructure with voronoi generators,

multiple generators are used to represent a single grain as compared to a single gen-

erator. Each grain is represented by voronoi generators equal to number of vertices

of the grains. Fig. 6.5 (b) shows the voronoi polygons corresponding to each grain

represented by dashed lines.

Therefore, for regular shaped convex grains, the microstructure can be represented

by placing voronoi generators along the vertices or triple-points of the microstructure.

In this study, we use the same radius of circumcircle r for obtaining generator points

at all the vertices of the grains.

The method does show anomaly for long slender grains as shown in Fig. 6.6. Fig.

6.6 a) shows the inverse voronoi representation for grains A, B and C. It can be seen

that the voronoi regions of grain A corresponding to the vertices P and Q cut into

grain B as shown in the box. Similarly, voronoi region of grain B corresponding to

vertex R cuts into grain C. This is due to fact that the grains A and B are slender

with edges RS and TU much longer compared to the edges PR, QS and RT .

The issue can be addressed by using additional generator points at midpoint of

the edges RS and TU as shown in Fig. 6.6 b). In this case, the voronoi regions of

the generator points are bounded within the convex envelope of grains A and B.

In this study, we do not add additional generator points to the slender grains

as we regenerate the 2-D convex surface-microstructure by convexifying the 3D mi-
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crostructure as shall be explained in section 2.4.
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Figure 6.5: Method to obtain the generators from a convex microstructure. a) Rays
r1, r2, ...., r6 do not converge to a single point, therefore the grain A is rep-
resented by six voronoi generators A1, A2, ....A6. b) The voronoi regions
of the grain is indicated by dashed lines.

6.2.3 Construction of 3-D microstructure using Voronoi generators

Once the voronoi generator points are identified for the 2-D microstructure, a 3-D

microstructure can be created by adding voronoi generator points in the z-direction.

Here, we introduce an approach of using a large surface observation such as the

EBSD map to find the generator points and their representative orientations in the

z-direction by stacking sections of the surface EBSD maps in the z-direction.

The following assumptions are made while generating the 3-D microstructure,

1) The surface EBSD map is representative of the microstructure in the x-y plane

across the depth of the sample, i.e., the sample is not textured along the z-direction.

This is true in the case of rolled textures where ND direction represents the z-direction

and for random textures arising out of a casting process
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Figure 6.6: In slender grains voronoi regions of generator points can extrude into the
neighboring grains across the long edges. a) Voronoi Regions of slender
grains A and B extrude into grains B and C as indicated by the boxed
regions. b) Additional generator points are placed along the midpoint of
edges RS and TU to bound the voronoi regions within the grain.

Experimental 
Surface

EBSD Map

Grain Size, d

Figure 6.7: Schematic diagram showing the construction of 3-d microstructure from
the given surface observation and EBSD map. Sections of the EBSD
map are stacked below the microstructure using their centroid as voronoi
generators.
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2) The grains are equiaxed. With no information about the grain shape in the

z-direction, it would be useful to assume equiaxed nature of the grains. Therefore,

we stack the grains in layers with a gap-width of grain size ’d’ (known from 2D).

3) The grains in the sections of EBSD map are represented by their centroid as

Voronoi generators. It is assumed that the overall texture of the 3-d microstructure

wouldn’t change considerably by this assumption. Alternatively, we could convexify

the sections and represent it by Voronoi points as shown is section 6.2.1-6.2.2.

To represent the distribution of Voronoi points in the z-direction, the generator

points of the sections are perturbed in the z-direction by a normal distribution with

a standard deviation of σ = d
2
. Similarly, to account for the tilt and twist of the

grain boundaries, the voronoi generator points of the top most layer are perturbed in

the z-direction by a normal distribution with standard deviation equal radius of the

circumcircle σ = r.

The voronoi diagram is recreated in 3D with the resultant voronoi points. Fig. 6.7

shows a schematic representation of the construction, resulting in the 3D microstruc-

ture.

6.2.4 3D Convex Microstruture

It can be observed from Fig. 6.7 and Fig. 6.9 a) that the grains in the surface

are penetrated by the Voronoi generator points beneath the surface. We use the

approach of convexification again to recover the surface microstructure. We use a

property of convex hulls that every section of a 3D convex polygon gives a 2D convex

polygon. Since we obtain 2D convex diagrams with the surface image, we can recover

the surface convex microstructure when convexifying the entire 3D microstructure.
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Non-convex 
region 

a) b) 

Figure 6.8: Method to convexify the 3D microstructure a) The intersecting points
of the convex hulls of the grain are removed and the convex hulls are
recreated b) The voxels in the gaps between the grains are assigned to
the nearest grain by a linear least squares solver, the non-convex region
of the partition is indicated.

a) b) 

Figure 6.9: Convexification of 3-D microstructure a) Microstructure generated by the
voronoi generators b) Convexified 3-D microstructure.
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Layer 1 Layer 2 Layer 3 

Figure 6.10: Top three layers of the microstructure before convexification

Layer 1 Layer 2 Layer 3 

Figure 6.11: Top three layers of the microstructure after convexification

a) b) c) 

Figure 6.12: Microstructures considered in this study (a) Convexified columnar mi-
crostructure (b) variant 1 of 3d microstructure (c) variant 2 of 3d mi-
crostructure .
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The problem of slender grains mentioned in section 2.2 is also addressed by convexi-

fying the 3D microstructure.

The procedure for convexification in 3D is similar to the process of convexification

followed in 2D, however a modified approach is described below is to create a voxelated

3D microstructure

1) Convex hulls of individual grains are recreated using the MATLAB function

convhulln.

2) The points of a polygon which are in other polygons are removed as shown in

Fig. 6.8 a). Instead of finding the intersection planes of the convex hulls, the convex

hulls of the grains are reconstructed using the remaining vertices as shown in Fig. 6.8

b).

3) The gaps between the grains are assigned as voxels to the nearest grain using

a linear least-squares solver. The problem of finding the smallest distance to a given

voxel to a grain can be described as

min
x

1

2
‖x− d‖2

2 Ax ≤ b (6.6)

with d corresponding to the voxel to be assigned and Ax=b representing the

planes enclosing the grain. The voxel is assigned to the grain corresponding to the

smallest distance. Fig. 6.8 b) shows the partition between the grains by assigning

the voxels to the nearest grain as described. The regions near the edges of the grain

are assigned in a non-planar way as indicated in Fig. 6.8 b). This results in some

non-convex regions in the 3D-microstructure. Exact 3D convex microstructures can

be obtained by following the procedure in section 6.2.1.

Fig. 6.9 shows the initial microstructure and the resulting convexified microstruc-

ture. Fig. 6.10 shows the first 3 layers of the grains before convexification and Fig.

6.11 shows the same 3 layers after convexification. It can be observed that convexi-
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fication affects only the top two layers , whereas the layers below are already convex

due to nature of the voronoi diagram.

(a) (b) (c)

RD

TD

RD

TD

RD

TD

Max: 2.24 Max: 2.53 Max: 2.24

(0001) (0001) (0001)

Figure 6.13: The (0001) recalculated pole figures for (a) EBSD data (b) 3d variant 1
(c) 3d variant 2.
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Figure 6.14: The (101̄0) recalculated pole figures for (a) EBSD data (b) 3d variant 1
(c) 3d variant 2.

6.3 Implementation of the Algorithm

The above algorithm is implemented on an experimental microstructure obtained

from SEM-DIC experiments for WE-43 T5 temper similar to the comparison in chap-

ter 5 . The microstructure is of dimensions 75µm*75µm. The microstructure com-
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Figure 6.15: The (101̄1) recalculated pole figures for (a) EBSD data (b) 3d variant 1
(c) 3d variant 2.

prises of 49 grains initially and after the process of convexification, the number of

grains shrinks to 46. The twinned region such as one shown in Fig. 6.3 (a) is removed

during the 2D convexification process. The surface EBSD map as obtained from ex-

periments (courtesy Daly lab [46]) is of dimensions 600µm*700µm and comprises of

6000 grains. The average grain size of the 2D EBSD map is found to be 13 µm [46].

The procedure mentioned in section 6.2.3 is followed by selecting 5 random sections of

grains of the dimensions 75µm*75µm from the surface EBSD map and finding their

centroids. These collection of grains are stacked below the original experimental mi-

crostructure by a spacing of grain size ’d’ and perturbed in the z-direction by a normal

distribution with a standard deviation of σ = d
2
. The resulting microstructure is then

again convexified to obtain the 3D microstructural realizations as shown in Fig. 6.12,

which are referred to as the variant 1 and variant 2 of 3D microstructure. Variant

1 comprises of 340 grains and variant 2 comprises of 367 grains. The displacement

boundary conditions used in Chapter 4 are applied to the resultant microstructure

and extended along the z-axis. The results of the simulations are discussed in the

following section.
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Figure 6.16: Comparison of principal strain ε1 from (a) SEM-DIC experiments [46]
(b) Convexified columnar microstructure (b) 3d variant 1 (c) 3d variant
2 .
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6.4 Results and Discussion

The pole figures of the resultant microstructures are plotted in Figs. 6.13-6.15. It

can be inferred from the plots that the texture of the microstructure variant 2 is more

comparable to the EBSD texture from the experiments. The map of the principal

strain E1 is given in Fig. 6.16 for the SEM-DIC experiments. Individual grains A-H

are marked to study the variation in strain between columnar microstructures and

the 3D variants of the microstructures. Predominantly, we see that the surface strain

maps are similar across the samples for all the observed grains and compare well with

the experiments. To compare the observations better, we plot the relative activity

of the individual slip systems, basal, prismatic, pyramidal<a>, pyramidal<c+a> and

twin systems as shown in Figs. 6.17 -6.21 . It can be seen that the grain ‘A’ shows

predominantly prismatic activity in columnar microstructure and variant 1, whereas

it shows both prismatic and pyramidal<a> activity in variant 2 of the microstruc-

ture from Figs. 6.18 and Fig. 6.19. Grain ‘B’ shows twinning activity in all the

microstructures as seen in Fig. 6.21. Grain ‘C’ shows pyramidal<c+a> activity for

columnar microstructure and variant 1, whereas it shows predominantly prismatic

slip activity in variant 3 as seen in Figs. 6.18 and Fig. 6.20. Grain ‘D’ shows both

basal slip and twin activity for all the microstructures as seen in Fig. 6.17 and Fig.

6.21. It is to be observed that grain ‘D’ shows strain concentrations accumulating

at grain boundaries for the columnar microstructure and variant 2, whereas no such

strain concentration is to be observed in 3D variant 1. Grain ‘E’ shows basal slip

activity in all the microstructures as seen in Fig. 6.17, it shows some pyramidal<a>

activity for variant 2 as seen in Fig. 6.19. The pyramidal<a> activity of variant 2

can be also distinctly observed in Fig. 6.16 (d). Grains ‘F’ and ‘G’ show basal and

pyramidal<a> slip activity for all the three microstructures as can be seen in Figs.

6.17 and 6.19. Grain ‘H’ shows basal slip activity for the columnar variant in Fig.

6.17 whereas it shows both basal and twin activity for microstructure variants 1 and
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2 as seen in Figs. 6.17 and Fig. 6.21. We see that the slip activity in grains A,C,E

and H of microstructure variant 2 varies significantly from the columnar microstruc-

ture and grains A,C and E show differences in slip activity between 3D variant 1 and

3D variant 2. To observe the effect of underlying microstructure, we study the slip

activity at different depths of the material for the 3D variant2 and examine the effect

of underlying microstructure on the surface slip activity of the marked grains.

(a) (b) (c)

Figure 6.17: Comparison of relative activity of the combined basal slip using quadra-
ture point data from CPFE model (a) columnar microstructure (b) 3d
variant 1 (c) 3d variant 2
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Figure 6.18: Comparison of relative activity of the combined prismatic slip using
quadrature point data from CPFE model (a) columnar microstructure
(b) 3d variant 1 (c) 3d variant 2
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Figure 6.19: Comparison of relative activity of the combined pyramidal<a> slip using
quadrature point data from CPFE model (a) columnar microstructure
(b) 3d variant 1 (c) 3d variant 2
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Figure 6.20: Comparison of relative activity of the combined pyramidal<c+a> slip us-
ing quadrature point data from CPFE model (a) columnar microstruc-
ture (b) 3d variant 1 (c) 3d variant 2
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Figure 6.21: Comparison of relative activity of the combined twin slip using quadra-
ture point data from CPFE model (a) columnar microstructure (b) 3d
variant 1 (c) 3d variant 2

The relative slip activity of the 3D microstructure variant 3 at various depths

are plotted in Figs. 6.22-6.26. It can be observed in case of grain ‘A’ where we see

both prismatic and pyramidal<a> activity that the region of pyramidal<a> activity

is probably due to the grains underneath the surface such as M and L which show

strong basal slip activity. Grain ‘C’ which shows predominantly prismatic surface slip

activity also has grains underneath such as N and K which show basal slip activity.

The region of grain ‘E’ which shows pyramidal<a> activity arises possibly from the

underneath grain ‘J’ which also shows pyramidal<a> activity. Grain ‘H’ which shows

some twin activity has grain ‘P’ underneath which shows pyramidal<c+a> slip activity.

It is also to be observed that grains ‘A’ and ‘D’ are not exactly convex due to the

nature of the algorithm for 3D convexification. Also, it is observed that grains ‘D’ and

‘G’ extend far deeper into the microstructure and hence possibly show no differences

in slip activity as compared to columnar microstructures.

The stress-strain curves of the 2 variants of 3D microstructures are generated

for both simple tension and simple compression boundary conditions with a mesh

of 100*100*100 elements using PRISMS-Plasticity code. A sample run of the code

with the time required to run the code is provided in Appendix E. The results of
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Figure 6.22: Comparison of relative activity of the combined basal slip using quadra-
ture point data from CPFE model for 3d variant 1 along the depth of
the sample
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Figure 6.23: Comparison of relative activity of the combined prismatic slip using
quadrature point data from CPFE model for 3d variant 1 along the
depth of the sample
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Figure 6.24: Comparison of relative activity of the combined pyramidal<a> slip using
quadrature point data from CPFE model for 3d variant 1 along the
depth of the sample
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Figure 6.25: Comparison of relative activity of the combined pyramidal<c+a> slip us-
ing quadrature point data from CPFE model for 3d variant 1 along the
depth of the sample
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Figure 6.26: Comparison of relative activity of the combined twin slip using quadra-
ture point data from CPFE model for 3d variant 1 along the depth of
the sample
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the stress-strain curve are plotted in Fig. 6.27 and compared with the experimental

stress strain curves provided in Fig. 3.8 (a). The results show a good match between

the experiments and the simulations. It is to be observed that the simulations under-

predict the stress-strain response for both tension and compression simulations. Since

the average number of elements in these simulations are far greater than that required

for convergence Fig. 3.6 , one possible explanation could be the effect of less no. of

grains in the RVE (340 and 367) as compared to 500 grains required for convergence,

as seen in Fig. 3.7 (b).
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Figure 6.27: Experimental and simulated stress-strain curves for (a) tension (b) com-
pression

6.5 Conclusions

In this chapter, we developed an approach for the construction of 3D microstruc-

tures from 2D surface microstructures. The use of a generalized inverse voronoi ap-

proach makes this technique much more elegant as compared to growing microstruc-

tures from expanding or eroding the grains below the 2D microstructure [119, 120].
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The resultant microstructures showed similarities with the surface EBSD map in

terms of texture. The plastic deformation band developing at the surface shows de-

pendency on the 3D morphology of the grains beneath the surface. Thus, the results

presented in this work show the implications of performing a full 3D finite element

analysis of the problem as compared to the 2D approach. The extensions of this

approach to consider non-convex microstructures and twinned regions are discussed

in the chapter on conclusions.
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CHAPTER VII

Conclusions

7.1 Summary

The key contributions of this dissertation are summarized as follows :

1) In chapter 2, we developed a modification to the active-set search scheme of

the rate-independent model as part of PRISMS-Plasticity to ensure that all the slip

systems lie on or inside the yield surface and also developed a consistent tangent

moduli to enable convergence of the model for small loading increments. This is a

new iterative approach that gives good convergence Appendix E.

2) In chapter 3, we developed a methodology to match the texture of the EBSD

data to the RVE generated to fit the crystal plasticity slip resistance and hardening

parameters to the experimental data. Studies were also conducted for mesh conver-

gence, number of grains required for matching texture to the RVE and the equivalence

of multiple RVEs for numerical simulations. Textures and relative activity of the slip

systems were generated for the provided experimental data and were predicted for

possible experiments along other loading directions.

3) In chapter 4, we developed a method to compare DIC experiments which were

conducted on WE43-T6 temper [46] to CPFE simulations by setting up a boundary

value problem. To the knowledge of the author, this is the first time that exact strains

were compared with DIC experiments and the first time SEM-DIC experiments have
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been compared with CPFE models for magnesium alloys. Studies were made on

the effect of basal schmid factor, grain size on the error in strains between DIC

experiments and CPFE simulations.

4) In chapter 5, similar CPFE-DIC comparisons were set up for the WE43-T5

temper, where fine-scale experiments predicted the slip-traces in different grains. The

CPFE model is able to identify Schmid factor variations due to the effect of neighbor

grains in the form of relative slip activity, and thus computationally differentiate the

slip traces observed in the DIC data into various slip and twin systems. Such simu-

lations provide an avenue for physically interpreting the various slip traces observed

in the dense DIC data.

5) In chapter 6, we developed a generalized inverse voronoi problem approach to

model 3D microstructures from the surface EBSD maps and thus enable comparison

of SEM-DIC experiments with a 3D microstructure. The simulations results showed

both similarities and some variations as compared to a columnar microstructure which

was studied in chapter 3 and chapter 4. Thus, these comparisons serve as a useful

step for the ultimate validation of the continuum crystal plasticity theory.

A combination of these developed tools and methods in an Integrated Computa-

tional Materials Engineering (ICME) framework provides a powerful tool to accelerate

alloy development and process design and optimization.

7.2 Future Work

This work can lead towards further development in the possible directions as listed

below,

7.2.1 Modeling grain size effects and grain boundary behavior

The modeling of grain boundary behavior (migration and interaction with dislo-

cation) mainly relies on atomistic simulations and identification of mechanisms for
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interface models to be included in continuum crystal plasticity [120, 63, 43]. The

comparisons with DIC experiments showed the effect of grain size on the errors be-

tween the CPFE and DIC comparisons. Addition of a grain size effect term for the

computation of slip deformation resistance would be a simple way to incorporate the

effect of grain size in the CPFE model. The grain size effect can be incorporated

in terms of a micro-Hall Petch term [92] or using non–local theories that explicitly

incorporate a length scale dependence [97, 44, 45].

7.2.2 Capturing Geometrically Necessary Dislocations (GNDs)

One of the objectives of this work has been to capture the mechanical response

and texture evolution due to slip and deformation twinning. A shortcoming in this

work is that the effect of geometrically necessary dislocations (GNDs) is ignored.

Dislocation density based CPFE models involving the evolution of GNDs and SSDs

have been proposed and implemented in [31, 67] . Strain gradient crystal plasticity

theories, incorporating the storage of GNDs due to strain gradients, have been pro-

posed in [29, 51, 52, 53] . These strain gradient crystal plasticity theories require the

implementation of higher order boundary conditions corresponding to the primary so-

lution fields of plastic strain. Although more accurate, the higher order theories have

increased complexity of modeling and reduced efficiency due to additional degrees of

freedom compared to displacement based CPFE formulations.

7.2.3 Modeling non-convex grains and twinned regions in 3D microstruc-

tures

In Chapter 6, we developed a methodology to model 3D convex microstructures.

However, many realistic microstructures are non-convex, especially the microstruc-

tures developed from 3D printing and casting process. A simple extension of the same

algorithm can be used to model non-convex microstructures by partitioning the non-
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convex grains to convex grains using some of the already available popular algorithms

such as triangulation [77], the Hertel-Mehlhorn algorithm [71] and Chazelle’s complex

cubic algorithm [30]. Since twinned region is an internal facet of the grain, the twin

can either propagate across the grain thus splitting the grain into multiple regions or

it might not propagate the length of the grain as seen in chapter 6. In either cases,

the twinned region can be considered as a separate grain and the remaining grain can

be split into multiple convex regions using the above mentioned algorithm.

Other additions to the code anticipated in the future include microstructural frac-

ture, rate and temperature dependence, kinematic hardening and recrystallization.

These are being added [94, 79] due to the open-source nature of the code.
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APPENDIX A

Computation of elastic stored energy

The stress power per unit volume ω̇ of the isoclinic relaxed configuration is given

as [11]

ω̇ = det(F )σ ·L (A.1)

where F is the deformation gradient, σ is the Cauchy stress and L is the velocity

gradient. Decomposing the velocity gradient into elastic and plastic components, Eq.

(A.1) becomes

ω̇ = ω̇e + ω̇p

= det(F )σ · (Ḟ e(F e)−1) + det(F )σ · (F eḞ p(F p)−1(F e)−1) (A.2)

The elastic stored energy is given by integrating the elastic component of stress

power

φstored =

t∫
0

∫
B̄

ω̇edV dt (A.3)
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The elastic component of stress power can be rearranged as

ω̇e = det(F )σ · (Ḟ e(F e)−1)

= tr(Ḟ e(F e)−1(det(F )σ)T )

= tr((Ḟ e(F e)−1det(F )σ)

= tr((((F e)−1)T (F e)T Ḟ e(F e)−1det(F )σ)

= tr(((F e)T Ḟ e(F e)−1det(F )σ((F e)−1)T )

= (F e)−1det(F )σ((F e)−1)T · ((F e)T Ḟ e)

= (F e)−1det(F e)σ((F e)−1)T · ˙̄Ee

= T̄ · ˙̄Ee (A.4)

This gives the conjugate stress measure which is defined as T̄ = det(F e)(F e)−1σ(F e)−T .

The plastic component of the stress power can be rearranged as

ω̇p = det(F )σ · (F eḞ p(F p)−1(F e)−1)

= tr(F eḞ p(F p)−1(F e)−1(det(F )σ)T )

= tr(F eḞ p(F p)−1(F e)−1det(F )σ)

= tr(det(F )σF eḞ p(F p)−1(F e)−1)

= tr((F e)−1det(F )σF eḞ p(F p)−1)

= tr((F e)−1det(F )σ((F e)−1)T (F e)TF eḞ p(F p)−1)

= tr(T̄CeḞ p(F p)−1)

= (CeT̄ ) · F p(F p)−1 (A.5)

The resolved stress on the αth slip system is thus defined by τα = (Ce T̄ ) · Sα0 .
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Using the relation T̄ = Le
[
Ēe
]
, the elastic stored energy becomes

φstored =

t∫
0

∫
B̄

T̄ · ˙̄EedV dt

=

t∫
0

∫
B̄

Le
[
Ēe
]
· ˙̄EedV dt (A.6)
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APPENDIX B

PRISMS-Plasticity: Simple tension example -FCC

Copper

Figure B.1: Input microstructure (3D Materials Atlas

This is an illustrative example of a simple tension deformation problem. A real

microstructure was tested with the material parameters of fcc Copper which were

obtained from [12]
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Input Parameters

/*FE parameters*/

#define feOrder 1 // Basis function interpolation order (1-linear)

#define quadOrder 2 // Quadrature point order n^3 (2->8 quadrature points)

/*Mesh parameters*/

//Set the length of the domain in all three dimensions

//Each axes spans from zero to the specified length

#define spanX 1.0

#define spanY 1.0

#define spanZ 1.0

// The number of elements in each direction is 2^(refineFactor) *

subdivisions

// For optimal performance, use meshRefineFactor primarily to determine

the element size

#define subdivisionsX 1

#define subdivisionsY 1

#define subdivisionsZ 1

#define meshRefineFactor 3 // 2^n*2^n*2^n elements(3->8*8*8 =512 elements)

#define writeMeshToEPS true //Only written for serial runs and if number

of elements < 10000

/*Solution output parameters*/

#define writeOutput true // flag to write output vtu and pvtu files

#define outputDirectory "."

#define skipOutputSteps 0

#define output_Eqv_strain true
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#define output_Eqv_stress true

#define output_Grain_ID true

/*Solver parameters*/

#define linearSolverType PETScWrappers::SolverCG // Type of linear solver

#define totalNumIncrements 100 // No. of increments

#define maxLinearSolverIterations 50000 // Maximum iterations for linear

solver

#define relLinearSolverTolerance 1.0e-10 // Relative linear solver

tolerance

#define maxNonLinearIterations 4 // Maximum no. of non-linear iterations

#define absNonLinearTolerance 1.0e-18 // Non-linear solver tolerance

#define relNonLinearTolerance 1.0e-3 // Relative non-linear solver

tolerance

#define stopOnConvergenceFailure false // Flag to stop problem if

convergence fails

/*Adaptive time-stepping parameters*/

#define enableAdaptiveTimeStepping false //Flag to enable adaptive time

steps

#define adaptiveLoadStepFactor 0.5 // Load step factor

#define adaptiveLoadIncreaseFactor 1.25

#define succesiveIncForIncreasingTimeStep 10

//Elastic Parameters

double elasticStiffness[6][6]={{170.0e3, 124.0e3, 124.0e3, 0, 0, 0},

{124.0e3, 170.0e3, 124.0e3, 0, 0, 0},

{124.0e3, 124.0e3, 170.0e3, 0, 0, 0},

{0, 0, 0, 75.0e3, 0, 0},
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{0, 0, 0, 0, 75.0e3, 0},

{0, 0, 0, 0, 0, 75.0e3}}; // Elastic Stiffness Matrix -Voigt

Notation (MPa)

//Crystal Plasticity parameters

#define numSlipSystems 12 // generally 12 for FCC

#define latentHardeningRatio 1.4 //q1

double initialSlipResistance[numSlipSystems]= {16.0, 16.0, 16.0, 16.0,

16.0, 16.0, 16.0, 16.0, 16.0, 16.0, 16.0, 16.0}; //CRSS of the slip

sytems

double initialHardeningModulus[numSlipSystems]= {180.0, 180.0, 180.0,

180.0, 180.0, 180.0, 180.0, 180.0, 180.0, 180.0, 180.0, 180.0};

//Hardening moduli of slip systems

double powerLawExponent[numSlipSystems]= {2.25, 2.25, 2.25, 2.25, 2.25,

2.25, 2.25, 2.25, 2.25, 2.25, 2.25, 2.25}; // Power law coefficient

double saturationStress[numSlipSystems]= {148.0, 148.0, 148.0, 148.0,

148.0, 148.0, 148.0, 148.0, 148.0, 148.0, 148.0, 148.0}; // Saturation

stress

//Slip systems files

#define slipDirectionsFile "slipDirections.txt" // Slip Directions File

#define slipNormalsFile "slipNormals.txt" // Slip Normals File

// Crystal Plasticity Constitutive model tolerances (for advanced users)
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#define modelStressTolerance 1.0e-6 // Stress tolerance for the yield

surface (MPa)

#define modelMaxSlipSearchIterations 20 // Maximum no. of active slip

search iterations

#define modelMaxSolverIterations 10 // Maximum no. of iterations to

achieve non-linear convergence

#define modelMaxPlasticSlipL2Norm 0.8 // L2-Norm of plastic slip

strain-used for load-step adaptivity

//Read Input Microstructure

unsigned int numPts[3]={20, 20, 22}; // No. of voxels in x,y and z

directions

#define grainIDFile "grainID.txt" // Grain ID File

#define headerLinesGrainIDFile 5 // No. of header Lines

#define grainOrientationsFile "orientations.txt" // Slip Normals File

Figure B.2: Equivalent Von-Mises Stress shown on a deformation field
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Table B.1: FCC Copper Slip Systems

System Number Slip Direction Slip Plane
1 [1 1 0] (1 1 1)
2 [-1 0 1] (1 1 1)
3 [0 1 -1] (1 1 1)
4 [ 1 0 1] (-1 1 1)
5 [-1 -1 0] (-1 1 1)
6 [0 1 -1] (-1 1 1)
7 [-1 0 1] (1 -1 1)
8 [0 -1 -1] (1 -1 1)
9 [1 1 0] (1 -1 1)
10 [-1 1 0] (-1 -1 1)
11 [1 0 1] (-1 -1 1)
12 [0 -1 -1] (-1 -1 1)
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APPENDIX C

PRISMS-Plasticity: Simple tension example -BCC

Titanium

Figure C.1: Input microstructure

This is an illustrative example of a simple tension deformation problem. A real

microstructure was tested with the material parameters of bcc β Ttitanium which

were obtained from [64]
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Input Parameters

/*FE parameters*/

#define feOrder 1 // Basis function interpolation order (1-linear)

#define quadOrder 2 // Quadrature point order n^3 (2->8 quadrature points)

/*Mesh parameters*/

//Set the length of the domain in all three dimensions

//Each axes spans from zero to the specified length

#define spanX 1.0

#define spanY 1.0

#define spanZ 1.0

// The number of elements in each direction is 2^(refineFactor) *

subdivisions

// For optimal performance, use meshRefineFactor primarily to determine

the element size

#define subdivisionsX 1

#define subdivisionsY 1

#define subdivisionsZ 1

#define meshRefineFactor 3 // 2^n*2^n*2^n elements(3->8*8*8 =512 elements)

#define writeMeshToEPS true //Only written for serial runs and if number

of elements < 10000

/*Solution output parameters*/

#define writeOutput true // flag to write output vtu and pvtu files

#define outputDirectory "."

#define skipOutputSteps 0

#define output_Eqv_strain true
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#define output_Eqv_stress true

#define output_Grain_ID true

/*Solver parameters*/

#define linearSolverType PETScWrappers::SolverCG // Type of linear solver

#define totalNumIncrements 100 // No. of increments

#define maxLinearSolverIterations 50000 // Maximum iterations for linear

solver

#define relLinearSolverTolerance 1.0e-10 // Relative linear solver

tolerance

#define maxNonLinearIterations 4 // Maximum no. of non-linear iterations

#define absNonLinearTolerance 1.0e-18 // Non-linear solver tolerance

#define relNonLinearTolerance 1.0e-3 // Relative non-linear solver

tolerance

#define stopOnConvergenceFailure false // Flag to stop problem if

convergence fails

/*Adaptive time-stepping parameters*/

#define enableAdaptiveTimeStepping false //Flag to enable adaptive time

steps

#define adaptiveLoadStepFactor 0.5 // Load step factor

#define adaptiveLoadIncreaseFactor 1.25

#define succesiveIncForIncreasingTimeStep 10

//Elastic Parameters

double elasticStiffness[6][6]={{97.7e3, 82.7e3, 82.7e3, 0, 0, 0},

{82.7e3, 97.7e3, 82.7e3, 0, 0, 0},
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{82.7e3, 82.7e3, 97.7e3, 0, 0, 0},

{0, 0, 0, 37.5e3, 0, 0},

{0, 0, 0, 0, 37.5e3, 0},

{0, 0, 0, 0, 0, 37.5e3}}; // Elastic Stiffness Matrix -Voigt

Notation (MPa)

//Crystal Plasticity parameters

#define numSlipSystems 12 //

#define latentHardeningRatio 1.4 //q1

double initialSlipResistance[numSlipSystems]= {200.0, 200.0, 200.0, 200.0,

200.0, 200.0, 200.0, 200.0, 200.0, 200.0, 200.0, 200.0}; //CRSS of

slip sytems

double initialHardeningModulus[numSlipSystems]= {1500.0, 1500.0, 1500.0,

1500.0, 1500.0, 1500.0, 1500.0, 1500.0, 1500.0, 1500.0, 1500.0,

1500.0}; //Hardening moduli of slip systems

double powerLawExponent[numSlipSystems]= {1.0, 1.0, 1.0, 1.0, 1.0, 1.0,

1.0, 1.0, 1.0, 1.0, 1.0, 1.0}; // Power law coefficient

double saturationStress[numSlipSystems]= {500.0, 500.0, 500.0, 500.0,

500.0, 500.0, 500.0, 500.0, 500.0, 500.0, 500.0, 500.0}; // Saturation

stress

//Slip systems files

#define slipDirectionsFile "slipDirections.txt" // Slip Directions File

#define slipNormalsFile "slipNormals.txt" // Slip Normals File
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// Crystal Plasticity Constitutive model parameters

#define modelStressTolerance 1.0e-6 // Stress tolerance for the yield

surface (MPa)

#define modelMaxSlipSearchIterations 20 // Maximum no. of active slip

search iterations

#define modelMaxSolverIterations 10 // Maximum no. of iterations to

achieve non-linear convergence

#define modelMaxPlasticSlipL2Norm 0.8 // L2-Norm of plastic slip

strain-used for load-step adaptivity

#define adaptiveLoadStepFactor 0.5 // Load step factor

//Read Input Microstructure

unsigned int numPts[3]={20, 20, 22}; // No. of voxels in x,y and z

directions

#define grainIDFile "grainID.txt" // Grain ID File

#define headerLinesGrainIDFile 5 // No. of header Lines

#define grainOrientationsFile "orientations.txt" // Slip Normals File

Figure C.2: Equivalent Von-Mises Stress shown on a deformation field
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Table C.1: BCC Titanium Slip Systems

System Number Slip Direction Slip Plane
1 [1 -1 1] (0 1 1)
2 [1 1 -1] (0 1 1)
3 [-1 1 1] (1 0 1)
4 [ 1 1 -1] (1 0 1)
5 [-1 1 1] (1 1 0)
6 [1 -1 1] (1 1 0)
7 [1 1 1] (0 -1 1)
8 [-1 1 1] (0 -1 1)
9 [1 1 1] (1 0 -1)
10 [1 -1 1] (1 0 -1)
11 [1 1 1] (-1 1 0)
12 [1 1 -1] (-1 1 0)

13 [1 1 -1] (1 1 2)
14 [1 -1 1] (-1 1 2)
15 [-1 1 1] (1 -1 2)
16 [1 1 1] (1 1 -2)
17 [1 -1 1] (1 2 1)
18 [1 1 -1] (-1 2 1)
19 [1 1 1] (1 -2 1)
20 [-1 1 1] (1 2 -1)
21 [-1 1 1] (2 1 1)
22 [1 1 1] (-2 1 1)
23 [1 1 -1] (2 -1 1)
24 [1 -1 1] (2 1 -1)

25 [1 1 -1] (1 2 3)
26 [1 -1 1] (-1 2 3)
27 [-1 1 1] (1 -2 3)
28 [1 1 1] (1 2 -3)
29 [-1 1 1] (3 1 2)
30 [1 1 1] (-3 1 2)
31 [1 1 -1] (3 -1 2)
32 [1 -1 1] (3 1 -2)
33 [1 -1 1] (2 3 1)
34 [1 1 -1] (-2 3 1)
35 [1 1 1] (2 -3 1)
36 [-1 1 1] (2 3 -1)
37 [1 -1 1] (1 3 2)
38 [1 1 -1] (-1 3 2)
39 [1 1 1] (1 -3 2)
40 [-1 1 1] (1 3 -2)
41 [1 1 -1] (2 1 3)
42 [1 -1 1] (-2 1 3)
43 [-1 1 1] (2 -1 3)
44 [1 1 1] (2 1 -3)
45 [-1 1 1] (3 2 1)
46 [1 1 1] (-3 2 1)
47 [1 1 -1] (3 -2 1)
48 [1 -1 1] (3 2 -1)

124



APPENDIX D

PRISMS-Plasticity: Simple tension example -HCP

AZ31 Mg alloy

Figure D.1: Input microstructure (3D Materials Atlas

This is an illustrative example of a simple tension deformation problem. A real

microstructure was tested with the hcp material parameters of AZ31 Mg alloy which

were obtained from [35]
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Input Parameters

/*FE parameters*/

#define feOrder 1 // Basis function interpolation order (1-linear)

#define quadOrder 2 // Quadrature point order n^3 (2->8 quadrature points)

/*Mesh parameters*/

//Set the length of the domain in all three dimensions

//Each axes spans from zero to the specified length

#define spanX 1.0

#define spanY 1.0

#define spanZ 1.0

// The number of elements in each direction is 2^(refineFactor) *

subdivisions

// For optimal performance, use meshRefineFactor primarily to determine

the element size

#define subdivisionsX 1

#define subdivisionsY 1

#define subdivisionsZ 1

#define meshRefineFactor 3 // 2^n*2^n*2^n elements(3->8*8*8 =512 elements)

#define writeMeshToEPS true //Only written for serial runs and if number

of elements < 10000

/*Solution output parameters*/

#define writeOutput true // flag to write output vtu and pvtu files

#define outputDirectory "."

#define skipOutputSteps 0

#define output_Eqv_strain true
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#define output_Eqv_stress true

#define output_Grain_ID true

#define output_Twin true

/*Solver parameters*/

#define linearSolverType PETScWrappers::SolverCG // Type of linear solver

#define totalNumIncrements 100 // No. of increments

#define maxLinearSolverIterations 50000 // Maximum iterations for linear

solver

#define relLinearSolverTolerance 1.0e-10 // Relative linear solver

tolerance

#define maxNonLinearIterations 4 // Maximum no. of non-linear iterations

#define absNonLinearTolerance 1.0e-18 // Non-linear solver tolerance

#define relNonLinearTolerance 1.0e-3 // Relative non-linear solver

tolerance

#define stopOnConvergenceFailure false // Flag to stop problem if

convergence fails

/*Adaptive time-stepping parameters*/

#define enableAdaptiveTimeStepping false //Flag to enable adaptive time

steps

#define adaptiveLoadStepFactor 0.5 // Load step factor

#define adaptiveLoadIncreaseFactor 1.25

#define succesiveIncForIncreasingTimeStep 10

//Elastic Parameters

double elasticStiffness[6][6]={{59.3e3, 25.7e3, 21.4e3, 0, 0, 0},

{25.7e3, 59.3e3, 21.4e3, 0, 0, 0},

{21.4e3, 21.4e3, 61.5e3, 0, 0, 0},
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{0, 0, 0, 16.4e3, 0, 0},

{0, 0, 0, 0, 16.4e3, 0},

{0, 0, 0, 0, 0, 16.8e3}}; // Elastic Stiffness Matrix -Voigt

Notation (MPa)

//Crystal Plasticity

//slip parameters

#define numSlipSystems 18 // Total No. of slip systems (slip)

#define latentHardeningRatio 1.4 //q1

double initialSlipResistance[numSlipSystems]= {25.0, 25.0, 25.0, 68.0,

68.0, 68.0, 68.0, 68.0, 68.0, 68.0, 68.0, 68.0, 68.0, 68.0, 68.0,

68.0, 68.0, 68.0}; //CRSS of slip sytems

double initialHardeningModulus[numSlipSystems]= {100.0, 100.0, 100.0,

130.0, 130.0, 130.0, 130.0, 130.0, 130.0, 130.0, 130.0, 130.0, 130.0,

130.0, 130.0, 130.0, 130.0, 130.0}; //Hardening moduli of slip systems

double powerLawExponent[numSlipSystems]= {1.1, 1.1, 1.1, 0.8, 0.8, 0.8,

0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8}; // Power

law coefficient

double saturationStress[numSlipSystems]= {70.0, 70.0, 70.0, 210.0, 210.0,

210.0, 210.0, 210.0, 210.0, 210.0, 210.0, 210.0, 210.0, 210.0, 210.0,

210.0, 210.0, 210.0}; // Saturation stress

//Twin parameters

#define numTwinSystems 6 // No. of twin systems
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double initialSlipResistanceTwin[numTwinSystems]= {40.0, 40.0, 40.0, 40.0,

40.0, 40.0}; //CRSS of twin sytems

double initialHardeningModulusTwin[numTwinSystems]= {50.0, 50.0, 50.0,

50.0, 50.0, 50.0}; //Hardening moduli of twin systems

double powerLawExponentTwin[numTwinSystems]= {1.1, 1.1, 1.1, 1.1, 1.1,

1.1};// Power law coefficient

double saturationStressTwin[numTwinSystems]= {50.0, 50.0, 50.0, 50.0,

50.0, 50.0}; // Saturation stress

#define twinThresholdFraction 0.25 // threshold fraction of characteristic

twin shear (<1)

#define twinSaturationFactor 0.25 // twin growth saturation factor

(<(1-twinThresholdFraction))

#define twinShear 0.129 // characteristic twin shear

//Slip systems files

#define slipDirectionsFile "slipDirections.txt" // Slip Directions File

#define slipNormalsFile "slipNormals.txt" // Slip Normals File

//Twin systems files

#define twinDirectionsFile "twinDirections.txt" // Slip Directions File

#define twinNormalsFile "twinNormals.txt" // Slip Normals File

// Crystal Plasticity Constitutive model parameters
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#define modelStressTolerance 1.0e-1 // Stress tolerance for the yield

surface (MPa)

#define modelMaxSlipSearchIterations 1 // Maximum no. of active slip

search iterations

#define modelMaxSolverIterations 3 // Maximum no. of iterations to achieve

non-linear convergence

#define modelMaxPlasticSlipL2Norm 2.5 // L2-Norm of plastic slip

strain-used for load-step adaptivity

//Read Input Microstructure

unsigned int numPts[3]={20, 20, 22}; // No. of voxels in x,y and z

directions

#define grainIDFile "grainID.txt" // Grain ID File

#define headerLinesGrainIDFile 5 // No. of header Lines

#define grainOrientationsFile "orientations.txt" // Slip Normals File

Figure D.2: Twinned region(0-no twin, 1-twin) shown on a deformation field
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Table D.1: HCP Magnesium Slip Systems

System Number Slip Direction Slip Plane
1 [1 1 -2 0] (0 0 0 1)
2 [-2 1 1 0] (0 0 0 1)
3 [1 -2 1 0] (0 0 0 1)

4 [ 1 -2 1 0] (1 0 -1 0)
5 [2 -1 -1 0] (0 1 -1 0)
6 [1 1 -2 0] (-1 1 0 0)

7 [1 -2 1 0] (1 0 -1 1)
8 [-2 1 1 0] (0 1 -1 1)
9 [-1 -1 2 0] (-1 1 0 1)
10 [-1 2 -1 0] (-1 0 1 1)
11 [2 -1 -1 0] (0 -1 1 1)
12 [1 1 -2 0] (1 -1 0 1)

13 [-1 -1 2 3] (1 1 -2 2)
14 [1 -2 1 3] (-1 2 -1 2)
15 [2 -1 -1 3] (-2 1 1 2)
16 [1 1 -2 3] (-1 -1 2 2)
17 [-1 2 -1 3] (1 -2 1 2)
18 [-2 1 1 3] (2 -1 -1 2)

19 [-1 0 1 1] (1 0 -1 2)
20 [1 0 -1 1] (-1 0 1 2)
21 [-1 1 0 1] (1 -1 0 2)
22 [1 -1 0 1] (-1 1 0 2)
23 [0 -1 1 1 1] (0 1 -1 2)
24 [0 1 -1 1] (0 -1 1 2)
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APPENDIX E

Run-time log of PRISMS-Plasticity code

reading voxel data file

reading orientation euler angles file

generating problem mesh

number of MPI processes: 240

number of elements: 1000000

number of degrees of freedom: 3090903

begin solve...

increment: 0

nonlinear iteration 0 [current residual: 2.78e+04, initial residual:

2.78e+04, relative residual: 1.00e+00]

linear system solved in 413 iterations

nonlinear iteration 1 [current residual: 1.85e-01, initial residual:

2.78e+04, relative residual: 6.68e-06]

linear system solved in 991 iterations

nonlinear iteration 2 [current residual: 2.88e-04, initial residual:

2.78e+04, relative residual: 1.04e-08]
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linear system solved in 915 iterations

nonlinear iteration 3 [current residual: 1.65e-08, initial residual:

2.78e+04, relative residual: 5.93e-13]

nonlinear iterations converged in relative norm

writing orientations data to file

projecting post processing fields

linear system solved in 45 iterations

linear system solved in 45 iterations

linear system solved in 45 iterations

linear system solved in 0 iterations

output written to: .//solution-0000.pvtu and .//projectedFields-0000.pvtu

. . .

. . .

. . .

increment: 100

nonlinear iteration 0 [current residual: 2.70e+04, initial residual:

2.70e+04, relative residual: 1.00e+00]

linear system solved in 500 iterations

nonlinear iteration 1 [current residual: 3.17e+02, initial residual:

2.70e+04, relative residual: 1.17e-02]

linear system solved in 1382 iterations

nonlinear iteration 2 [current residual: 1.69e+02, initial residual:

2.70e+04, relative residual: 6.25e-03]

linear system solved in 538 iterations

nonlinear iteration 3 [current residual: 1.26e+02, initial residual:

2.70e+04, relative residual: 4.64e-03]

linear system solved in 542 iterations
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nonlinear iteration 4 [current residual: 1.04e+02, initial residual:

2.70e+04, relative residual: 3.85e-03]

linear system solved in 1136 iterations

nonlinear iterations did not converge in maxNonLinearIterations

stopOnConvergenceFailure==false, so marching ahead

. . .

. . .

. . .

increment: 200

nonlinear iteration 0 [current residual: 2.40e+04, initial residual:

2.40e+04, relative residual: 1.00e+00]

linear system solved in 629 iterations

nonlinear iteration 1 [current residual: 3.42e+02, initial residual:

2.40e+04, relative residual: 1.42e-02]

linear system solved in 1544 iterations

nonlinear iteration 2 [current residual: 3.98e+02, initial residual:

2.40e+04, relative residual: 1.65e-02]

linear system solved in 1521 iterations

nonlinear iteration 3 [current residual: 3.18e+02, initial residual:

2.40e+04, relative residual: 1.32e-02]

linear system solved in 828 iterations

nonlinear iteration 4 [current residual: 1.94e+02, initial residual:

2.40e+04, relative residual: 8.07e-03]

linear system solved in 840 iterations

nonlinear iterations did not converge in maxNonLinearIterations

stopOnConvergenceFailure==false, so marching ahead
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. . .

. . .

. . .

increment: 499

nonlinear iteration 0 [current residual: 2.41e+04, initial residual:

2.41e+04, relative residual: 1.00e+00]

linear system solved in 645 iterations

nonlinear iteration 1 [current residual: 3.49e+02, initial residual:

2.41e+04, relative residual: 1.45e-02]

linear system solved in 1896 iterations

nonlinear iteration 2 [current residual: 7.23e+02, initial residual:

2.41e+04, relative residual: 3.00e-02]

linear system solved in 900 iterations

nonlinear iteration 3 [current residual: 2.97e+02, initial residual:

2.41e+04, relative residual: 1.23e-02]

linear system solved in 1192 iterations

nonlinear iteration 4 [current residual: 7.72e+01, initial residual:

2.41e+04, relative residual: 3.20e-03]

linear system solved in 2211 iterations

nonlinear iterations did not converge in maxNonLinearIterations

stopOnConvergenceFailure==false, so marching ahead

writing orientations data to file

projecting post processing fields

linear system solved in 50 iterations

linear system solved in 48 iterations

linear system solved in 45 iterations

linear system solved in 60 iterations
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output written to: .//solution-0499.pvtu and .//projectedFields-0499.pvtu

+---------------------------------------------+------------+------------+

| Total wallclock time elapsed since start | 1.13e+05s | |

| | | |

| Section | no. calls | wall time | % of total |

+---------------------------------+-----------+------------+------------+

| assembly | 2490 | 9.65e+04s | 85% |

| mesh and initialization | 1 | 92.2s | 0.082% |

| postprocess | 500 | 8.52s | 0.0075% |

| solve | 2475 | 1.45e+04s | 13% |

+---------------------------------+-----------+------------+------------+
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APPENDIX F

Constitutive model of PRISMS-Plasticity code

template <int dim>

void crystalPlasticity<dim>::calculatePlasticity(unsigned int cellID,

unsigned int quadPtID)

{

F_tau=F; // Deformation Gradient

FullMatrix<double> FE_t(dim,dim),FP_t(dim,dim); //Elastic and Plastic

deformation gradient

Vector<double> s_alpha_t(n_slip_systems); // Slip resistance

Vector<double> rot1(dim);// Crystal orientation (Rodrigues

representation)

int old_precision = std::cout.precision();

// Tolerance

double tol1=modelStressTolerance;
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std::cout.precision(16);

FE_t=Fe_conv[cellID][quadPtID];

FP_t=Fp_conv[cellID][quadPtID];

s_alpha_t=s_alpha_conv[cellID][quadPtID];

rot1=rot[cellID][quadPtID];

// Rotation matrix of the crystal orientation

FullMatrix<double> rotmat(dim,dim);

rotmat=0.0;

odfpoint(rotmat,rot1);

FullMatrix<double> temp(dim,dim),temp1(dim,dim),temp2(dim,dim),

temp3(dim,dim),temp4(dim,dim),temp5(dim,dim),temp6(dim,dim); //

Temporary matrices

FullMatrix<double> T_tau(dim,dim),P_tau(dim,dim);

FullMatrix<double>

Fpn_inv(dim,dim),FE_tau_trial(dim,dim),F_trial(dim,dim),

CE_tau_trial(dim,dim),FP_t2(dim,dim),Ee_tau_trial(dim,dim);

//convert to crystal coordinates F_tau=R’*F_tau*R

temp=0.0;

rotmat.Tmmult(temp,F_tau);

temp.mmult(F_tau,rotmat);

// Calculation of Schmid Tensors and B=

symm(FE_tau_trial’*FE_tau_trial*S_alpha)
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FullMatrix<double> SCHMID_TENSOR1(n_slip_systems*dim,dim),

B(n_slip_systems*dim,dim);

Vector<double> m1(dim),n1(dim);

for(unsigned int i=0;i<n_slip_systems;i++){

for (unsigned int j=0;j<dim;j++){

m1(j)=m_alpha[i][j];

n1(j)=n_alpha[i][j];

}

for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

temp[j][k]=m1(j)*n1(k);

SCHMID_TENSOR1[dim*i+j][k]=m1(j)*n1(k);

}

}

CE_tau_trial.mmult(temp2,temp);

temp2.symmetrize();

for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

B[dim*i+j][k]=2*temp2[j][k];

}

}

}

// Elastic Modulus

FullMatrix<double> Dmat2(2*dim,2*dim),TM(dim*dim,dim*dim);
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Vector<double> vec1(2*dim),vec2(dim*dim);

for(unsigned int i=0;i<6;i++){

for(unsigned int j=0;j<6;j++){

Dmat2[i][j] = elasticStiffness[i][j];

}

}

vec1(0)=0;vec1(1)=5;vec1(2)=4;vec1(3)=1;vec1(4)=3;vec1(5)=2;

vec2(0)=0;vec2(1)=5;vec2(2)=4;vec2(3)=5;vec2(4)=1;vec2(5)=3;

vec2(6)=4;vec2(7)=3;vec2(8)=2;

for(unsigned int i=0;i<9;i++){

for(unsigned int j=0;j<9;j++){

TM[i][j]=Dmat2(vec2(i),vec2(j));

}

}

Vector<double> s_alpha_tau;

FP_tau=FP_t;

FE_tau.reinit(dim,dim);

Fpn_inv=0.0; Fpn_inv.invert(FP_t);

F_tau.mmult(FE_tau,Fpn_inv);

s_alpha_tau=s_alpha_t;

Vector<double> s_beta(n_slip_systems),h_beta(n_slip_systems),

delh_beta_dels(n_slip_systems),h0(n_slip_systems),

a_pow(n_slip_systems),s_s(n_slip_systems);

FullMatrix<double> h_alpha_beta_t(n_slip_systems,n_slip_systems),

A(n_slip_systems,n_slip_systems);

FullMatrix<double> del_FP(dim,dim);

FullMatrix<double> A_PA;
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Vector<double> active;

Vector<double> PA, PA_temp(1);

Vector<double>

resolved_shear_tau_trial(n_slip_systems),b(n_slip_systems),

resolved_shear_tau(n_slip_systems);

Vector<double> x_beta_old(n_slip_systems);

Vector<double> x_beta(n_slip_systems);

FullMatrix<double> Ce_tau(dim,dim),T_star_tau(dim,dim);

FullMatrix<double> T_star_tau_trial(dim,dim),diff_FP(dim,dim);

delFp_delF=0.0;

dels_delF=0.0;

double det_FE_tau,det_F_tau, det_FP_tau;

int n_PA=0; // Number of active slip systems

int iter1=1;

int flag2=0;

while (iter1) {

if(iter1>modelMaxSlipSearchIterations){

flag2=1;

break;

}

FP_t2=FP_tau;

Fpn_inv=0.0; Fpn_inv.invert(FP_t2);
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FE_tau_trial=0.0;

F_trial=0.0;

F_tau.mmult(FE_tau_trial,Fpn_inv);F_trial = FE_tau_trial;

temp.reinit(dim,dim); temp=0.0;

temp=FE_tau_trial;

FE_tau_trial.Tmmult(CE_tau_trial,temp);

Ee_tau_trial=CE_tau_trial;

temp=IdentityMatrix(dim);

for(unsigned int i=0;i<dim;i++){

for(unsigned int j=0;j<dim;j++){

Ee_tau_trial[i][j] = 0.5*(Ee_tau_trial[i][j]-temp[i][j]);

}

}

//% % % % % STEP 2 % % % % %

// Calculate the trial stress T_star_tau_trial

Vector<double> tempv1(6),tempv2(6);

tempv1=0.0;

Dmat.vmult(tempv1, vecform(Ee_tau_trial));

matform(T_star_tau_trial,tempv1);

T_star_tau.equ(1.0,T_star_tau_trial);

det_FE_tau=FE_tau.determinant();

temp.reinit(dim,dim); FE_tau.mmult(temp,T_star_tau_trial);

temp.equ(1.0/det_FE_tau,temp); temp.mTmult(T_tau,FE_tau);

det_F_tau=F_tau.determinant();

temp2.reinit(dim,dim);

temp.invert(F_tau); T_tau.mTmult(temp2,temp);
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P_tau.equ(det_FE_tau,temp2);

//% % % % % STEP 3 % % % % %

// Calculate the trial resolved shear stress

resolved_shear_tau_trial for each slip system

resolved_shear_tau_trial=0.0;

CE_tau_trial.mmult(temp,T_star_tau_trial);

n_PA=0; // Number of active slip systems

resolved_shear_tau_trial=0.0;

for(unsigned int i=0;i<n_slip_systems;i++){

for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

resolved_shear_tau_trial(i)+=temp[j][k]*SCHMID_TENSOR1[dim*i+j][k];

}

}

if(i>numSlipSystems-1){

if(resolved_shear_tau_trial(i)<0)

resolved_shear_tau_trial(i)=0;

}

//% % % % % STEP 4 % % % % %

//Determine the set set of the n potentially active slip

systems

b(i)=fabs(resolved_shear_tau_trial(i))-s_alpha_tau(i);

if( b(i)>=tol1){

if(n_PA==0){
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n_PA=n_PA+1;

PA.reinit(n_PA);

PA(0)=i;

}

else{

PA_temp=PA;

n_PA=n_PA+1;

PA.reinit(n_PA);

for (unsigned int j=0;j<(n_PA-1);j++){

PA(j)=PA_temp(j);

}

PA(n_PA-1)=i;

PA_temp.reinit(n_PA); //%%%%% Potentially active

slip systems

}

}

//resolved_shear_tau(i)=(resolved_shear_tau_trial(i));

}

if(n_PA==0)

break;

//% % % % % STEP 5 % % % % %

//Calculate the shear increments from the consistency condition

s_beta=s_alpha_tau;

// Single slip hardening rate

for(unsigned int i=0;i<numSlipSystems;i++){

h_beta(i)=initialHardeningModulus[i]

*pow((1-s_beta(i)/saturationStress[i]),powerLawExponent[i]);

}
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for(unsigned int i=0;i<numTwinSystems;i++){

h_beta(numSlipSystems+i)=initialHardeningModulusTwin[i]

*pow((1-s_beta(numSlipSystems+i)/saturationStressTwin[i]),

powerLawExponentTwin[i]);

}

for(unsigned int i=0;i<n_slip_systems;i++){

for(unsigned int j=0;j<n_slip_systems;j++){

h_alpha_beta_t[i][j] = q[i][j]*h_beta(j);

A[i][j]=h_alpha_beta_t[i][j];

}

}

// Calculate the Stiffness Matrix A

for(unsigned int i=0;i<n_slip_systems;i++){

for(unsigned int j=0;j<n_slip_systems;j++){

temp1.reinit(dim,dim); temp1=0.0;

for(unsigned int k=0;k<dim;k++){

for(unsigned int l=0;l<dim;l++){

temp[k][l]=SCHMID_TENSOR1(dim*j+k,l);

}

}

temp2.reinit(dim,dim); CE_tau_trial.mmult(temp2,temp);

temp2.symmetrize();

tempv1=0.0; Dmat.vmult(tempv1, vecform(temp2));

temp3=0.0; matform(temp3,tempv1);

145



CE_tau_trial.mmult(temp1,temp3);

temp3=0.0; temp2.mmult(temp3,T_star_tau_trial);

temp1.add(2.0,temp3);

for(unsigned int k=0;k<dim;k++){

for(unsigned int l=0;l<dim;l++){

if((resolved_shear_tau_trial(i)<0.0)^(resolved_shear_tau_trial(j)<0.0))

A[i][j]-=SCHMID_TENSOR1(dim*i+k,l)*temp1[k][l];

else

A[i][j]+=SCHMID_TENSOR1(dim*i+k,l)*temp1[k][l];

}

}

}

}

x_beta_old=0.0;

int count1=0;

Vector<double> b_PA(n_PA);

for(unsigned int i=0;i<n_PA;i++){

b_PA(i)=b(PA(i));

}
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//bool x1=1;

while((b_PA.linfty_norm())>tol1) {

count1=count1+1;

if(count1>modelMaxSolverIterations)

break;

x_beta=0.0;

//Modified slip system search for adding corrective term

// [x_beta] = INACTIVE_SLIP_REMOVAL(A,b,PA,x_beta_old);

inactive_slip_removal(active,x_beta_old,x_beta,n_PA,PA,b,A,A_PA);

temp.reinit(dim,dim);

del_FP.reinit(dim,dim);

del_FP=0.0;

for (unsigned int i=0;i<n_slip_systems;i++){

for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

temp[j][k]=SCHMID_TENSOR1[dim*i+j][k];

}

}

for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

if(resolved_shear_tau_trial(i)>0)

del_FP[j][k]=del_FP[j][k]+x_beta_old(i)*temp[j][k];
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else

del_FP[j][k]=del_FP[j][k]-x_beta_old(i)*temp[j][k];

}

}

}

matrixExponential(del_FP).mmult(FP_tau,FP_t2);

// % % % % % STEP 8 % % % % %

temp.invert(FP_tau);

F_tau.mmult(FE_tau,temp);

FE_tau.Tmmult(Ce_tau,FE_tau);

Ee_tau_trial=Ce_tau;

temp=IdentityMatrix(dim);

for(unsigned int i=0;i<dim;i++){

for(unsigned int j=0;j<dim;j++){

Ee_tau_trial[i][j] =

0.5*(Ee_tau_trial[i][j]-temp[i][j]);

}

}

Dmat.vmult(tempv1, vecform(Ee_tau_trial));

matform(T_star_tau,tempv1);

resolved_shear_tau=0.0;

Ce_tau.mmult(temp,T_star_tau);

for(unsigned int i=0;i<n_slip_systems;i++){
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for (unsigned int j=0;j<dim;j++){

for (unsigned int k=0;k<dim;k++){

resolved_shear_tau(i)+=temp[j][k]*SCHMID_TENSOR1[dim*i+j][k];

}

}

}

// % % % % % STEP 9 % % % % %

temp.reinit(dim,dim);

det_FE_tau=FE_tau.determinant();

FE_tau.mmult(temp,T_star_tau); temp.equ(1.0/det_FE_tau,temp);

temp.mTmult(T_tau,FE_tau);

det_F_tau=F_tau.determinant();

temp.invert(F_tau); T_tau.mTmult(P_tau,temp);

P_tau.equ(det_F_tau,P_tau);

double h1=0;

for(unsigned int i=0;i<n_slip_systems;i++){

h1=0;

for(unsigned int j=0;j<n_slip_systems;j++){

h1=h1+h_alpha_beta_t(i,j)*x_beta(j);

}

s_alpha_tau(i)=s_alpha_tau(i)+h1;

}

for (unsigned int i=0;i<numSlipSystems;i++){
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if(s_alpha_tau(i)>saturationStress[i])

s_alpha_tau(i)=0.90*saturationStress[i];

}

for (unsigned int i=0;i<numTwinSystems;i++){

if(s_alpha_tau(numSlipSystems+i)>saturationStressTwin[i])

s_alpha_tau(numSlipSystems+i)=0.90*saturationStressTwin[i];

}

for(unsigned int i=0;i<n_slip_systems;i++){

if((resolved_shear_tau_trial(i)>0.0))

b(i)=resolved_shear_tau(i)-s_alpha_tau(i);

else

b(i)=-resolved_shear_tau(i)-s_alpha_tau(i);

}

b_PA.reinit(n_PA);

for(unsigned int i=0;i<n_PA;i++){

b_PA(i)=b(PA(i));

}

bool x1=(b_PA.linfty_norm())>tol1;

}

150



for (unsigned int i=0;i<numTwinSystems;i++){

twinfraction_iter[cellID][quadPtID][i]=twinfraction_conv[cellID][quadPtID][i]

+x_beta_old[i+numSlipSystems]/twinShear;

}

for (unsigned int i=0;i<numSlipSystems;i++){

slipfraction_iter[cellID][quadPtID][i]=slipfraction_conv[cellID][quadPtID][i]

+x_beta_old[i]/twinShear;

}

P.reinit(dim,dim);

P=P_tau;

T=T_tau;

sres_tau.reinit(n_slip_systems);

sres_tau = s_alpha_tau;

// Update the history variables

Fe_iter[cellID][quadPtID]=FE_tau;

Fp_iter[cellID][quadPtID]=FP_tau;

s_alpha_iter[cellID][quadPtID]=sres_tau;

}

}
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[70] Matouš, K., and A. M. Maniatty (2004), Finite element formulation for mod-
elling large deformations in elasto-viscoplastic polycrystals, International Jour-
nal for Numerical Methods in Engineering, 60 (14), 2313–2333.

[71] Mehlhorn, K., and K. Simon (1985), Intersecting two polyhedra one of which is
convex, in Fundamentals of Computation Theory, pp. 534–542, Springer.

[72] Mika, D., and P. Dawson (1999), Polycrystal plasticity modeling of intracrys-
talline boundary textures, Acta Materialia, 47 (4), 1355–1369.

[73] Nie, J.-F. (2012), Precipitation and hardening in magnesium alloys, Metallur-
gical and Materials Transactions A, 43 (11), 3891–3939.

[74] Nielsen, S. F., E. Lauridsen, D. J. Jensen, and H. Poulsen (2001), A three-
dimensional X-ray diffraction microscope for deformation studies of polycrys-
tals, Materials Science and Engineering: A, 319, 179–181.

[75] Nyberg, S. N. M. E. A. (2014), Magnesium alloys in US military applications:
Past, Current and Future Solutions.

[76] Okabe, A. (1992), Spatial tessellations, Wiley Online Library.

158



[77] o’Rourke, J., A. J. Mallinckrodt, et al. (1995), Computational geometry in C,
Computers in Physics, 9 (1), 55–55.

[78] Panozzo, R., and H. Hurlimann (1983), A simple method for the quantitative
discrimination of convex and convex-concave lines, Microscopica Acta, 87 (2),
169–176.

[79] Panwar, S., S. Sun, and V. Sundararaghavan (2016), Modeling fatigue failure
using the variational multiscale method, Engineering Fracture Mechanics, 162,
290 – 308.

[80] Parisot, R., S. Forest, A.-F. Gourgues, A. Pineau, and D. Mareuse (2000),
Modeling the mechanical behavior of a multicrystalline zinc coating on a hot-
dip galvanized steel sheet, Computational Materials Science, 19 (1), 189–204.

[81] Qidwai, M. S., A. C. Lewis, and A. B. Geltmacher (2009), Using image-based
computational modeling to study microstructure–yield correlations in metals,
Acta Materialia, 57 (14), 4233–4247.

[82] Quey, R., P. Dawson, and F. Barbe (2011), Large-scale 3D random polycrystals
for the finite element method: Generation, meshing and remeshing, Computer
Methods in Applied Mechanics and Engineering, 200 (17), 1729–1745.

[83] Raeisinia, B., S. R. Agnew, and A. Akhtar (2011), Incorporation of solid solu-
tion alloying effects into polycrystal modeling of Mg alloys, Metallurgical and
Materials Transactions A, 42 (5), 1418–1430.

[84] Sarma, G. B., B. Radhakrishnan, and P. R. Dawson (2002), Mesoscale mod-
eling of microstructure and texture evolution during deformation processing of
metals, Advanced Engineering Materials, 4 (7), 509–514.

[85] Schoenberg, F. P., T. Ferguson, and C. Li (2003), Inverting dirichlet tessella-
tions, The Computer Journal, 46 (1), 76–83.

[86] Schreier, H., J.-J. Orteu, and M. A. Sutton (2009), Image correlation for shape,
motion and deformation measurements, Springer US.

[87] Schumann, S., and H. E. Friedrich (2003), Current and future use of magnesium
in the automobile industry, in Materials Science Forum, vol. 419, pp. 51–56,
Trans Tech Publ.

[88] Soppa, E., P. Doumalin, P. Binkele, T. Wiesendanger, M. Bornert, and
S. Schmauder (2001), Experimental and numerical characterisation of in-plane
deformation in two-phase materials, Computational Materials Science, 21 (3),
261–275.

[89] Stanford, N., and M. Barnett (2008), The origin of “rare earth” texture devel-
opment in extruded Mg-based alloys and its effect on tensile ductility, Materials
Science and Engineering: A, 496 (1), 399–408.

159



[90] Stanford, N., R. Cottam, B. Davis, and J. Robson (2014), Evaluating the ef-
fect of yttrium as a solute strengthener in magnesium using in situ neutron
diffraction, Acta materialia, 78, 1–13.

[91] Staroselsky, A., and L. Anand (2003), A constitutive model for hcp materi-
als deforming by slip and twinning: application to magnesium alloy AZ31B,
International journal of Plasticity, 19 (10), 1843–1864.

[92] Sun, S., and V. Sundararaghavan (2012), A probabilistic crystal plasticity model
for modeling grain shape effects based on slip geometry, Acta Materialia, 60 (13),
5233–5244.

[93] Sun, S., and V. Sundararaghavan (2014), A peridynamic implementation of
crystal plasticity, International Journal of Solids and Structures, 51 (19), 3350–
3360.

[94] Sun, S., and V. Sundararaghavan (2016), Modeling crack propagation in poly-
crystalline microstructure using variational multiscale method, Mathematical
Problems in Engineering, 2016 (4715696), 1 – 14.

[95] Sundararaghavan, V. (2014), Reconstruction of three-dimensional anisotropic
microstructures from two-dimensional micrographs imaged on orthogonal
planes, Integrating Materials and Manufacturing Innovation, 3 (1), 19.

[96] Sundararaghavan, V., and A. Kumar (2012), Probabilistic modeling of mi-
crostructure evolution using finite element representation of statistical corre-
lation functions, International Journal of Plasticity, 30, 62 – 80.

[97] Sundararaghavan, V., and A. Waas (2011), Non-local continuum modeling of
carbon nanotubes: Physical interpretation of non-local kernels using atomistic
simulations, Journal of the Mechanics and Physics of Solids, 59 (6), 1191 – 1203.

[98] Sundararaghavan, V., and N. Zabaras (2004), A dynamic material library for
the representation of single-phase polyhedral microstructures, Acta Materialia,
52 (14), 4111 – 4119.

[99] Sundararaghavan, V., and N. Zabaras (2005), Classification and reconstruction
of three-dimensional microstructures using support vector machines, Computa-
tional Materials Science, 32 (2), 223 – 239.

[100] Sundararaghavan, V., and N. Zabaras (2005), On the synergy between tex-
ture classification and deformation process sequence selection for the control of
texture-dependent properties, Acta Materialia, 53 (4), 1015 – 1027.

[101] Sundararaghavan, V., and N. Zabaras (2006), Design of microstructure-sensitive
properties in elasto-viscoplastic polycrystals using multi-scale homogenization,
International Journal of Plasticity, 22 (10), 1799 – 1824.

160



[102] Sundararaghavan, V., and N. Zabaras (2007), Linear analysis of tex-
ture–property relationships using process-based representations of rodrigues
space, Acta Materialia, 55 (5), 1573 – 1587.

[103] Sundararaghavan, V., and N. Zabaras (2008), A multi-length scale sensitivity
analysis for the control of texture-dependent properties in deformation process-
ing, International Journal of Plasticity, 24 (9), 1581–1605.

[104] Sundararaghavan, V., and N. Zabaras (2009), A statistical learning approach
for the design of polycrystalline materials, Statistical Analysis and Data Mining,
1 (5), 306–321.

[105] Sundararaghavan, V., A. Kumar, and S. Sun (2015), Crystal plasticity simula-
tions using nearest neighbor orientation correlation function, Acta Materialia,
93, 12–23.

[106] Sutton, M. A., N. Li, D. Garcia, N. Cornille, J. Orteu, S. McNeill, H. Schreier,
X. Li, and A. P. Reynolds (2007), Scanning electron microscopy for quantitative
small and large deformation measurements part II: experimental validation for
magnifications from 200 to 10,000, Experimental Mechanics, 47 (6), 789–804.

[107] Sutton, M. A., N. Li, D. Joy, A. P. Reynolds, and X. Li (2007), Scanning electron
microscopy for quantitative small and large deformation measurements part I:
SEM imaging at magnifications from 200 to 10,000, Experimental mechanics,
47 (6), 775–787.

[108] Suzuki, A., and M. Iri (1986), Approximation of a tessellation of the plane by
a Voronoi diagram., J. OPER. RES. SOC. JAPAN., 29 (1), 69–97.

[109] Teodosiu, C., J. Raphanel, L. Tabourot, C. Teodosiu, and F. Sidoroff (1993),
Large Plastic Deformations MECAMAT’91.

[110] Thiessen, A. H. (1911), Precipitation averages for large areas, Monthly weather
review, 39 (7), 1082–1089.

[111] Thornburg, D., and H. Piehler (1975), An analysis of constrained deformation
by slip and twinning in hexagonal close packed metals and alloys, Metallurgical
and Materials Transactions A, 6 (8), 1511–1523.
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