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7.1 Different values of the average sign and perturbation order (PO) for four possible impurities present in SAO and NO bases for the H$_8$ molecule in the STO-3G basis set. Fig. 7.1 illustrates our impurity selection scheme using SAOs or Boys orbitals (spatial selection) and NOs (occupation selection). TRIQS program was used to perform CT-HYB calculations. . 181

7.2 Different values of the average sign and perturbation order (PO) for four possible impurities present in Boys and NO bases for the H$_8$ molecule in 6-31G basis set. Fig. 7.1 illustrates our impurity selection scheme using SAOs or Boys orbitals (spatial selection) and NOs (occupation selection). TRIQS program was used to perform CT-HYB calculations. . 182
7.3 Orbital occupations from RASCI calculations for an impurity+bath problem consisting of 8 active (impurity) and 8 bath orbitals at $R = 1.8$ and 3.6 a.u. for the $H_{10}$ chain in the cc-pVDZ basis. The total number of electrons in the impurity+bath problems at $R = 1.8$ and 3.6 a.u. are 8 and 16, respectively. The SEET calculation was performed in the NO basis.

7.4 Potential energies (in a.u.) as a function of bond distance (in a.u.) for the $H_{10}$ chain in the cc-pVDZ basis. Energies from GF2 and SEET with different number of impurity orbitals building the active space are compared to NEVPT2(10e,10o) and DMRG energies. FCI solver is used to treat $(2o+2\times4o)$ and $(4o+6o)$ impurities, while RASCI solver is used for the $(2o+8o)$ impurity. The non-parallelity error (NPE) (a.u.) which is the difference between the largest and smallest errors with respect to DMRG references are also provided.

8.1 Ionization potentials (IP) calculated as $IP = E_{tot}(N-1) - E_{tot}(N)$ using SVWN5, GF2, and srSVWN5—lrGF2 methods. The cc-pVTZ basis set was employed in all calculations. For srSVWN5—lrGF2 calculations, the optimal value of $\lambda$ is listed in the second column.
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Abstract

Recent progress in materials synthesis combined with advances in computational science have opened up an opportunity to design new materials with specific properties. Semiconductors, heterostructures, and thin layered films are used for energy harvesting and solar cells. Transition metal oxides and metallic surfaces with deposited magnetic molecules are used for signal conversion, nonvolatile memory modules and spintronics. Due to growing complexity of the new materials the most efficient approach to their design requires combined experimental and theoretical effort. In order to advance our understanding of the complicated physics of the modern materials new theoretical methods based on controlled, reliable, computationally efficient and systematically improvable approximations describing correlation and finite-temperature effects are needed.

Density functional theory (DFT) remains a method of choice for materials science calculations due to its low computational cost. However, despite all recent efforts, the majority DFT applications are limited to weakly correlated systems and zero temperature. The lack of systematic improvability, inaccurate treatment of strongly correlated systems will continue to restrict the domain of DFT applications.

The multi-reference wave-function methods can provide an accurate description of the strongly correlated systems. Unfortunately, these methods are computationally expensive. In spite of recent improvement the computational complexity will likely to hinder the applications of wave-function based methods to materials science in foreseeable future.

Finite-temperature Green’s function methods offer several advantages such as systematic improvability, access to the excitation spectrum, thermodynamic properties and straightforward implementation of embedding frameworks. It has been realized
long time ago and has been successfully used in condensed matter physics to study model systems. The applications of such methods to realistic systems are impeded due to lack of theoretical approaches providing chemical accuracy and efficient computational algorithms.

In this dissertation, these shortcomings are addressed by developing self-energy embedding theory and its extensive comparison to established quantum chemistry methods. New numerical algorithms for efficient application of the finite-temperature Green’s function methods to molecular and extended systems were developed. Properties of the second-order Green’s function theory (GF2) in the context of quantum chemistry were investigated. Additionally, a new range-separated hybrid functional combining GF2 and DFT was developed and benchmarked.
Chapter 1

Introduction

Dem Anwenden muss das Erkennen vorausgehen.

Insight must precede application.

Max Planck

1.1 From wave functions to Green’s functions

1.1.1 Wave functions

It was a long time ago when computational quantum chemistry was considered a subject of purely academic interest. Since the 1960s, the discipline has grown dramatically to become an equal partner in all areas of chemical research ranging from organic synthesis to solid state chemistry, from biology to material sciences, from astrophysics to chemical engineering. Recent advances of computational methods together with the increasing computational power have made possible routine applications of quantum chemistry methods to solve problems that only few years ago seemed to be beyond the reach of rigorous quantum-mechanical treatment. Developments in quantum chemistry have also created a productive overlap with mathematics, theoretical physics and statistical mechanics.

One of the central challenges of quantum chemistry is the solution of the time-
independent, non-relativistic Born–Oppenheimer electronic Schrödinger equation

\[ \hat{H} \Psi = E \Psi, \]  

(1.1)

where \( E \) is the electronic energy, \( \Psi = \Psi(x_1, x_2, \ldots, x_n) \) is the wave function, and \( x = (r, \sigma) \) represents the spatial \( r \) and spin \( \sigma \) coordinates collectively. The Hamiltonian \( \hat{H} \) is given by (atomic units \( \hbar = e^2 = m_e = 1 \) are assumed throughout)

\[ \hat{H} = \hat{T} + \hat{V}_{ne} + \hat{V}_{ee}, \]  

(1.2)

where

\[ \hat{T} = - \sum_{i=1}^{n} \frac{1}{2} \nabla_i^2 \]  

(1.3)

is the kinetic energy operator,

\[ \hat{V}_{ne} = - \sum_{i=1}^{n} \sum_{I=1}^{N} \frac{Z_I}{|\mathbf{r}_i - \mathbf{r}_I|} \]  

(1.4)

is the electron-nucleus interaction energy operator, and

\[ \hat{V}_{ee} = \sum_{i>j=1}^{n} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} \]  

(1.5)

is the electron-electron interaction energy operator. The Schrödinger equation describes a system of \( n \) electrons moving in the field of \( N \) nuclei with atomic numbers \( Z_I \), \( \mathbf{r}_i \) and \( \mathbf{r}_I \) are the coordinate vectors of electron \( i \) and nuclei \( I \), respectively. Equation 1.1 must be solved subject to appropriate boundary conditions.

The square of the wave function

\[ |\Psi(x^n)|^2 = \Psi(x_1, x_2, \ldots, x_n) \Psi^*(x_1, x_2, \ldots, x_n), \]  

(1.6)
is the probability density and $|\Psi(x^n)|dr^n$ is a probability of finding the system with position coordinates between $r^n$ and $r^n + dr^n$ and spin coordinates equal to $\sigma^n$. Where $dr^n = dr_1 dr_2 \ldots dr_n$, $x^n$ stands for the set $x_1, x_2, \ldots, x_n$, and $\sigma^n$ stands for the set $\sigma_1, \sigma_2, \ldots, \sigma_n$. The exact wave function $\Psi$ satisfies the following properties:

1. The wave function is antisymmetric with respect to the permutation of any pair of electrons

   $$P_{ij} \Psi = -\Psi,$$

   where $P_{ij}$ is the permutation operator.

2. It is a square-integrable and, therefore, normalizable function

   $$\langle \Psi | \Psi \rangle = 1.$$

3. The wave function is an eigenstate of a particle number operator

   $$\hat{n} |\Psi\rangle = n |\Psi\rangle.$$

4. The energy obtained by solving Schrödinger equation is stable with respect to all possible variations $\delta \Psi$ which are orthogonal to the exact wave function

   $$\langle \delta \Psi | \Psi \rangle = 0, \quad \langle \delta \Psi | \hat{H} \Psi \rangle = 0.$$

5. The exact wave function is size-extensive. This means that for a system composed of noninteracting subsystems, the total energy is the sum of the energies of the individual subsystems.

6. The exact stationary states are eigenfunctions of the total and projected spin
operators\(^1\)

\[S^2\Psi = S(S + 1) \quad \text{and} \quad S_\zeta \Psi = M \Psi.\]  
(1.11)

7. The exact stationary states under Born–Oppenheimer approximation serve as a basis for an irreducible representation of the molecular point group. This also means that the wave function is an eigenfunction of the orbital angular momentum operators

\[L^2\Psi = L(L + 1)\Psi \quad \text{and} \quad L_\zeta \Psi = M_L \Psi.\]  
(1.12)

8. At the electron coalescence the molecular Hamiltonian becomes singular. This is reflected in the exact wave function as a characteristic Coulomb cusp condition

\[
\lim_{r_{ij} \to 0} \left\langle \frac{\partial \Psi}{\partial r_{ij}} \right\rangle_{\text{sph}} = \frac{1}{2} \Psi(r_{ij} = 0),
\]

(1.13)

where \(r_{ij} = |r_i - r_j|\) and \(\langle \ldots \rangle_{\text{sph}}\) denotes the spherical average.

9. All molecular properties calculated from the exact wave function are invariant under gauge transformation of the potentials of electromagnetic fields.

Using wave function formalism the expectation value of a general \(n\)-electron operator \(\hat{O}_n\) can is obtained from

\[
\langle \hat{O}_n \rangle = \int d\mathbf{x}_1 \int d\mathbf{x}_2 \ldots \int d\mathbf{x}_n \Psi^*(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n)\hat{O}_n \Psi(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n).
\]

(1.14)

The ground state wave function \(\Psi_0\) and ground state energy \(E_0\) can be found using the variational principle for the ground state. The expectation value of the energy is

\(^1\)In the exact nonrelativistic theory.
given by the following expression

$$E[Ψ] = \frac{⟨Ψ|\hat{H}|Ψ⟩}{⟨Ψ|Ψ⟩},$$  \hspace{1cm} (1.15)$$

where

$$⟨Ψ|\hat{H}|Ψ⟩ = \int dx_1 \int dx_2 \ldots \int dx_n Ψ^*(x_1, x_2, \ldots, x_n) \hat{H} Ψ(x_1, x_2, \ldots, x_n).$$  \hspace{1cm} (1.16)$$

The minimization of a functional $E[Ψ]$ with respect to all allowed $n$-electron wave functions will give the ground state wave function $Ψ_0$ and ground state energy $E_0$

$$E_0 = \min_Ψ E[Ψ] \quad \text{and} \quad E[Ψ_0] = E_0.$$  \hspace{1cm} (1.17)$$

If instead of the exact wave function an approximate one $\overline{Ψ}$ is used then the energy will correspond to the upper bound of the true ground state energy: $E[\overline{Ψ}] > E[Ψ], \forall \overline{Ψ} \neq Ψ$.

1.1.2 The Hartree–Fock approximation

Solving Eq. 1.1 for realistic many-electron systems is an inconceivably difficult task since the wave function $Ψ$ describes the correlated motion of $n$ interacting electrons. One approximate wave function that satisfies the constraints explained above can be constructed as an antisymmetrized product of $n$ orthonormal spin orbitals $φ_p(x)$, as a product of spatial $φ_p(r)$ and spin $α(σ)$ or $β(σ)$ functions, and represented by the Slater
The Hartree–Fock approximation \[1\] amounts to finding orthonormal orbitals \(\phi_p(x)\) that minimize Eq. 1.15 for the expectation value of the energy

\[
E_{HF}[\Phi] = \frac{\langle \Phi | H | \Phi \rangle}{\langle \Phi | \Phi \rangle}.
\]

(1.19)

The exact wave function \(\Psi\) of an interacting many-body system is never a single Slater determinant. Since the minimization is restricted to the wave function of the form of Eq. 1.18 the Hartree–Fock energy \(E_{HF}\) is always higher than the exact ground state energy of a system. The difference between exact energy of an \(n\)-electron system and the Hartree–Fock energy of the same system is called correlation energy

\[
E_c = E - E_{HF}.
\]

(1.20)

It is always negative for the reasons explained above. Nowadays extensive research is being carried out in the field of explicitly correlated quantum chemistry methods. Most of these methods use the Slater determinant as the reference wave function and build the correlated wave function on top of it. One drawback that nearly every wave-function method faces is the excruciatingly complicated structure of the wave function. For \(n\) electron system the wave function is the function of \(3n\) spatial and \(n\) spin degrees of freedom. Moreover the total number of \(n\)-electron Slater determinants required to describe the exact wave function grows as \(\binom{n}{K}\), where \(K\) is the number of spin orbitals.
\( \phi_p(\mathbf{x}) \). Thus for even small molecules this number of truly huge. For example, for benzene molecule \((\text{C}_6\text{H}_6)\) in a moderate basis set the number of Slater determinants in the expansion is approximately \(10^{28}\). This leads us to a very important question: Can the wave function formalism be avoided and its role be passed over to simpler physical quantities? The next section introduces several such quantities: electron density, reduced density matrices and Green’s functions. For a long time the two-electron reduced density matrix was deemed to be the simplest mathematical object necessary to describe a real many-electron system. However in 1964 Walter Kohn and Pierre Hohenberg showed that a very simple one-electron quantity—electron density can be used as a basic variable in the electronic structure calculations to predict exact ground state energy of an interacting many-body system [2]. They reduced the problem of solving a many-body Schrödinger equation 1.1 to a problem of minimization of a density functional. This idea was later became a workhorse of a modern Kohn–Sham density functional theory [3]. Within this framework the intractable many-body problem of interacting electrons in a static external potential is reduced to a tractable problem of non-interacting electrons moving in some effective potential. This potential includes the external potential, as well as electronic exchange and correlation effects. Apparent simplicity of this approach is, however, deceptive. While the existence and uniqueness of exchange-correlation functional are guaranteed, its form is not known, and sufficiently accurate explicit approximations have not yet emerged. The problem is worsened by the absence of systematic ways of improving density functionals. Therefore, the search for a simple quantity, yet allowing for a systematic improvement towards the exact description of a realistic many-body systems is still open.

1.1.3 Reduced density matrices

In this section we consider a more general description of quantum states that cannot be described by a wave function. The first step is to generalize Eq. 1.6 to include two
sets of variables and introduce a new symbol $\gamma$

$$\gamma(x_1, x_2, \ldots, x_n; x'_1, x'_2, \ldots, x'_n) = \Psi(x_1, x_2, \ldots, x_n)\Psi^*(x'_1, x'_2, \ldots, x'_n)$$  \hspace{1cm} (1.21)$$

The two sets of independent variables in Eq. 1.21 can be thought of as two sets of indices denoting an element of a matrix

$$\langle x_1, x_2, \ldots, x_n | \gamma | x'_1, x'_2, \ldots, x'_n \rangle = \gamma(x_1, x_2, \ldots, x_n; x'_1, x'_2, \ldots, x'_n).$$  \hspace{1cm} (1.22)$$

Equivalently Eq. 1.22 can be understood as a coordinate representation of the Hermitian operator called density operator $\hat{\gamma}$.

At zero temperature $\hat{\gamma}$ is represented by a pure state $\hat{\gamma} = |\Psi\rangle\langle\Psi|$, where a ket vector $|\Psi\rangle$ denotes the state in the Hilbert space. The expectation value of an operator $\hat{O}_n$ is given by

$$\langle \hat{O}_n \rangle = \text{Tr} \left[ \hat{\gamma} \hat{O}_n \right],$$  \hspace{1cm} (1.23)$$

where $\text{Tr}[\cdot]$ denotes a trace. The density matrix formalism becomes necessary when the state of the system cannot be described by a wave function. This happens when the system of interest is part of a larger closed system or when the system is in thermal equilibrium with other macroscopic systems. In such case it is impossible to write a system’s Hamiltonian in terms of only systems degrees of freedom. Thereby the wave function formalism cannot be applied. Pure states can be described by the wave function, while mixed states cannot. In latter case the density operator is generalized to the ensemble density operator

$$\hat{\Gamma} = \sum_p p_i |\Psi_i\rangle\langle\Psi_i|,$$  \hspace{1cm} (1.24)$$
where \( p_i \) is the probability of the system being in state \(|\Psi_i\rangle\)

\[
p_i = \frac{e^{-\beta E_i}}{\sum_k e^{-\beta E_k}},
\]

(1.25)

where \( \beta = 1/(k_B T) \) is the inverse temperature, \( k_B \) is the Boltzmann constant and the sum is over complete set of all pure states.

The Hamiltonian operator shown in Eqs. 1.2–1.5 contains only one- and two-electron operators and is spin free. Operators corresponding to other observables are similarly represented by one- or two-electron operators. Therefore, it should be possible to simplify the expression for the expectation value Eq. 1.14 by integrating out degrees of freedom of \( n - 2 \) electrons. This leads us to the so-called reduced density matrices. For example, two-electron reduced density matrix is defined as\(^2\)

\[
\gamma_2(x_1, x_2; x'_1, x'_2) = n(n - 1) \int dx_3 \int dx_4 \ldots \int dx_n \gamma(x_1, x_2, \ldots, x_n; x'_1, x'_2, \ldots, x_n).
\]

(1.26)

The two-electron reduced density matrix being integrated over \( x_1 \) and \( x_2 \) degrees of freedom produces the total number of electron pairs

\[
\int dx_1 dx_2 \gamma_2(x_1, x_2; x_1, x_2) = \frac{n(n - 1)}{2},
\]

(1.27)

and its eigenvalues are called \textit{natural geminals} or two-electron functions and are proportional to the populations of two-electron states. The two-electron reduced density matrix determines the expectation value of the two-electron operators \( \hat{O}_2 = \sum_{i<j} O_2(x_i, x_j) \) (e.g. interaction operator \( \hat{V}_{ee} \)) as follows

\[
\langle \hat{O}_2 \rangle = \int dx_1 \int dx_2 [O_2(x_1, x_2) \gamma_2(x_1, x_2; x'_1, x'_2)]_{x'_1=x_1, x'_2=x_2}.
\]

(1.28)

\(^2\)The prefactor \( n(n - 1) \) in Eq. 1.26 is a convenient normalization factor. The number of unique pairs is \( n(n - 1)/2 \).
This suggests that it should be possible to obtain the expectation value of the Hamiltonian, thus overcoming necessity to deal with complicated wave functions. However it turns out difficult to find necessary and sufficient conditions for a $\gamma_2$ to be a legitimate function in the sense that it must coming from an antisymmetric wave function and, therefore, represent a realistic $n$-electron system. This is the $n$-representability problem for the two-electron reduced density matrix [4–6].

If all but one electron coordinates (and spins) are integrated out we obtain the one-electron reduced density matrix

$$\gamma_1(x_1, x'_1) = n \int dx_2 \int dx_3 \ldots \int dx_n \gamma_1(x_1, x_2, \ldots, x_n; x'_1, x_2, \ldots, x_n).$$  \hspace{1cm} (1.29)

It normalizes to the total number of electrons $n$

$$\text{Tr} \gamma_1(x_1, x'_1) = \int dx_1 \gamma_1(x_1, x_1) = n. \hspace{1cm} (1.30)$$

The eigenvectors of one-electron reduced density matrix are named natural orbitals and the eigenvalues correspond to natural orbital occupations. The one-electron reduced density matrix can provide the expectation values of only one-electron operators $\hat{O}_1 = \sum_i O_1(x_i)$ as follows

$$\langle \hat{O}_1 \rangle = \int dx_1 [O_1(x_1) \gamma_1(x_1, x'_1)]_{x'_1 = x_1}.$$

This equation tells us that in order to calculate the expectation value of one-electron operators only knowledge of $\gamma_1$ is required. This is a serious simplification since $\gamma_1$ is much less complicated than the wave function or even $\gamma_2$. This is the chief reason of why one-electron reduced density matrices are so popular in computational quantum chemistry. The one-electron reduced density matrix, however does not allow one to obtain the expectation values of two-electron operators, such as $\hat{V}_{ee}$ or the Hamiltonian.
\( \hat{H} \), and therefore it is not possible to obtain the total energy of the system. The time-dependent extension of the one-electron reduced density matrix is called a one-electron Green’s function \( G(x, x'; t - t') \)

\[
\gamma(x, x') = -i \lim_{t' \to t} G(x, x'; t - t').
\] (1.32)

and as will be shown later allows one to obtain the expectation value of electron-electron operator. This means that the one-electron Green’s function can be a convenient quantity in computational quantum chemistry since it combines the computational tractability similar to other one-electron quantities with the ability to provide the total energy of the system in a rigorous way.

The simplest quantity in the hierarchy of density matrices can be obtained by summing the diagonal elements of \( \gamma(x, x') \) over the spin variable

\[
\rho(r) = \sum_{\sigma} \gamma(r, \sigma; r, \sigma)
\] (1.33)

or, equivalently, in terms of the wave function

\[
\rho(r) = n \sum_{\sigma_1, \ldots, \sigma_n} \int dx_2 \ldots \int dx_n \Psi^*(x_1, x_2, \ldots, x_n) \Psi(x_1, x_2, \ldots, x_n).
\] (1.34)

This quantity is called the electron density and it only depends on one set of coordinates \( x, y, z \). The electron density is directly accessible in experiments. Owing to its simplicity the electron density can only provide the expectation values of multiplicative one-electron operators.

In general the reduced density matrix of order \( k \) is given by the following formula

\[
\gamma_k(x_1, x_2, \ldots, x_n; x'_1, x'_2, \ldots, x'_n) = \binom{n}{p} \int dx_{p+1} \ldots \int dx_n \gamma(x_1, x_2, \ldots, x_p, x_{p+1}, \ldots, x_n; x'_1, x'_2, \ldots, x'_p, x'_{p+1}, \ldots, x'_n).
\]
Similar expressions exist and same properties hold for the ensemble density matrices describing mixed states. Conditions of \( n \)-representability of \( \Gamma_1 \) are known. \( \Gamma_1 \), given by Eq. 1.24 is said to be \( n \) representable if \( 0 \leq n_i \leq 1 \) \( \forall i \) where \( n_i \) are the eigenvalues of \( \Gamma_1 \).

### 1.1.4 One-electron Green’s function

As mentioned earlier the one-electron Green’s function is the dynamic generalization of the one-electron reduced density matrix. Similarly to the hierarchy of \( n \)-electron reduced density matrices introduced in the previous section there exist a hierarchy of \( n \)-electron Green’s functions. The discussion here, however, will be limited to the one-electron Green’s functions only. More detailed discussion can be found in excellent introductory books: “Feynman Diagram Techniques in Condensed Matter Physics” by R. A. Jishi [7], “Many-Body Quantum Theory in Condensed Matter Physics: An Introduction” by H. Bruus and K. Flensberg [8]. More involved discussions of various topics related to this dissertation can be found in the following books: “Nonequilibrium Many-Body Theory of Quantum Systems: A Modern Introduction” by G. Stefanucci and R. van Leeuwen [9] as well as “Quantum Theory of Many-Particle Systems” by A. L. Fetter and J. D. Walecka [10].

Time-dependent dynamic correlation function for any two one-electron operators \( \hat{A}(t) \) and \( \hat{B}(t') \) is defined as

\[
C_{AB}(t, t') = -i\langle T \hat{A}(t) \hat{B}(t') \rangle, \tag{1.35}
\]

where \( \langle \ldots \rangle \) stands for grand canonical ensemble average,

\[
\langle \ldots \rangle = \frac{\text{Tr} \left[ e^{-\beta \hat{H}} \ldots \right]}{\text{Tr} \left[ e^{-\beta \hat{H}} \right]}, \tag{1.36}
\]

where \( \hat{H} = \hat{H} - \mu \hat{n} \) and \( \mu \) is the chemical potential. Positive time-ordering operator \( T \),
acting on a product of operators rearranges them in order of increasing time from right to left, introducing a minus sign every time two fermionic operators are interchanged:

\[
\mathcal{T} \hat{A}(t) \hat{B}(t') = \begin{cases} 
\hat{A}(t) \hat{B}(t') & t > t' \\
-\hat{B}(t') \hat{A}(t) & t < t',
\end{cases}
\]  

(1.37)

Next, we introduce the retarded correlation function \(C_{AB}^R(t, t')\)

\[
C_{AB}^R(t, t') = -i\theta(t - t')\langle \{ \hat{A}(t), \hat{B}(t') \} \rangle,
\]  

(1.38)

where \(\{ \hat{A}, \hat{B} \} = \hat{A}\hat{B} + \hat{B}\hat{A}\) is the anticommutator, and \(\theta(t - t')\) is the step function equals to 1 if \(t > t'\), and 0 otherwise. \(C_{AB}^R(t, t')\) is non-zero only if \(t > t'\) explaining its name “retarded”. The retarded correlation functions are the most useful correlation functions in chemical physics since they determine the response of a system to external probes and, therefore, directly related to experimentally measured quantities. There exists a plethora of correlation functions besides the retarded ones. For example, the advanced correlation functions are defined as follows

\[
C_{AB}^A(t, t') = i\theta(t' - t)\langle \{ \hat{A}(t), \hat{B}(t') \} \rangle
\]  

(1.39)

A thorough discussion of various types of correlation and Green’s function is given in many excellent books, see e.g. Refs. [7, 8, 10]. Discussion in this section will be limited to retarded correlation and Green’s functions.

An important special case of the correlation function corresponds to the following choice of one-electron operators \(\hat{A} = \hat{c}\) and \(\hat{B} = \hat{c}^\dagger\) where \(\hat{c}^\dagger\) and \(\hat{c}\) are electron creation operator and electron annihilation operators respectively. The retarded Green’s
function in this representation is defined by

\begin{equation}
G_{i\sigma,j\sigma'}^R(t,t') = -i\theta(t-t')(\{\hat{c}_{i\sigma}(t),\hat{c}_{j\sigma'}^\dagger(t')\}).
\end{equation}

The physical meaning of this Green’s function becomes transparent after performing following manipulations. Assuming that \( t > t' \) we can rewrite the retarded Green’s function as follows

\begin{equation}
iG_{i\sigma,j\sigma'}^R(t,t') = \frac{\text{Tr}\left[e^{-\beta\bar{H}}\hat{c}_{i\sigma}\hat{c}_{j\sigma'}^\dagger\right]}{\text{Tr}\left[e^{-\beta\bar{H}}\right]} = \sum_n e^{-\beta E_n} \langle n| e^{i\bar{H}(t-t')/\hbar}\hat{c}_{i\sigma}e^{-i\bar{H}t'/\hbar}\hat{c}_{j\sigma'}^\dagger e^{-i\bar{H}t'/\hbar}|n\rangle, \end{equation}

where a complete set of eigenstates of the Hamiltonian \( \bar{H} \) was used, and \( \text{Tr}[\ldots] = \sum_n \langle n|\ldots|n\rangle \). Next we define two states:

\begin{align}
|\alpha\rangle &= e^{-i\bar{H}(t-t')/\hbar}\hat{c}_{j\sigma'}^\dagger e^{-i\bar{H}t'/\hbar}|n\rangle, \\ |\beta\rangle &= \hat{c}_{i\sigma}^\dagger e^{-i\bar{H}t/\hbar}|n\rangle
\end{align}

and each matrix element in Eq. 1.41 can be written as \( \langle n|\ldots|n\rangle = \langle\beta|\alpha\rangle \). It represents the probability amplitude for a system in state \( |\alpha\rangle \) to be found in state \( |\beta\rangle \). Therefore the physical meaning of the retarded Green’s function can be summarized as follows. At \( t=0 \) the system begins at state \( |n\rangle \), then operator \( e^{-i\bar{H}t'/\hbar} \) takes it to state \( e^{-i\bar{H}t'/\hbar}|n\rangle \). At this time, operator \( \hat{c}_{j\sigma'}^\dagger \) inserts a particle with the spin projection \( \sigma' \) onto orbital \( j \). During the next step the operator \( e^{-i\bar{H}(t-t')/\hbar} \) takes the system to time \( t \). The state \( |\alpha\rangle \) is the state of the system at time \( t \) if a particle with spin coordinate \( \sigma' \) was placed onto the orbital \( j \) at earlier time \( t' \). It is easy to see that state \( |\beta\rangle \) is the state of the system when an extra particle with spin projection \( \sigma \) was added onto the orbital \( i \) at time \( t \). This means that the matrix element \( \langle n|\ldots|n\rangle \) is the probability amplitude
of finding the system with an extra particle with spin $\sigma$ occupying orbital $i$ at time $t$ if a particle (not necessarily the same since electrons are indistinguishable) with spin $\sigma'$ was added onto orbital $j$ earlier at time $t'$. Probability of different states is built in Eq. 1.41 via $\frac{\text{Tr}[e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]}$. Therefore $iG^R_{i\sigma,j\sigma'}(t, t')$ represents an ensemble average of the propagation described above.

It is also possible to write expression for the one-electron retarded Green’s function in terms of eigenstates and eigenvalues of the underlying Hamiltonian. To this end we first note that for time-independent Hamiltonians $G^R_{i\sigma,j\sigma'}(t, t')$ given by Eq. 1.40 depends only on time difference $t - t'$ and not on individual time variables $t$ and $t'$. Taking this into account and since the Hamiltonian does not depend on spin we can rewrite Eq. 1.40 as

$$G^R_{ij,\sigma}(t) = -i\theta(t)\langle \hat{c}_{i\sigma}(t)\hat{c}^\dagger_{j\sigma}(0)\rangle - i\theta(t)\langle \hat{c}^\dagger_{j\sigma}(0)\hat{c}_{i\sigma}(t)\rangle.$$  \hspace{1cm} (1.43)

and focus on the first term

$$\langle \hat{c}_{i\sigma}(t)\hat{c}^\dagger_{j\sigma}(0)\rangle = Z^{-1}\sum_n \langle n|e^{-\beta H}e^{iHt/\hbar}\hat{c}_{i\sigma}(t)e^{-iHt/\hbar}\hat{c}^\dagger_{j\sigma}(0)|n\rangle$$

$$= Z^{-1}\sum_{nm} \langle n|e^{-\beta H}e^{iH/\hbar}\hat{c}_{i\sigma}(t)|m\rangle\langle m|e^{-iH/\hbar}\hat{c}^\dagger_{j\sigma}(0)|n\rangle$$

$$= Z^{-1}\sum_{nm} e^{-\beta E_n}e^{-i(E_n-E_m)t/\hbar}\langle n|\hat{c}_{i\sigma}(t)|m\rangle\langle m|\hat{c}^\dagger_{j\sigma}(0)|n\rangle$$  \hspace{1cm} (1.44)

where $Z^{-1} = \text{Tr}[e^{-\beta H}]$ and $\bar{E}_k = E_k - \mu n_k$ where $n_k$ is the number of particles in state $|k\rangle$. Further simplification is available for orthogonal one-electron bases, for which Eq. 1.44 becomes

$$\langle \hat{c}_{i\sigma}(t)\hat{c}^\dagger_{j\sigma}(0)\rangle = Z^{-1}\sum_{nm} e^{-\beta E_n}e^{-i(E_n-E_m)t/\hbar}\left|\langle m|\hat{c}^\dagger_{j\sigma}|n\rangle\right|^2$$

$$= -\int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} P_{jj,\sigma} e^{-i\epsilon t},$$  \hspace{1cm} (1.45)
A spectral function $P_{jj,\sigma}$ is given by

$$P_{jj,\sigma} = -2\pi Z^{-1} \sum_{nm} e^{-\beta \bar{E}_n} \left| \langle m | \hat{c}^\dagger_{j\sigma}(r) | n \rangle \right|^2 \delta \left( \epsilon - (\bar{E}_m - \bar{E}_n)/\hbar \right). \quad (1.46)$$

Similar derivation should be performed for the second term in Eq. 1.40 and leads to the expression similar to Eq. 1.46. Adding two terms together and performing the Fourier transform

$$G_{jj,\sigma}^R(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} G_{jj,\sigma}^R(t) \quad (1.47)$$

we obtain

$$G_{jj,\sigma}^R(t) = i \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} P_{jj,\sigma}(\epsilon)(1 + e^{-\beta \epsilon}) \int_0^{\infty} e^{i(\omega - \epsilon)t} dt. \quad (1.48)$$

The second integral oscillatory but can be evaluated as follows

$$\int_0^{\infty} dt e^{i(\omega - \epsilon)t} = \lim_{\zeta \to 0^+} \int_0^{\infty} e^{i(\omega - \epsilon + i\zeta)t} dt = \lim_{\zeta \to 0^+} \frac{-1}{i(\omega - \epsilon + i\zeta)}. \quad (1.49)$$

Spectral density $A_{jj,\sigma}(\epsilon)$ is related to the spectral function through

$$A_{jj,\sigma}(\epsilon) = -P_{jj,\sigma}(\epsilon)(1 + e^{-\beta \epsilon}) = 2\pi Z^{-1} \sum_{nm} e^{-\beta \bar{E}_n} \left| \langle m | \hat{c}^\dagger_{j\sigma}(r) | n \rangle \right|^2 \left( 1 + e^{-\beta \epsilon} \right) \delta \left( \epsilon - (\bar{E}_m - \bar{E}_n)/\hbar \right) \quad (1.50)$$

Finally we obtain the spectral representation of real frequency one-electron retarded Green’s function $G_{jj,\sigma}^R(\omega)$ by combining Eqs. 1.49 and 1.50

$$G_{jj,\sigma}^R(\omega) = \lim_{\zeta \to 0^+} \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} A_{jj,\sigma}(\epsilon). \quad (1.51)$$

It is straightforward to derive a similar spectral representation of real frequency advanced one-electron Green’s function.

The spectral function for a noninteracting system consists of a series of $\delta$ peaks.
corresponding to the eigenvalues of one-electron effective Hamiltonian. When the electron-electron interaction is turned on the structure of spectral function becomes more elaborate. The spectral function in the momentum space\(^3\) \(A(k, \epsilon)\) can be directly obtained from photoemission experiments. During such experiments the system absorbs a photon, leading to ejecting an electron with the momentum \(\vec{k}\) whose kinetic energy is then measured at some distance. One such technique is called angle-resolved photoemission spectroscopy (ARPES) which uses soft X-rays to measure the distribution of the density of single-particle electronic excitations (or, simply the distribution of electrons). It is one of the most direct methods of studying the electronic structure of the solids.

In almost all scenarios the exact eigenstates of the system are not available preventing practical use of the approach described above. Systematic pathway to the exact one-electron Green’s function is provided by the perturbation theory. The zero-temperature perturbation expansion is possible to derive using the real time one-electron Green’s function. On the other hand, the finite-temperature perturbation theory is extremely difficult to derive based on real time one-electron Green’s function due to the presence of \(e^{-\beta \bar{H}}\) factor. This factor is real while \(e^{\pm i\bar{H}t/\hbar}\) is imaginary. The mismatch in the exponents causes difficulties in formal treatment of perturbation expansion. Significant simplifications arise when imaginary time one-electron Green’s functions are used instead of real time ones. The next section provides a brief summary of imaginary time one-electron Green’s function formalism.

1.1.5 Matsubara Green’s functions

It turns out that a more convenient formalism can be obtained if time and frequency arguments are changed to the corresponding imaginary quantities: \(t \rightarrow it = \tau\) and \(\omega \rightarrow i\omega\). This is not merely a mathematical trick simplifying finite-temperature per-

\(^3\)Momentum space is the set of all momentum vectors \(\vec{k}\) a physical system can have.
turbative treatment of interacting systems, the imaginary time Green’s function has its own significance: it yields the equilibrium thermodynamic properties of the system. The one-electron imaginary time and imaginary frequency Green’s functions commonly referred to as Matsubara Green’s function due to their inventor Japanese physicist Takeo Matsubara [11].

Imaginary time Green’s function is defined as

\[
G_{i\sigma,j\sigma'}(\tau, \tau') = -\langle T \hat{c}_{i\sigma}(\tau) \hat{c}_{j\sigma'}^\dagger(\tau') \rangle, \tag{1.52}
\]

where \(i\) and \(j\) denote the indices of one-electron orbitals and Heisenberg picture imaginary-time dependent electron creation and annihilation operators are given by

\[
\hat{c}_{i\sigma}(\tau) = e^{\bar{H}\tau/\hbar} \hat{c}_{i\sigma} e^{-\bar{H}\tau/\hbar}, \\
\hat{c}_{i\sigma}^\dagger(\tau) = e^{\bar{H}\tau/\hbar} \hat{c}_{i\sigma}^\dagger e^{-\bar{H}\tau/\hbar}. \tag{1.53}
\]

As in the case of real time Green’s functions the imaginary time Green’s functions are the important examples of the imaginary time correlation functions \(C_{AB}(\tau, \tau') = -\langle T \hat{A}(\tau) \hat{B}(\tau') \rangle\). The imaginary time Green’s function for \(\tau > \tau'\) gives the probability amplitude of finding the system with an extra particle occupying the one-electron orbital \(i\) with spin projection \(\sigma\) at time \(\tau\) if at an earlier time \(\tau'\) a particle with spin projection of \(\sigma'\) was introduced into the one-electron orbital \(j\). If \(\tau < \tau'\) the \(G_{i\sigma,j\sigma'}(\tau', \tau)\) describes the probability amplitude of finding the system with one particle less with spin projection \(\sigma'\) at time \(\tau'\) occupying orbital \(j\) if one particle with spin projection \(\sigma\) was removed at time \(\tau\) from the orbital \(i\).

Below we briefly describe the most important properties of Matsubara Green’s functions.

1. For time-independent Hamiltonians \(G_{i\sigma,j\sigma'}(\tau, \tau')\) depends only on time difference \(\tau - \tau'\) and not on \(\tau\) and \(\tau'\) independently. In such case we will simply write
$G_{ij,\sigma}(\tau)$, since the Hamiltonian does not depend on spin.

2. For $\tau > 0$ function $G_{ij,\sigma}(\tau)$ is antiperiodic in the following sense

$$G_{ij,\sigma}(\tau) = -G_{ij,\sigma}(\tau - \beta). \quad (1.54)$$

3. The Fourier series for $G_{ij,\sigma}(\tau)$ is given by

$$G_{ij,\sigma}(\tau) = \frac{1}{\beta} \sum_{n}^{\infty} G_{ij,\sigma}(i\omega_{n})e^{-i\omega_{n}\tau}. \quad (1.55)$$

Using the periodicity property illustrated above we find that only specific values of imaginary frequencies $i\omega_{n}$ are allowed:

$$\omega_{n} = (2n + 1)\pi/\beta \quad n = 0, 1, 2, \ldots \quad (1.56)$$

Imaginary frequency $i\omega_{n}$ for each $\omega_{n}$ satisfying Eq. 1.56 is denoted as Matsubara frequency and the set of all such points forms the so-called Matsubara frequency (or imaginary frequency) grid. It is important to note that the finite-temperature information is encoded into Matsubara frequencies through the inverse temperature $\beta = k_B/T$ i.e. the location of and spacing between the grid points.

Matsubara Green’s functions are related to the retarded real time and real frequency one-electron Green’s function introduced above by analytical continuation. There exist analytic function $G_{ij,\sigma}(z)$, where $z$ is a complex frequency argument in the upper half place such that it equals to $G_{ij,\sigma}(i\omega_{n})$ on the imaginary axis and $G_{ij,\sigma}(\omega)$ on the real axis. Matsubara Green’s functions are easier to compute and therefore an analytical continuation can be, at least in principle, used to obtain real frequency Green’s functions. The spectral representation of imaginary time Green’s function can be found similarly to that of real time one-electron Green’s function. The Fourier
transform of the imaginary time Green’s function is given by (for simplicity we consider time invariant systems, and orthogonal one-electron basis)

\[ G_{jj,\sigma}(i\omega_n) = \int_0^\beta G_{jj,\sigma}(\tau)e^{i\omega_n\tau}d\tau. \] (1.57)

For the \( \tau > 0 \) case we can expand the definition of the imaginary-time Green’s function as follows

\[ G_{jj,\sigma}(\tau > 0) = -Z^{-1}\text{Tr}\left[ e^{-\beta\bar{H}} e^{\bar{H}\tau/h}\hat{c}_{j\sigma} e^{-\bar{H}\tau/h}\hat{c}_{j\sigma}^\dagger \right] \]

\[ = -Z^{-1} \sum_{nm} \langle n| e^{-\beta\bar{H}} e^{\bar{H}\tau/h}\hat{c}_{j\sigma} |m\rangle \langle n| e^{-\bar{H}\tau/h}\hat{c}_{j\sigma}^\dagger |n\rangle \]

\[ = -Z^{-1} \sum_{nm} e^{-\beta E_n} e^{-(E_m-E_n)\tau/h} \left| \langle m|\hat{c}_{j\sigma}^\dagger |n\rangle \right|^2 \]

\[ = \int_{-\infty}^\infty \frac{d\epsilon}{2\pi} P_{jj,\sigma}(\epsilon)e^{-\epsilon\tau}, \] (1.58)

where

\[ P_{jj,\sigma}(\epsilon) = -2\pi Z^{-1} \sum_{nm} e^{-\beta E_n} \left| \langle m|\hat{c}_{j\sigma}^\dagger |n\rangle \right|^2 \delta \left( \epsilon - (E_m - E_n) \right). \] (1.59)

After integration over imaginary time domain given by a finite interval \([0, \beta]\) Eq. 1.57 becomes

\[ G_{jj,\sigma}(i\omega_n) = \int_{-\infty}^\infty \frac{d\epsilon}{2\pi i\omega_n - \epsilon}, \] (1.60)

where \( A_{jj,\sigma}(\epsilon) = -P_{jj,\sigma}(\epsilon)(1 + e^{-\beta\epsilon}) \). The one-electron retarded Green’s function Eq. 1.51 looks fairly similar to Eq. 1.60. To establish connection between these two Green’s functions we assume that \( G_{jj,\sigma}(i\omega_n) \) is known for the upper half of the imaginary axis i.e. for all positive Matsubara frequencies \( i\omega_n \) and consider the following function

\[ G_{jj,\sigma}(z) = \int_{-\infty}^\infty \frac{d\epsilon}{2\pi} \frac{A_{jj,\sigma}(\epsilon)}{z - \epsilon}, \] (1.61)

which is analytic everywhere except for \( z = \epsilon \) i.e. real axis. From Eqs. 1.51, 1.60
and 1.61 it follows that

$$G^R_{jj,\sigma}(\omega) = G_{jj,\sigma}(z = \omega + i0^+) \quad \text{and} \quad G_{jj,\sigma}(i\omega_n) = G_{jj,\sigma}(z = i\omega_n) \quad (1.62)$$

where we explicitly state that $\lim_{\zeta \to 0}$ is approached from the $0^+$ side. Equation 1.62 suggests that provided $G_{jj,\sigma}(z)$ is known both $G^R_{jj,\sigma}(\omega)$ and $G_{jj,\sigma}(i\omega_n)$ can be found, at least formally. Since $G_{jj,\sigma}(z)$ is known on the set of point in the complex plane and in order to obtain $G_{jj,\sigma}(z)$ everywhere else in the complex plane analytical continuation is needed. In short, the one-electron retarded Green’s function can be obtained by

$$G^R_{jj,\sigma}(\omega) = G_{jj,\sigma}(i\omega_n)|_{\omega_n \to \omega + i0^+}. \quad \text{Although there is no robust algorithm for doing so the idea comes down to replacing } i\omega_n \text{ with } z. \text{ If the resulting function is analytic in the upper-half plane then it is } G_{jj,\sigma}(z) \text{ and } G^R_{jj,\sigma}(\omega) \text{ can be obtained by replacing } z \text{ with } \omega + i0^+.$$

Matsubara Green’s function can be used to calculate the thermodynamic equilibrium properties of the system. For example, the ensemble average of a general one-electron operator $\hat{O}_1$ is given by

$$\langle \hat{O}_1 \rangle = \sum_{ij} \sum_{\sigma \sigma'} \int \! dr \phi_i^*(r)O(r)\phi_j(x)\langle \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma'} \rangle = \sum_{ij} \sum_{\sigma \sigma'} O_{ij} \langle \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma'} \rangle$$

$$= \lim_{\tau \to \tau^+} \sum_{ij} \sum_{\sigma \sigma'} O_{ij} \langle \hat{c}_{i\sigma}^\dagger(\tau)\hat{c}_{j\sigma'}(\tau^+) \rangle$$

$$= - \lim_{\tau \to \tau^+} \sum_{ij} \sum_{\sigma \sigma'} O_{ij} G_{j\sigma',i\sigma}(\tau^+, \tau), \quad (1.63)$$

where $\tau^+ = \tau + 0^+$ denotes the time infinitesimally later than $\tau$. For instance, the ensemble average of the kinetic energy is given by

$$\langle T \rangle = - \lim_{\tau \to \tau^+} \sum_{ij} \sum_{\sigma} t_{ij} G_{j\sigma,i\sigma}(\tau^+, \tau), \quad (1.64)$$
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where

\[ t_{ij} = \int d\mathbf{r} \phi_i^*(\mathbf{r}) \left( -\frac{1}{2} \nabla_r^2 \right) \phi_j(\mathbf{r}). \]  

Similarly we can obtain the ensemble average of electron-electron interaction energy [7, 10].

We have shown that at finite temperature the grand canonical ensemble averages of one-electron operators and electron-electron interaction operator can be conveniently calculated using Matsubara Green’s function. The usefulness of Matsubara formalism goes beyond that and provides a way to calculating system’s static thermodynamic properties such as Gibbs and Helmholtz free energies, electronic entropy, internal energy and forces. In order to understand how these properties can be calculated we need to introduce a very important quantity—the self-energy, which contains all the information about static and dynamical electronic correlation in the system, and will be discussed in more detail in the next section.

1.2 Electronic correlation

1.2.1 Electronic correlation in wave-function methods

In order to successfully develop methods capable of treating electron-electron correlation it is very important to have a clear understanding of the nature of this phenomenon. In this section we briefly discuss electronic correlation from a general point of view and in the next section we will explain how it can be accounted for in the Green’s function methods. The term “electronic correlation” appeared first in the work of Eugene Wigner and Frederick Seitz [12, 13]. They studied the electronic structure and cohesive energy of metals and discussed what nowadays is known as the “correlation energy” and the “Fermi correlation”. Former, as was mentioned earlier (Eq. 1.20) [14] is the difference between exact nonrelativistic energy and Hartree–Fock energy while latter
comes about from the antisymmetry property of the wave function and is built into the Slater determinant. The correlation energy of an atom or molecule is usually approximately only 1% of the total energy. This seemingly small fraction of the total energy becomes however important when energy differences instead of total energies are of interest, for instance in the studies of binding process.

We begin our discussion by considering electron-electron correlation in statistical sense. The motion of two particles is said to be statistically uncorrelated if the pair probability distribution function $P_{12}(\mathbf{x}_1, \mathbf{x}_2)$ can be written as a product of two independent distribution functions for individual particles [15]

$$P_{12}(\mathbf{x}_1, \mathbf{x}_2) = P_1(\mathbf{x}_1)P_2(\mathbf{x}_2).$$  \hspace{1cm} (1.66)

The conditional electron density $P_{12}(\mathbf{x}_1|\mathbf{x}_2) = P_{12}(\mathbf{x}_1, \mathbf{x}_2)/P_2(\mathbf{x}_2)$, which is the probability distribution function for particle 1 when particle 2 is at $\mathbf{x}_2$, in the case of two uncorrelated particles becomes simply

$$P_{12}(\mathbf{x}_1|\mathbf{x}_2) = P_1(\mathbf{x}_1),$$  \hspace{1cm} (1.67)

emphasizing the uncorrelated nature of the two particles. Whenever Eqs. 1.66 and 1.67 do not hold the particles are said to be statistically correlated. For indistinguishable particles such as electrons $P_1(\mathbf{x}_1)$ and $P_{12}(\mathbf{x}_1|\mathbf{x}_2)$ are connected to the electron density $\rho(\mathbf{x})$ and the diagonal part of the two-electron reduced density matrix called two-electron density $\gamma(\mathbf{x}_1, \mathbf{x}_2) = \gamma(\mathbf{x}_1, \mathbf{x}_2; \mathbf{x}_1', \mathbf{x}_2')$ as follows

$$P_1(\mathbf{x}) = P_2(\mathbf{x}) = \frac{\rho(\mathbf{x})}{n},$$

$$P_{12}(\mathbf{x}_1, \mathbf{x}_2) = \frac{1}{n(n-1)}\gamma(\mathbf{x}_1, \mathbf{x}_2).$$  \hspace{1cm} (1.68)

The two-electron density can be partitioned into an uncorrelated density-dependent
part and a part that describes all the correlation effects

\[ \gamma(x_1, x_2) = \rho(x_1)\rho(x_2) + \gamma^{corr}(x_1, x_2). \]  

(1.69)

Therefore, if two electrons are independent we obtain [16]

\[ \gamma(x_1, x_2) = \frac{n - 1}{n} \rho(x_1)\rho(x_2). \]  

(1.70)

In practice \( \gamma(x_1, x_2) \) is always smaller than given by Eq. 1.70 when two electrons are close and larger when they are far apart. This illustrates the tendency of electrons to avoid each other. There are several reasons for such behavior. In what follows we consider two most important of them: Pauli principle and Coulomb repulsion. The Pauli principle i.e. the antisymmetry of the wave function, with respect to interchange of any pair of electrons comes from indistinguishable nature of electrons obeying the Fermi statistics. This the origin of so-called Fermi correlation also known as exchange. It reduces the probability of like-spin electrons to be close in space. In fact \( \gamma_2(x_1, x_1) = 0 \) manifesting that the probability of finding two electrons with the same spin at the same point in space is zero. This is known as exchange hole [17, 18]. It surrounds every electron and no other electron with the same spin can penetrate it. This hole is a direct consequence of the antisymmetry of the wave function and has nothing to do with the electron-electron repulsion which is due to electrostatics. The latter is the origin of a so-called Coulomb correlation. It reduces the probability of two electrons being found in the same region of space due to their mutual repulsion. Since the Hartree–Fock wave function accounts for the Fermi correlation, the Coulomb hole [18, 19] can be defined as the difference between exact hole \( \rho^{XC}_{\text{hole}}(x_1|x_2) \) and Hartree–Fock hole \( \rho^{HF}_{\text{hole}}(x_1|x_2) \)

\[ \rho^{C}_{\text{hole}}(x_1|x_2) = \rho^{XC}_{\text{hole}}(x_1|x_2) - \rho^{HF}_{\text{hole}}(x_1|x_2), \]  

(1.71)
where the exact hole includes effects of exchange and correlation and defined as

$$\rho_{\text{hole}}^{XC}(x_1|x_2) = \gamma_{(1)}^{\text{corr}}(x_1, x_2) \rho(x_2) \quad (1.72)$$

and the Hartree–Fock hole is calculated from the Hartree–Fock two-electron density

$$\rho_{\text{hole}}^{HF}(x_1|x_2) = \gamma_{(1)}^{HF}(x_1, x_2) \rho(x_2). \quad (1.73)$$

Coulomb hole describes the correlation between electrons of unlike spin. It is not as deep as Fermi hole and has a cusp [20, 21] i.e. the discontinuity in its first derivative. In the Hartree–Fock theory the molecular orbitals are optimized by minimization of the total energy with the Slater determinant which corresponds to a particular distribution of electrons. It is a mean-field theory in the sense that the Coulomb repulsion between electrons is taken care of via an effective one-particle potential. One systematic way of improving the description of Coulomb correlation over the single-determinant picture is to expand the wave function as a linear combinations of Slater determinants. Such expansion determines the so-called configuration interaction (CI) wave function

$$\Psi^{CI} = \sum_j c_j |\Phi_j\rangle, \quad (1.74)$$

where each determinant corresponds to a particular distribution of electrons. This is the wave function perspective on dynamical correlation. Another type of correlation is called static. It arises from the degeneracies of several Slater determinants i.e. when more than one Slater determinant contributes significantly to the ground state and, therefore, all such configurations must to be included in order to obtain a correct description of the system. Most prominent example is the bond breaking process, accurate description of which requires at least two configurations to be included.

There exist a plethora of the wave-function methods capable of addressing either
static or dynamic correlation or both. Here, we focus on the Green’s function methods and, therefore, in what follows we discuss how Matsubara Green’s functions can be used to construct a theory amenable of, at least in principle, describing electron-electron correlation exactly.

1.2.2 Electronic correlation in Green’s function methods

In the presence of electron-electron interactions the solution of Schrödinger equation becomes extremely complicated problem. Since the calculation of one-electron Green’s function requires the full solution of Schrödinger equation there is no apparent advantage of employing one-electron Green’s function formalism. However as we will show in this section it is possible to obtain a fully interacting one-electron Green’s function without explicit knowledge of all eigenstates of the Hamiltonian.

A general time-independent Hamiltonian can be written in the following form

\[ \tilde{H} = \tilde{H}_0 - \mu \tilde{n} + \tilde{V}, \]  

where \( \tilde{H}_0 \) is the zero-order or noninteracting Hamiltonian and \( \tilde{V} \) is the electron-electron interaction term. Let’s now define an imaginary time interaction picture operator \( A(\tau) \) as

\[ A(\tau) = e^{\tilde{H}_0 \tau / \hbar} \tilde{A} e^{-\tilde{H}_0 \tau / \hbar}, \]  

where in order to distinguish interaction picture operators from Heisenberg picture operators the former will not be capped. The imaginary time Green’s function defined in terms of Heisenberg picture electron creation and annihilation operators was given by Eq. 1.52. Let’s now consider the following product of two Heisenberg picture operators

\[ \hat{c}(\tau) \hat{c}^\dagger(\tau') = e^{\tilde{H}_0 \tau / \hbar} e^{-\tilde{H}_0 \tau' / \hbar} c(\tau) e^{\tilde{H}_0 \tau / \hbar} e^{-\tilde{H}(\tau - \tau') / \hbar} c(\tau') e^{\tilde{H}_0 \tau' / \hbar} e^{-\tilde{H}_0 \tau / \hbar} \]

\[ = \hat{U}(0, \tau) c(\tau) \hat{U}(\tau, \tau') c(\tau') e^{\tilde{H}_0 \tau' / \hbar} \]

\[ = \hat{U}(0, \tau) c(\tau) \hat{U}(\tau, \tau') c(\tau') \hat{U}(\tau', 0), \]  

(1.77)
where the imaginary time interaction picture $U$ operator is defined as

$$ U(\tau, \tau') = e^{iH_0/\hbar} e^{-i(\tau-\tau')/\hbar} e^{iH_0\tau'/\hbar}. \tag{1.78} $$

The equation of motion of $U(\tau, \tau')$ is given by

$$ \frac{\partial}{\partial \tau} U(\tau, \tau') = -V(\tau)U(\tau, \tau'). \tag{1.79} $$

where $V$ is the interaction operator in the imaginary time interaction picture representation $V(\tau) = e^{iH_0/\hbar} \hat{V} e^{-iH_0/\hbar}$. Equation 1.79 can be solved by integrating both sides iteratively. The final expression for $U(\tau, \tau')$ can be written in terms of infinite expansion [7–9]

$$ U(\tau, \tau') = \sum_{m=0}^{\infty} \frac{1}{m!} \left( -\frac{1}{\hbar} \right)^m \int_{\tau'}^{\tau} d\tau_1 \cdots \int_{\tau'}^{\tau} d\tau_m \mathcal{T} [V(\tau_1) \cdots V(\tau_m)], \tag{1.80} $$

where the time-ordering operator $\mathcal{T}$ rearranges $V(\tau_1), \ldots, V(\tau_m)$ in order of increasing time from right to left.

In order to obtain expression for Matsubara Green’s function in terms of operator $U(\tau, \tau')$ we first insert $\tau = \beta$ and $\tau' = 0$ into Eq. 1.78

$$ U(\beta, 0) = e^{iH_0/\hbar} e^{-iH} \tag{1.81} $$

from which we obtain $e^{-iH} = e^{-iH_0} U(\beta, 0)$ and use this exponential factor in the definition of the Matsubara Green’s function

$$ G_{ij, \sigma}(\tau) = -\langle c_{i\sigma}(\tau) c_{j\sigma}^\dagger(0) \rangle = -Z^{-1} \text{Tr} \left[ e^{-iH} \mathcal{T} c_{i\sigma}(\tau) c_{j\sigma}^\dagger(0) \right] $$

$$ = -Z^{-1} \text{Tr} \left[ e^{-iH_0} U(\beta, 0) \mathcal{T} c_{i\sigma}(\tau) c_{j\sigma}^\dagger(0) \right] $$

$$ = -Z^{-1} \text{Tr} \left[ e^{-iH_0} \hat{U}(\beta, 0) \mathcal{T} U(0, \tau) c_{i\sigma}(\tau) U(\tau, 0) c_{j\sigma}^\dagger(0) \right]. \tag{1.82} $$
for $\tau > 0$ action of $\mathcal{T}$ on the string of operators in Eq. 1.82 results in the following
\[
\hat{U}(\beta, 0)\mathcal{T}U(0, \tau)c_{i\sigma}(\tau)U(\tau, 0)c_{j\sigma}^{\dagger}(0) = U(\beta, \tau)c_{i\sigma}(\tau)U(\tau, 0)c_{j\sigma}^{\dagger}(0),
\] (1.83)

where $U(\beta, \tau) = U(\beta, 0)U(0, \tau)$, which is easy to proof following the definition of $U$. Thus $G_{ij,\sigma}(\tau > 0)$ may be written as
\[
G_{ij,\sigma}(\tau > 0) = -Z^{-1}\text{Tr}\left[e^{-\beta\bar{H}}\mathcal{T}U(\beta, 0)c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)\right].
\] (1.84)

Similar consideration of $\tau < 0$ case gives the following expression for the Green’s function
\[
G_{ij,\sigma}(\tau < 0) = -Z^{-1}\text{Tr}\left[e^{-\beta\bar{H}}\mathcal{T}U(\beta, 0)c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)\right].
\] (1.85)

which is identical to Eq. 1.84. Therefore, the imaginary time Green’s function written in terms of interaction picture operators becomes
\[
G_{ij,\sigma}(\tau) = -Z^{-1}\text{Tr}\left[e^{-\beta\bar{H}}\mathcal{T}U(\beta, 0)c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)\right].
\] (1.86)

It remains to write the grand partition function $Z$ in terms of the operator $U$
\[
Z = \text{Tr}\left[e^{-\beta\bar{H}}\right] = \text{Tr}\left[e^{-\beta\bar{H}_0}e^{\beta\bar{H}}\right] = \text{Tr}\left[e^{-\beta\bar{H}_0}U(\beta, 0)\right].
\] (1.87)

Finally we can write the following expression for the Green’s function
\[
G_{ij,\sigma}(\tau) = -\frac{\text{Tr}\left[e^{-\beta\bar{H}_0}\mathcal{T}U(\beta, 0)c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)\right]}{\text{Tr}\left[e^{-\beta\bar{H}_0}U(\beta, 0)\right]},
\] (1.88)

and dividing the numerator and denominator by $Z_0 = \text{Tr}\left[e^{-\beta\bar{H}_0}\right]$ we obtain the following result
\[
G_{ij,\sigma}(\tau) = -\frac{\langle \mathcal{T}U(\beta, 0)c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)\rangle_0}{\langle U(\beta, 0)\rangle_0},
\] (1.89)
where $\langle \ldots \rangle_0 = \text{Tr} [e^{-\beta \hat{H}_0} \ldots] / \text{Tr} [e^{-\beta \hat{H}_0}]$ denotes the ensemble average over the non-interacting system. The product of two fermionic operators $c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)$ can be interchanged with $U(\beta, 0)$ without changing the overall sign because operators in $U(\beta, 0)$ are bosonic. Using Eq. 1.80 we finally obtain a very important result

$$G_{ij,\sigma}(\tau) = -\sum_{m=0}^{\infty} \frac{1}{m!} \frac{1}{\hbar}^m \langle \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_n T c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)V(\tau_1)\cdots V(\tau_m) \rangle_0. \quad (1.90)$$

This expression is remarkable in the sense that it gives the prescription to calculate exact imaginary time Green’s function $G_{ij,\sigma}(\tau)$ in terms of ensemble average over non-interacting system, which can be obtained using Wick’s theorem. It states that the ensemble average over a noninteracting system of the time-ordered product of interaction picture operators is equal to the sum over all possible contracted pairs of operators [7, 22]

$$\langle \mathcal{T} [ABCD \ldots] \rangle_0 = ABCD \ldots + ABCD \ldots + ABCD \ldots + \ldots, \quad (1.91)$$

where the contraction of two interaction picture operators $A$ and $B$ is defined as

$$\overline{AB} = \langle \mathcal{T} AB \rangle_0 = \frac{\text{Tr} [e^{-\beta \hat{H}_0} AB]}{\text{Tr} [e^{-\beta \hat{H}_0}]}. \quad (1.92)$$

Expansion of Eq. 1.90 to order $m$ leads to complicated algebraic expression. This expression contains integrals over all intermediate imaginary time variables and the sum over all intermediate orbital and spin indices. For example, let us obtain all expressions resulting from expanding the denominator of Eq. 1.90 to the first order in the electron-electron interaction

$$\mathcal{N} = \int_0^\beta d\tau_1 \langle \mathcal{T} c_{i\sigma}(\tau)c_{j\sigma}^{\dagger}(0)V(\tau_1) \rangle_0 \quad (1.93)$$

29
where the electron-electron interaction operator in imaginary-time interaction picture

\[
V(\tau_1) = \frac{1}{2} \sum_{klmn} \sum_{\mu\mu'} v_{klmn,\mu\mu'} c_{klmn,\mu}(\tau_1) c_{lpmn,\mu'}(\tau_1) c_{n\mu}(\tau_1) c_{m\mu}(\tau_1).
\]  

(1.94)

Now consider the following ensemble average over noninteracting system

\[
\langle T c_i^{\sigma} (\tau) c_j^{\sigma'} (0) c_k^{\mu} (\tau_1) c_l^{\mu'} (\tau_1) c_m^{\mu} (\tau_1) c_n^{\mu'} (\tau_1) \rangle_0 =
+
G_{ij,\sigma}^0 (\tau) G_{nk,\mu}^0 (0) G_{ml,\mu'}^0 (0) \delta_{\mu\mu'}
-
G_{ij,\sigma}^0 (\tau) G_{mk,\mu}^0 (0) G_{nl,\mu'}^0 (0)
-
G_{ik,\sigma}^0 (\tau - \tau_1) G_{nj,\mu'}^0 (\tau_1) G_{ml,\mu}^0 (0) \delta_{\sigma\mu}\delta_{\sigma\mu'}
+
G_{ik,\sigma}^0 (\tau - \tau_1) G_{mj,\mu}^0 (\tau_1) G_{nl,\mu}^0 (0) \delta_{\sigma\mu}
+
G_{il,\sigma}^0 (\tau - \tau_1) G_{nj,\mu'}^0 (\tau_1) G_{mk,\mu}^0 (0) \delta_{\sigma\mu'}
-
G_{il,\sigma}^0 (\tau - \tau_1) G_{mj,\mu}^0 (\tau_1) G_{nk,\mu'}^0 (0) \delta_{\sigma\mu'}\delta_{\sigma\mu}\delta_{\mu\mu'}.
\]  

(1.95)

where Wick’s theorem Eq. 1.91 as well as the definition of the noninteracting Green’s function \( G_{ij,\sigma}^0 (\tau) = -\langle T c_i^{\sigma} \rangle_0 \) was used. There are six expressions at the first order and the number of terms grows very fast with the perturbation order. In order to simplify the treatment of finite-order perturbation theory Richard Feynman introduced a graphical representation of the Green’s function as a sum of diagrams [7–10, 23–27]. Each diagram contains series of noninteracting Green’s function lines and electron-electron interaction terms and can be connected or disconnected. A connected diagram is the one in which every internal point is connected via a series of connected lines to the external points. For instance, first term in Eq. 1.95 corresponds to the diagram “c” shown in Fig. 1.1 and is an example of a disconnected diagram. Third and fourth terms in Eq. 1.95 are identical to fifth and sixth terms and are illustrated by diagrams “b” and “a”, respectively. Equation 1.95 was obtained by expanding the numerator of Eq. 1.90 to the first order. The purpose of the denominator in Eq. 1.90
Figure 1.1: Two connected first-order Green’s function Feynman diagrams: Hartree (a) and exchange (b) and one disconnected first-order diagram that does not contribute to the perturbative expansion. $G_{ij,\sigma}^0(\tau)$ is shown by black solid lines. Electron-electron interaction $v_{klmn}$ is shown by a red wavy line.

is to cancel all disconnected diagrams [7, 9, 10]. Therefore, not all diagrams eventually contribute to the expression for the Green’s function. Only connected and topologically nonequivalent diagrams have to be considered. There are only two such diagrams at the first order perturbation. The diagram “a” in Fig. 1.1 is called direct or Hartree and the diagram “b” is called exchange diagram. Diagrams can be drawn in terms of both imaginary time and imaginary frequency Green’s function and constitute a powerful tool of the many-body theory. The detailed description of diagrammatic techniques can be found in several books (e.g. Ref. [7, 9, 27]).

Every connected diagram in the perturbation expansion for the Green’s function contains two external Green’s function lines at its ends (see e.g. Fig. 1.1). Therefore, every diagram translated into algebraic form is given by the following expression in the frequency domain

$$G_\sigma(i\omega_n) = G_\sigma^0(i\omega_n) + G_\sigma^0(i\omega_n)\Sigma_\sigma(i\omega_n)G_\sigma^0(i\omega_n)$$

$$+ G_\sigma^0(i\omega_n)\Sigma_\sigma(i\omega_n)G_\sigma^0(i\omega_n)\Sigma_\sigma(i\omega_n)G_\sigma^0(i\omega_n) + \ldots$$

$$= G_\sigma^0(i\omega_n) + G_\sigma^0(i\omega_n)\Sigma_\sigma(i\omega_n)G_\sigma(i\omega_n), \quad (1.96)$$
where $\Sigma_\sigma(\omega_n)$ is called the one-electron self-energy. Some of the self-energy diagrams can be separated into two pieces by cutting a single Green’s function lines. These diagrams are called reducible, as opposed to the self-energy diagrams that cannot be separated into two parts by cutting a single Green’s function line. Latter are called proper or irreducible self-energy. Equation 1.96 is called Dyson equation, named after Freeman Dyson [28, 29]. It connects a noninteracting Green’s function with the interacting one through the self-energy. The exact representation of interacting Green’s function can be obtained by solving Dyson equation for it

$$G_\sigma(i\omega_n) = \left[\left[G^0_\sigma(i\omega_n)\right]^{-1} - \Sigma_\sigma(i\omega_n)\right]^{-1}. \quad (1.97)$$

The self-energy can be understood as effective potential which incorporates all the electron-electron correlation effects in the system at single-particle level. It is connected to the concept of quasi-particle as follows. When a real particle propagates through the system it interacts with the environment and thus becomes surrounded by a “cloud”. The real particle together with its cloud forms a quasi-particle. Quasi-particles are also called elementary excitations of the system [30–32]. This cloud serves as a screen weakening the interaction between real particles. The quasi-particles have finite lifetime and effective mass. These properties are observed experimentally. The self-energy represents the difference between energy of a free particle and energy of a quasi-particle created from the same particle. The exact self-energy is as difficult to obtain as the exact Green’s function. However, similarly to the perturbation series for the Green’s function, there exist perturbation series for the self-energy. A variety of different approaches are based on either truncation of the series at a finite order or summation of a specific types of the self-energy Feynman diagrams to infinity.
1.3 Hubbard model

The Hubbard model is the most famous model used in condensed matter physics calculations to describe the metal to insulator phase transition caused by electronic degrees of freedom. It was proposed in 1963 by British physicist John Hubbard [33, 34]. The model describes interacting particles in a lattice. The Hubbard Hamiltonian consists of two terms

\[ \hat{H} = -t \sum_{\langle i,j \rangle \sigma} (\hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + \hat{c}_{j\sigma}^\dagger \hat{c}_{i\sigma}) + U \sum_{i=1} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}, \]

where \( \langle i, j \rangle \) means that the summation is performed over nearest-neighboring lattice sites only and \( \hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} \) is the spin-density operator. The first term is the kinetic energy. It describes the “hopping” of a particle between lattice sites. It is restricted to nearest-neighbour lattice sites and a positive real number \( t \) gives the amplitude of the hopping process. The second term is the on-site electron-electron repulsion described by interaction strength \( U \). It represents the potential energy of electron-electron interaction and is limited to on-site interactions only. The interplay between \( t \) and \( U \) is responsible for emergence of a Mott insulator phase when \( U \) dominates over “hopping” amplitude \( t \) either because electron-electron interaction is strong, corresponding to large \( U \) or in the limit of infinite spacing between lattice sites corresponding to small hopping amplitude \( t \). Consequently, the Hubbard model predicted the transition from metal to insulator in certain metal oxides. The one-dimensional Hubbard model was solved analytically by Elliot Lieb [35] in 1968 but the exact solution in arbitrary dimensions has not been obtained yet and currently is an active area of research.

1.4 Anderson impurity model

In 1961 Philip Anderson, based on earlier work of Jacques Friedel (e.g. Ref. [36, 37]), proposed the single-impurity model Hamiltonian [38] describing the interplay
of charge and spin fluctuations of an impurity immersed into an environment. For example, it is used to describe $d$ and $f$ electrons of a transition metal embedded into the environment created by other (conduction) electrons. The interaction of impurity electrons with conduction electrons causes an interesting physics. Anderson impurity model was successfully used to explain a variety of experimental observations including famous Kondo-type problems [39, 40], for instance heavy fermion systems and Kondo insulators. The Anderson impurity Hamiltonian consists of several terms: a single-site impurity part described by the operators $\hat{c}_\sigma$ and $\hat{c}_\sigma^\dagger$ and an environment or “bath”, described by operators $\hat{a}_{i\sigma}$ and $\hat{a}_{i\sigma}^\dagger$:

$$\hat{H}_{AIM} = \hat{H}_{imp} + \hat{H}_{bath} + \hat{H}_{coupling}, \quad (1.99)$$

$$\hat{H}_{imp} = \sum_\sigma \epsilon \hat{c}_\sigma^\dagger \hat{c}_\sigma + U \hat{n}_\uparrow \hat{n}_\downarrow, \quad (1.100)$$

$$\hat{H}_{bath} = \sum_{\langle ij \rangle \sigma} t_{ij} \hat{a}_{i\sigma}^\dagger \hat{a}_{j\sigma}, \quad (1.101)$$

$$\hat{H}_{coupling} = \sum_{i\sigma} \left( V_i \hat{c}_\sigma^\dagger \hat{a}_{i\sigma} + V_i^* \hat{c}_\sigma \hat{a}_{i\sigma}^\dagger \right), \quad (1.102)$$

where $\hat{H}_{imp}$ is the pure impurity Hamiltonian, $\hat{H}_{bath}$ is the pure bath Hamiltonian and $\hat{H}_{coupling}$ is the coupling between impurity and bath with $V_i$ being the hybridization term between impurity and bath orbital $i$. It allows the electrons to hop between impurity site and bath orbitals. The solution of the Anderson impurity model i.e. the correlated Matsubara Green’s function or the self-energy can be obtained with the help of so-called quantum impurity solvers [41–46]. In 1989 Walter Metzner and Dieter Vollhardt [47] showed that in the limit of infinite dimensions the generally intractable lattice problem described, for instance, by the Hubbard model can be mapped into a single-site (local) problem described by the Anderson impurity Hamiltonian. This significant milestone of the history of condensed matter physics has opened up a way to practical studies of strongly correlated systems with the dynamical mean-field the-
ory [43, 48, 49] (DMFT)—a non-perturbative and thermodynamically consistent approximation scheme for finite-dimensional systems. It was quickly realized that DMFT is a powerful tool for investigations of electronic structure of realistic materials [50–54]. DMFT continues to attract attention as its cluster extensions become available [49, 55–57].

1.5 Luttinger–Ward functional and thermodynamics

In this section we explore connections between static properties which describe the thermodynamics of the system and dynamical quantities which describe one-electron properties of the system. The thermodynamics of an open system is described by a thermodynamical grand potential

$$\Omega = E - TS - \mu n,$$

(1.103)

where $S$ is the entropy, $E$ is the internal energy, $\mu$ is the chemical potential, and $n$ is the total number of particles in the system. In 1960 Joaquin Luttinger and John Ward found a connection between the grand potential $\Omega$ and exact Matsubara Green’s function $G = G(i\omega_n)$, the self-energy $\Sigma = \Sigma(i\omega_n)$ [9, 10, 26, 58]

$$\Omega = \frac{1}{\beta} \left[ \Phi_{LW} - \text{Tr} \left( \Sigma G + \ln \left( \Sigma - G_0^{-1} \right) \right) \right],$$

(1.104)

where $G_0$ is the reference Green’s function typically corresponding to the noninteracting Green’s function and $\Phi_{LW}$ is the Luttinger–Ward functional [58]. It is a scalar functional of a Green’s function. The Luttinger–Ward functional is defined diagrammatically as the sum of all closed, irreducible diagrams of one-electron Green’s functions.
Figure 1.2: $\Phi_{LW}$ diagrams for up to the second order in electron-electron interactions (red line). One-electron Green’s functions are shown by black solid lines.

and electron-electron interaction or, algebraically, by the following expression

$$\Phi_{LW} = \sum_{m=1}^{\infty} \frac{1}{2m} \left( \sum_n \Sigma^{(m)}(i\omega_n)G(i\omega_n) \right). \quad (1.105)$$

where $\Sigma^{(m)}(i\omega_n)$ is a self-energy containing all irreducible and topologically inequivalent diagrams of order $m$. For example, Feynman diagrams for the $\Phi_{LW}$ up to the second order are shown in Fig. 1.2. The Luttinger–Ward functional does not have a direct physical meaning but nonetheless is quite useful. It is symmetric under infinitesimal variation of the Green’s function. These properties ensure the conservation of momentum, energy and total number of particles in the system. The functional derivative of the Luttinger–Ward functional with respect to the Matsubara Green’s function is the ($\Phi$-derivable) self-energy

$$\Sigma_{ji}[G] = \beta \frac{\delta\Phi_{LW}[G]}{\delta G_{ij}}. \quad (1.106)$$

It defines the functional $\Sigma_{ij}[G]$ which gives the exact self-energy of the system if the exact Green’s function is used. Correspondingly a self-energy which is not a functional derivative of Luttinger–Ward functional with respect to the one-electron Green’s function is called non-$\Phi$-derivable. Diagrammatically taking functional derivatives corresponds to “opening” any of the Green’s function lines of a $\Phi_{LW}$ diagram. For example, the first and second-order self-energy diagrams obtained by functional differentiation the $\Phi_{LW}[G]$ diagrammatically shown in Fig. 1.2 are illustrated in Fig. 1.3. $\Phi$-derivability is a key property of the self-energy. For instance, $\Phi$-derivable self-energies satisfy some important relations e.g. $\Sigma_{ij}(\tau) = -\Sigma_{ij}(\tau - \beta)$. Secondly, approximations
based on such self-energies satisfy the conservation laws. In 1961 Gordon Baym and Leo Kadanoff [59] showed a very important result that any diagrammatic truncation of the Luttinger–Ward functional obeys the conservation laws. Not only the finite-order perturbation theory, based on such truncation, but also other approximations such as fully self-consistent GW [60] approach or DMFT are also Φ-derivable.

The functional Φ[G] is universal since it is completely determined by the interaction part of the Hamiltonian. This means that for two systems with the same electron-electron interaction $\hat{V}_{ee}$ but different one-electron properties (e.g. kinetic energy, and electron-nuclei interaction energy) the functional Φ[G] is identically the same. Consequently for a noninteracting system $\Phi[G_0] = 0$.

The grand potential is a functional of a Green’s function $\Omega[G]$ (or, equivalently a functional of a self-energy). If one-electron Green’s function is a self-consistent solution of the Dyson equation then $\Omega$ is the total energy of a system and its functional derivative with respect to the one-electron Green’s function vanishes

$$\frac{\delta \Omega[G]}{\delta G} = 0,$$

which means that it is stationary with respect to variations in the one-electron Green’s function $G$. This also guarantees the conservation e.g. of a total number of particles given by a negative derivative of the grand potential $\Omega$ with respect to the chemical potential $\mu$. However if the Dyson equation for $G$ is solved with the non-Φ-derivable self-energy, then the total number of particles is not necessarily conserved.
The grand potential is related to the partition function $Z$ as follows

$$\Omega = -\frac{1}{\beta} \ln Z \quad (1.108)$$

which allows to calculate all macroscopic equilibrium thermodynamic properties from the grand potential:

- **Helmholtz free energy**
  $$F = E - TS = \Omega + \mu N. \quad (1.109)$$

- **Gibbs free energy**
  $$G = E - TS + PV = \Omega + \mu N + PV. \quad (1.110)$$

- **Electronic entropy**
  $$S = \frac{E - \Omega - \mu N}{T}. \quad (1.111)$$

- **The internal energy** $E$ is given by the Galitskii-Migdal [61] formula
  $$E = \frac{1}{2} \text{Tr} [(h + F)\gamma_1] + \frac{2}{\beta} \sum_{n}^{\infty} \text{Re} [G(i\omega_n)\Sigma(i\omega_n)], \quad (1.112)$$

  where $\gamma_1$ is the one-electron reduced density matrix, $h$ is the one-electron Hamiltonian matrix and $F$ is the Fock matrix.

In summary, the Luttinger–Ward functional provides a basis for a variational principle connecting static thermodynamic properties of the system with the dynamic physical quantities.
1.6 Description and outline of the present work

Green’s function methods have a long history in condensed matter physics [9, 10, 26, 27]. The diagrammatic expansion for the self-energy or Green’s function have been explored in nearly every possible way with many successful methods ranging from approximate and computationally inexpensive to exact but almost impractical due to their prohibitive computational cost: GF2, GW, DMFT, FLEX and quantum Monte Carlo methods. Only very recently Green’s function methods begun to enter the field of computational quantum chemistry with the application of zero-temperature GW and random phase approximations to the calculation of total energies, properties of a weakly bound molecules, surface adsorption [62, 63], photoemission spectra [64], and optical spectra [65], to name just a few.

In the contrast to remarkable progress achieved in the development and application of zero-temperature Green’s function methods, the application of finite-temperature Green’s function methods are very rare in computational quantum chemistry. The complication arises from a broad energy scale of realistic systems and intricate interplay between kinetic and potential energy leading to strong correlation responsible for many interesting phenomena such as a huge change in the resistivity or unusually dramatic volume changes upon metal-insulator transition, unprecedentedly high transition temperatures, \(d\)-wave superconductivity, spin and charge ordered phases, rotational symmetry breaking states, and many more. Successful studies of these phenomena require new, robust, computationally efficient methods.

Chapter 2 presents a new Green’s function based embedding framework called the self-energy embedding theory (SEET). Its main idea is to embed a high-level description of a chemically active degrees of freedom into the secondary, inactive degrees of freedom, treated at a low-level method. We illustrate the application of this method to the Hubbard model.
Chapter 3 presents a theory and implementation of the open-shell second-order Green’s function method (GF2). We analyze the fractional charge and spin errors in GF2 and compare it to established quantum chemistry methods such as second-order Møller–Plesset theory (MP2), density functional theory and random phase approximation. We report an important benefit of iterative GF2 calculations in comparison to its non iterative wave function counterpart MP2.

In Chapter 4 we extend the SEET to the \textit{ab initio} Hamiltonians. We present several proof-of-principle applications of SEET to small molecules, discuss different partitioning schemes as well as provide comparison to other quantum chemistry methods. We illustrate that SEET yields results of comparable quality to most accurate quantum chemistry methods with the same active space. Additionally, we discuss the most important characteristics of SEET and show that it avoids many complications pertinent to many established quantum chemistry methods.

Chapters 5 and 6 present algorithmic developments paving the way for the applications of GF2 and SEET to large realistic systems. Chapter 5 illustrates an adaptation of the orthogonal polynomial representation of imaginary time Green’s function and self-energy to realistic systems. In Chapter 6 we employed a popular cubic spline interpolation technique to develop an efficient algorithm allowing to reduce the computational cost and storage associated with imaginary frequency quantities. We illustrate that using methods presented in Chapters 5 and 6 GF2 and SEET can be applied to systems considerably larger than Hubbard model or simple molecules.

Chapter 7 present a thorough discussion of SEET in the context of quantum chemistry. We focus our discussion on many practical aspects such as the choice of best orbital basis, impurity solver, and many steps necessary to reach chemical accuracy. Different approaches to selecting strongly correlated orbitals based on spatial or energy domain are compared. Finally, on a set of carefully chosen molecular examples, we demonstrate that SEET can be as accurate as established wave function quantum
chemistry methods.

In Chapter 8 a rigorous framework combining one-electron Green’s function theory and density functional theory based on a separation of electron-electron interaction into short-range and long-range components is presented. The local density approximation is applied to short-range interactions while the long-range contribution to the electron-electron interaction is treated by GF2. This results in a new, non-local, dynamic and orbital-dependent exchange-correlation functional of a one-electron Green’s function. We illustrate that this functional produces molecular properties similar to GF2. But, unlike standard GF2 calculations, the calculations employing the new functional benefit from faster basis set convergence. We also show that such range-separated hybrids can be used to scale down the self-energy, thereby providing an additional sparsity to the self-energy matrix.
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2.1 Introduction and general framework

The theoretical description of strongly correlated materials has proven to be challenging, mainly because many of their interesting properties are caused by the interplay of subtle electronic correlation effects on low energy scales. Since simultaneous treatment of both strong and weak correlations is of major importance for the quantitative description of these systems, two main conceptual approaches are used: the reduction to a few “relevant” degrees of freedom or essential orbitals around the Fermi level and the subsequent construction of a model system or, alternatively, the treatment of the entire system using methods which significantly approximate correlation effects.

The first approach, with methods including exact diagonalization (ED) [1–4] and its variants, [5, 6] density matrix renormalization group (DMRG), [7] dynamical mean field theory (DMFT) [8, 9] and lattice quantum Monte Carlo (QMC) [10] applied to model Hamiltonians, can yield very precise results for model systems. When applied to realistic systems, its main uncertainties and possible sources of errors lie in the
construction of the parameters of the effective model.


Multiscale methods for extended systems combining the best aspects of both approaches, e.g. by solving the system using DFT or GW and using the result to construct a model system, have been implemented as the GW+DMFT [19–32] and DFT+DMFT [22, 23] method.

Constructing a robust multiscale method is a formidable problem and an active field of research. First, different energy scales have to be defined and a set of strongly correlated orbitals requiring a higher level treatment has to be chosen. Second, the non-local Coulomb interactions present in realistic materials have to be included by a suitable choice of “screened” interactions. Third, correlations in the weakly correlated orbitals should not be completely neglected but rather be treated perturbatively, if a quantitative material-dependent description is desired.

In this Chapter, we present a general framework for a multiscale algorithm in which a self-energy describing strongly correlated orbitals is self-consistently embedded into the self-energy obtained from a method able to treat long-range interaction and correlation effects. We call this general framework “self-energy embedding theory” (SEET). A mathematically rigorous procedure for identifying the strongly correlated orbitals and systematically increasing the accuracy of the treatment of the weakly correlated orbitals is an integral part of our procedure. The strongly and the weakly correlated subspaces are treated using different methods. As an example, we will choose exact diagonalization (ED) to yield the self-energy for the strongly correlated orbitals and
the self-consistent second-order Green’s function method (GF2) [16] for the weakly
correlated part, and call the resulting algorithm SEET(ED-in-GF2). However, we note
that our scheme is general and independent of the algorithms used to treat the weakly
and strongly treated subspaces: ED could be replaced by, e.g., (CT)-QMC, while GF2
could be replaced with fluctuation exchange approximation (FLEX), GW, or the Par-
quet method.

Here we illustrate SEET(ED-in-GF2) and calibrate it using impurity problems,
since a method capable of treating multiscale problems such as realistic materials should
also yield accurate results for model systems. Impurity problems have a continuous
dispersion but only a finite number of interaction terms. Nevertheless, they exhibit
strongly and weakly correlated regimes and a number of phases and phase transitions
that are very well understood and for which numerically exact comparison algorithms
exist. [33] The restriction to these models allows us to provide the stringent tests on
the accuracy of SEET in a well-controlled test environment. In the future, we aim
to apply SEET to realistic materials, where it has the potential to become a method
complementary to GW+DMFT or DFT+DMFT.

In order to generate a wide range of correlated phases, we generate our impurity
parameters from a four-site dynamical cluster approximation (DCA) [9, 34] to the two-
dimensional (2D) Hubbard model, i.e. test our method as a “DCA impurity solver”,
so that our results can be compared against numerically exact CT-QMC data. [35, 36]
We emphasize that while we have developed a numerically efficient impurity solver,
we do not envisage this as the main use of SEET, and we mainly resort to impurity
models for the sake of generating comparisons to reliable known results.

SEET in the ED-in-GF2 variant is computationally affordable, as GF2 scales as
$O(N^5)$, where $N$ is the number of orbitals in a unit cell. Additionally, SEET is
amenable to parallelization on large machines. The scaling of GF2 can be further
reduced to $O(N^4)$ by employing density fitted integrals, [16] and the strongly cor-
related orbitals can be treated by ED as pairs, further reducing the numerical cost. Consequently, large systems containing many unit cells or \( k \) points containing multiple orbitals can be treated simultaneously, providing non-local effects and momentum dependence.

In Section 2.2, we introduce SEET(ED-in-GF2). Section 2.3 shows results for our test model, and Section 2.4 contains conclusions of our work.

## 2.2 The SEET(ED-in-GF2) method applied to an impurity model

We consider an impurity problem with \( N \) impurity orbitals \( a_i \) coupled to an infinitely many bath orbitals \( c_\lambda \) described by a general Hamiltonian

\[
\hat{H} = \sum_{ij} t_{ij} a_i^\dagger a_j + \sum_{ijkl} U_{ijkl} a_i^\dagger a_j a_k a_l + \sum_{i\lambda} V_{i\lambda} a_i^\dagger c_\lambda + \sum_{\lambda\lambda'} \epsilon_{\lambda\lambda'} c_\lambda^\dagger c_{\lambda'} + H.c.,
\]

where \( t \) and \( U \) are material-specific one- and two-body operators, \( V \) is the hybridization strength, and \( \epsilon_\lambda \) is the \( c \)-electron dispersion. The single-particle properties of this Hamiltonian are described by a noninteracting Matsubara Green’s function for \( a \) electrons

\[
G_0(i\omega) = [i\omega + \mu - t - \Delta(i\omega)]^{-1},
\]

with \( \Delta(i\omega) \) encapsulating the properties of the \( c \) electrons and \( \mu \) being the chemical potential. In SEET(ED-in-GF2), we obtain the interacting Green’s function \( G^{GF2} \) of this \( N \)-orbital impurity problem iteratively, starting from \( G^{GF2} = G_0 \), by self-consistent second-order perturbation theory (GF2),[16, 17]

\[
[S^{GF2}(\tau)]_{ij} = - \sum_{klmnpq} [G^{GF2}(\tau)]_{kl}[G^{GF2}(\tau)]_{mn}[G^{GF2}(-\tau)]_{pq} U_{iqmk} (2U_{lnpj} - U_{nlpj})
\]
and the corresponding GF2 Green’s function

\[ G^{GF2}(i\omega) = \left[[G^{GF2}_0(i\omega)]^{-1} - \Sigma^{GF2}(i\omega)\right]^{-1}. \] (2.4)

Note that GF2 can be solved self-consistently and includes an exchange diagram important for describing systems with a localized electronic density, but does not include higher order RPA-like diagrams that are present, e.g., in GW. We then evaluate the one-body density matrix using the converged GF2 Green’s function and choose a set of \( n < N \) orbitals corresponding to eigenvalues of the one-body density matrix which are significantly different from 0 or 2. These \( n \) orbitals, which we will call “strongly correlated”, are used to build an \( n \)-orbital impurity problem which is then solved with a method more accurate than GF2 to compute a self-energy. Here, we use ED \([37]\) to solve this impurity problem. The resulting ED self-energy is used to modify the GF2 self-energy and to obtain the total self-energy in the natural orbital basis as

\[ [\Sigma]_{ij} = [\Sigma_{strong}^{ED}]_{\mu\nu} + [\Sigma^{GF2}]_{ij} - [\Sigma_{strong}^{GF2}]_{\mu\nu}. \] (2.5)

The indices \( i \) and \( j \) run over all \( N \) orbitals, while \( \mu \) and \( \nu \) run only over the \( n \) strongly correlated orbitals. The total self-energy is schematically illustrated in Fig. 2.1.

As the \( n \) correlated orbitals are chosen in the eigenbasis of the one-body density matrix, a transformation of the one-body and two-body integrals in this \( n \)-orbital subspace to the eigenbasis is necessary. Note, that even for cases where model Hamiltonians with simplified (e.g. local or density-density) interaction structures are studied, this transformation generates general interactions \( U_{ijkl} \). This \( n \)-orbital impurity problem with non-local interaction \( U_{ijkl} \) is then treated by the ED solver requiring an additional bath discretization step which may introduce fitting errors. We emphasize that these are small for the cases studied here and that, in principle, any solver suitable to describe strong correlations and able to treat general multiorbital interactions can be employed,
Figure 2.1: The total self-energy in natural orbital basis produced in the SEET with ED-in-GF2 scheme.

including QMC solvers based on the hybridization expansion [38] which do not require a bath discretization step.

The ED-in-GF2 procedure is iterated, and the GF2 calculation updates $[\Sigma_{GF2}]_{ij}$ for the $N$ orbitals since $i, j = 1, \ldots, N$ where

$$[\Sigma_{weak}]_{\mu\nu} = [\Sigma_{GF2}]_{\mu\nu} - [\Sigma_{strong}]_{\mu\nu}$$

is responsible for removal of diagrams later included at the ED level. Subsequent ED calculation updates the strongly part of self-energy $[\Sigma_{ED}]_{\mu\nu}$. The iterative updates stop when the total self-energy in Eq. 2.5 is converged to a predefined accuracy. We present a detailed algorithmic description of this framework in the Appendix.

The algorithm, both in its general form and in the ED-in-GF2 variant, is based on a diagrammatic formulation in which a “double counting” [39] problem does not appear. The single-particle formulation avoids vertex functions, which are often difficult to handle, and is based on static (or frequency-independent) interactions. [40–42]

2.3 Results

We calibrate SEET(ED-in-GF2) for the $2 \times 2$ dynamical cluster approximation (DCA) to the 2D Hubbard model,[9, 34] and consequently the Hamiltonian from Eq. 2.1 is defined for $t$ describing nearest neighbor hopping only and $U$ exclusively on-site inter-
Figure 2.2: Schematic view of the DCA+ED-in-GF2 procedure used for treating the four-site cluster DCA approximation to the 2D Hubbard model. Note that “strong” denotes quantities in the correlated subspace, and “weak” quantities defined on the entire system.

DCA provides the noninteracting Green’s function [in Eq. 2.2] which is then employed to obtain the GF2 self-energy from Eq. 2.3. Subsequently, we construct the one-body density matrix and choose a pair of two-site impurities to be treated by ED. The occupations of the four site cluster in natural orbitals are $2-x$, 1, 1, $x$, where for most regimes $x$ is not a small number, thus the orbitals with occupations $2-x$, and $x$ are no longer weakly correlated. This motivates us to choose two separate impurity problems with orbitals occupied as (1,1) and $(2-x,x)$ and treat them as a pair of two-site impurities embedded into the GF2 description. This means that only the interactions between these two-site impurities are treated at the GF2 level. A schematic description of the DCA+ED-in-GF2 iterative scheme is shown in Fig. 2.2. SEET allows us to treat multiple embedded impurities which is computationally advantageous since in realistic cases the number of strongly correlated orbitals may be too large for current solvers such as ED or the hybridization expansion QMC.

Testing ED-in-GF2 using SEET on the DCA approximation to the 2D Hubbard
model provides a worst case scenario for a multiscale embedding scheme, since in mul-
tiple regimes the four-site cluster does not display a separation of energy scales or
any “weakly” and “strongly” correlated orbitals as typically found in realistic mate-
rials. Rather, in the Mott regime of the 2D Hubbard model, all orbitals are strongly
correlated, providing a stringent test of the SEET with ED-in-GF2 method.

In Fig. 2.3, the imaginary part of the self-energy is plotted for the half-filled case.
For weak coupling, i.e. $U/t < 4$, GF2 recovers the QMC results well. While for $U/t = 3$
ED-in-GF2 corrects the GF2 result only slightly, for $U/t = 4$, the improvement is more
substantial. In this case, the ED-in-GF2 recovers QMC results and is a quantitative
correction to the qualitatively correct GF2 curve.

As expected, in the Mott regime, $U/t = 6$ and 8, GF2 fails to recover the self-energy
even qualitatively. Note that an iterated perturbation theory (IPT)-like fitting of the
large-$U$ limit to the atomic limit would be possible for this particular example but not
in general, as it requires the determination of the local physics at exponential (in $n$) cost. In the Mott regime, ED-in-GF2 recovers to a decent quantitative accuracy the QMC self-energy for both $U/t = 6$ and $8$.

In Figs. 2.4 and 2.5, we examine several interesting regimes at 10% doping, where the system exhibits the behavior of a strongly correlated Fermi liquid. In these cases, we report real and imaginary parts of the Green’s functions rather than self-energies, since a slight difference in chemical potentials between different methods results in a shift of the Hartree term in the large-$\omega$ limit.

The imaginary part of Green’s function shows a good quantitative agreement between CT-QMC and ED-in-GF2 for multiple $U/t$ regimes. The real part of the Green’s function shows more differences than the imaginary part. In the weak coupling regime illustrated in Fig. 2.5, for $U/t = 3$ and $U/t = 4$, all the QMC, GF2 and ED-in-GF2 real parts of Green’s functions are close. The $U/t = 5$ and $U/t = 6$ regimes are more correlated and GF2 yields a qualitatively incorrect result. ED-in-GF2 corrects this
2.4 Conclusions

We introduced a general self-energy embedding theory (SEET) for correlated systems and performed a comparison of SEET(ED-in-GF2) on a strongly correlated system for which the exact solution is known, the four-site cluster DCA approximation to the 2D Hubbard model. This model has a continuous dispersion and shows a range of correlated phases, thus providing us with a detailed assessment of strengths and weaknesses of our method. However, it does not illustrate the effect of non-local interactions. Since in multiple regimes a clear separation of energy scales is not present, this model provides a rigorous test for a multiscale method. We were able to show that ED-in-GF2 provides accurate results for the four-site Hubbard model in the weakly correlated, intermediately correlated, and strongly correlated regimes, at and away from half filling. While the solution in the strongly correlated embedded subset of orbitals has exponen-
tial scaling in our case, the total self-energy for the strongly correlated orbitals can be assembled using solutions of multiple small impurity problems. The calculation of the properties of the weakly coupled orbitals with GF2 scales as $O(N^5)$, making SEET(ED-in-GF2) an ideal tool for the simulation of realistic materials. Extensions using other diagrammatic or correlated methods, such as SEET(QMC-in-GF2) or methods based on GW, are straightforward.

In real materials, the number of weakly correlated orbitals in the unit cell is significantly larger than the number of strongly correlated orbitals, thus providing an ideal situation where many orbitals can be treated cheaply by GF2 while the number of orbitals treated by ED remains small. Moreover, the SEET(ED-in-GF2) hybrid is easy to implement and, since it does not use frequency-dependent effective interactions, can be trivially extended to employ different solvers for the strongly correlated part, such as truncated CI variants with a suitably chosen active space or QMC hybridization expansions. Similarly, the weakly correlated part can be treated by different levels of perturbation theory or cheap truncated CI methods, instead of GF2. Our ED-in-GF2 method can be adjusted to yield more accurate results, either by increasing the order of the perturbative treatment (e.g., by employing FLEX or GW), or by increasing the number of orbitals treated by ED. These limits therefore provide a rigorous assessment of the convergence of the self-energies. Since a set of strongly correlated orbitals in SEET is chosen based on a unique mathematical criterion, the method has the potential for becoming a black box method for realistic correlated material calculations.
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3.1 Introduction

Self-consistent single-particle electronic structure methods are of great interest because they combine conceptual and computational simplicity while being free of a starting reference bias. Probably the most well known example of this is density functional theory (DFT) [1, 2]. Often these methods are designed to satisfy known constraints that an exact electronic structure theory should obey. For example, the total electronic energy should vary linearly in the fractional electron occupancy between integer electron numbers [3–6], while for a simple one-electron system like the hydrogen atom the energy should be degenerate with respect to variations in the fractional spin [7]. To the extent that a method disobeys these two exact constraints such a method will display many electron self-interaction and static correlation errors, respectively. To understand how these errors are connected to fractional electron behavior, let us consider the H₂ molecule in the infinite dissociation limit in two different scenarios:

First let us focus on a fractional charge error. If an extra electron were placed on
this system with fractional occupancies on each H atom given by \( n_a, n_b, n_a + n_b = 1 \), then the net energy change of the system would be \( E_\Delta = -(n_a A + n_b A) = -A \), where \( A \) is the electron affinity of the hydrogen atom. The energy of each subsystem would vary linearly in the occupation, and the total energy of the entire \([H_2]^−\) system would be the same regardless if the extra electron were delocalized across both atoms, or localized only on one. If the energy of the subsystem varied nonlinearly, then either the delocalized or localized solution would become unphysically lower in energy depending on whether the curve was convex or concave. This unphysical behavior would be a simple manifestation of many electron self-interaction error.

Let us examine now a fractional spin error. For neutral singlet \( H_2 \) in the infinite dissociation limit each H atom should have half a spin up and down electron, and the energy of the singlet should be identical to that of broken-symmetry solutions where spin up and spin down electrons have localized on different atoms. Therefore a method’s failure to yield equivalent energies for one-electron H with fractional or integer spin is equivalent to the failure to describe multireference static correlation energy.

From this simple example it is clear that fractional charge and fractional spin errors are deeply connected to many electron self-interaction and static correlation errors. For this reason these errors have been studied extensively, and are known to have severe negative consequences for a given method’s description of properties that depend on electron delocalization and static correlation effects [7–12]. This language of fractional charge and spin has traditionally been used exclusively within the DFT community to analyze approximate density functionals. However these concepts have begun to make inroads into other areas such as wave-function [13] and many-body theory [14–18], and density-matrix theory as well [19]. For example it has been shown that MP2 (second-order Møller–Plesset [20]) possesses relatively little fractional charge error, but displays a massive diverging fractional spin error (which is an alternative way of stating that MP2 diverges for strong correlations) [14]. Double-hybrid density functionals
Figure 3.1: Feynman diagrams for the second-order self-energy in GF2. Here a red wavy line represents a two-electron integral, while a black arrow line represents a Green’s function. From left to right the diagrams shown are the first-order Hartree and exchange diagrams, and the second-order pair bubble and second-order exchange.

that include some MP2 correlation are expected to have a similar fractional electron behavior [21, 22]. The random phase approximation (RPA) [23–26] on the other hand has minimal fractional spin error, but a severe fractional charge error [15]. The closely related GW approximation [27] displays a fractional charge error similar to RPA, but a larger fractional spin error[18].

Motivated by these works, we find it interesting to extend this analysis to self-consistent Green’s function theory in a second-order approximation (GF2) [28, 29]. Similar to MP2, GF2 includes all diagrams to second order in the bare electron-electron interaction, as shown in Fig. 3.1, and is therefore exact for one-electron systems. However in contrast to MP2 these diagrams are evaluated with self-consistent Green’s functions, obtained by iterative solution of the Dyson equation

\[
G(\omega) = G_0(\omega) + G_0(\omega)\Sigma(\omega)G_0(\omega) + G_0(\omega)\Sigma(\omega)G_0(\omega)\Sigma(\omega)G_0(\omega) + \cdots
\]

\[
= G_0(\omega)\left(\sum_n (\Sigma(\omega)G_0(\omega))^n\right)
\]

\[
= [G_0(\omega)^{-1} - \Sigma(\omega)]^{-1}.
\] (3.1)

Here \(G_0(\omega)\) is the Green’s function of a noninteracting system, while \(\Sigma(\omega)\) is the proper self-energy, which in GF2 is truncated at second order and written as an approximate functional of the Green’s function, \(\Sigma[G(\omega)]\). Because of the structure of the Dyson equation, the self-consistent \(G(\omega)\) will contain an infinite order summation of the second order proper self-energy parts, \(\Sigma(\omega)\). As we recently showed, this sum-
mation of diagrams allows GF2 to give reasonably fine results for strongly correlated systems such as stretched hydrogen lattices [28] when MP2 would diverge. In the language of fractional electron errors, this suggests that GF2 improves tremendously over MP2 for fractional spins as a result of the self-consistent infinite order summation. An interesting question that arises then is what effect does this Dyson summation have on the more general fractional electron behavior? Relative to other methods such as RPA, GW, approximate DFT, and Hartree–Fock (HF), MP2 has only a very small fractional charge error [14], and consequently little many electron self-interaction error (SIE). Ideally one would hope that GF2 improves on the disastrous fractional spin error of MP2 without deteriorating MP2’s impressively small fractional charge error. To investigate this question, here we will generalize our previous GF2 implementation [28] to open-shell systems and then investigate its fractional charge and spin behavior.

Before closing this section it should be emphasized that what is challenging about the fractional charge and fractional spin errors is that any attempt to reduce one error tends to exacerbate the other [15, 30, 31]. For example, a semilocal DFT functional (such as BLYP [32, 33], or PBE [34]) will tend to have a large fractional charge error but a relatively smaller fractional spin error. On the other end of the extreme Hartree–Fock will have significantly less fractional charge error but a much greater fractional spin error. Any hybrid of these two (B3LYP [33, 35] or PBEh [34, 36], for example) will essentially trade one error for the other to the extent that the HF-type exchange is admixed in place of DFT exchange. What is worth noting is that, in the language of hybrid DFT, the Fock matrix in GF2 contains full HF-type exchange (which in Green’s function theory is usually referred to as first order exchange) yet we will show GF2 yields both less fractional charge and fractional spin error than HF, B3LYP, and PBEh. This unique result comes about from a combination of the Dyson summation with including all diagrams to second order.
3.2 Spin-unrestricted GF2 theory

To study open-shell systems we generalize $G(\omega)$ to have two spin blocks

$$G = \begin{bmatrix} G_\alpha & 0 \\ 0 & G_\beta \end{bmatrix}, \quad (3.2)$$

where the spin-up and spin-down blocks are given by

$$G_\sigma(\omega) = \left[ (\mu_\sigma + \omega)S - F_\sigma - \Sigma_\sigma(\omega) \right]^{-1}, \quad \sigma = \alpha, \beta \quad (3.3)$$

The off-diagonal spin-blocks of $G(\omega)$ here are identically 0, meaning we do not allow for the possibility of spin-flips, and our solutions are constrained to be eigenstates of $\hat{S}_z$. In Eq. 3.3 $S$ and $F_\sigma$ are the overlap and Fock matrices, $\Sigma_\sigma(\omega)$ is the self-energy, $\mu_\sigma$ is the chemical potential, and $\omega$ is an imaginary frequency. By introducing $\mu_\alpha, \mu_\beta$ as separate chemical potentials we can allow for different numbers of electrons in the respective correlated density matrices, $P_\alpha, P_\beta$, which are given by $P_\sigma = -G_\sigma(\tau = 1/k_BT)$, $\sigma = \alpha, \beta$, where $G_\sigma(\tau)$ is the Green’s function fast Fourier transformed (FFT) to the imaginary time domain, and $1/k_BT$ is the inverse temperature. The expression for $F_\sigma$ is the standard result from spin-unrestricted HF theory,

$$F^\alpha_{ij} = h_{ij} + \sum_{kl} (P^\alpha_{kl} + P^\beta_{kl})v_{ijkl} - P^\alpha_{kl}v_{iklj},$$

$$F^\beta_{ij} = h_{ij} + \sum_{kl} (P^\alpha_{kl} + P^\beta_{kl})v_{ijkl} - P^\beta_{kl}v_{iklj}. \quad (3.4)$$

However, unlike HF theory the density matrices that enter this expression are those obtained from the Green’s function and thus include electron correlation effects from solving the Dyson equation. This covers the electron-electron interaction from zeroth through first order (the first order diagrams in Fig. 3.1 are described by the HF mean-
field). At second order in GF2 the electron-electron interaction is described by the
frequency-dependent self-energy, which is given in the imaginary time domain as

$$\Sigma_{ij}^{\alpha}(\tau) = \sum_{klmnpq} - G_{mn}^{\alpha}(\tau)G_{kl}^{\alpha}(\tau)G_{pq}^{\alpha}(-\tau)v_{lmqk}(v_{lpnj} - v_{npj})$$

$$- G_{mn}^{\alpha}(\tau)G_{kl}^{\beta}(\tau)G_{pq}^{\beta}(-\tau)v_{lmqk}v_{lpnj},$$

$$\Sigma_{ij}^{\beta}(\tau) = \sum_{klmnpq} - G_{mn}^{\beta}(\tau)G_{kl}^{\beta}(\tau)G_{pq}^{\beta}(-\tau)v_{lmqk}(v_{lpnj} - v_{npj})$$

$$- G_{mn}^{\beta}(\tau)G_{kl}^{\alpha}(\tau)G_{pq}^{\alpha}(-\tau)v_{lmqk}v_{lpnj}. \quad (3.5)$$

The reasoning for this expression is that at second order a spin-up (down) electron
can have a pair-bubble interaction with both spin-up and down electrons, yet the
second-order exchange can only proceed between like-spin electrons because we do not
allow for the possibility of spin-flips. Once $\Sigma_{\sigma}(\tau)$ has been built it can be FFT to the
frequency domain, and then we can rebuild $G_{\sigma}(\omega)$ with Eq. 3.3. Looking at Eqs. 3.3,
3.4, and 3.5, the spin-up and spin-down Green’s functions are coupled by the fact that
$G_{\beta}$ appears in the expression for $\Sigma_{\alpha}$ (likewise with $G_{\alpha}$ for $\Sigma_{\beta}$), and that $G_{\beta}$ contributes
to $F_{\alpha}$ through $P_{\beta} = -G_{\beta}(\tau = 1/k_B T)$ (likewise with $G_{\alpha}$, $P_{\alpha}$ and $F_{\beta}$). Therefore Eqs.
3.3, 3.4 and 3.5 will need to be solved self-consistently, and at every iteration $\mu_{\alpha}$ and
$\mu_{\beta}$ will need to be adjusted to give the desired number of $\alpha$ and $\beta$ electrons. To start
this self-consistent procedure we use a HF Green’s function generated by output from
the dalton program [37]. Note when $G_{\alpha} = G_{\beta}$, then $\Sigma_{\alpha} = \Sigma_{\beta}$ and Eq. 3.5 reduces
to the familiar expression for spin-restricted GF2 [28, 29].

The energy is evaluated as

$$E = \frac{1}{2} \text{Tr} \left[ (h + F_{\alpha})P_{\alpha} + (h + F_{\beta})P_{\beta} \right] + k_B T \sum_n \text{Re} \left[ \text{Tr} \left[ G_{\alpha}(\omega_n)\Sigma_{\alpha}(\omega_n) + G_{\beta}(\omega_n)\Sigma_{\beta}(\omega_n) \right] \right], \quad (3.6)$$

where $\omega_n$ is a Matsubara frequency, $\omega_n = (2n + 1)\pi k_B T$. This can be understood as es-
sentially a spin-unrestricted HF-like energy expression supplemented with a frequency-
dependent correlation contribution from GF2. However it should be understood that all quantities are evaluated using the correlated $P_\sigma$ as obtained from $G_\sigma$.

Because the GF2 approximation includes in the proper self-energy all exchange and Coulomb type diagrams to second order, it is by construction exact for one-electron systems, i.e. it is one-electron self-interaction and self-correlation free. Less clear however is its many electron self-interaction error (SIE) for general systems. To this end in the following we investigate the fractional electron behavior of GF2 for several archetypical cases, and compare to standard density functional theory calculations ran with Gaussian 09 [38].

3.3 Results

First we consider a single hydrogen atom with fractional spin up and down electron occupations, $n_\alpha$, $n_\beta$, that are varied in the interval $0 \leq n_\alpha \leq 1.0$ and $0 \leq n_\beta \leq 1.0$. For this case with an exact method the energy should change linearly in the fractional electron number $n = n_\alpha + n_\beta$, while for constant $n$ it should be invariant with respect to changes in the fractional spin $m = n_\alpha - n_\beta$. Furthermore, there should be a discontinuity in the slope $dE(n)/dn$ across the line $n_\alpha + n_\beta = 1.0$. Hence the resulting energy surface should be two flat planes that intersect along a seam. In Fig. 3.2 we show the exact result, compared against that obtained with spin-unrestricted GF2. If first we focus only on the edge of the plane where one occupation is held fixed at integer values of 0 or 1.0, this corresponds to the fractional charge behavior of a method and thus SIE. It is clear that GF2 reproduces the exact linear behavior almost perfectly, similar to the result for MP2 in Ref. [14]. Now if we focus on the more interesting region towards the interior, discrepancies between GF2 and the exact flat-plane behavior become apparent. To see this more clearly, in Fig. 3.3 we plot the difference between GF2 and its interpolated flat-plane surface. Looking at the diagonal
Figure 3.2: The total energy for hydrogen with fractional spin up and down occupations $n_\alpha, n_\beta$ evaluated with aug-cc-pVDZ. Top: the exact result. Bottom: GF2.

region connecting the coordinates $\{n_\alpha = 1.0, n_\beta = 0.0\}$ and $\{n_\alpha = 0.0, n_\beta = 1.0\}$

we find a hill of fractional spin error, where GF2 is not able to fully recover the static correlation energy. On either side of the hill ($n_\alpha + n_\beta < 1.0$ and $n_\alpha + n_\beta > 1.0$) we find shallow valleys where GF2 moderately overestimates the correlation energy. The GF2 results here for fractional spin are in severe contrast to the MP2 result from Fig. 4 of Ref. [14], which rapidly diverges to $-\infty$ correlation energy as one moves towards the center at $\{n_\alpha = 0.5, n_\beta = 0.5\}$.

For purpose of comparison, we also show in Fig. 3.3 the surface obtained with PBEh, as well as the GF2 result obtained when the second-order exchange (SOX) diagram is neglected in the self-energy (we call this GF2-NoSOX for short). Neglect of the SOX diagram introduces an unphysical one-electron self-correlation error at second order. Because many electron SIE and static correlation are known to be connected \[15, 31, 39–41\], GF2-NoSOX should provide an interesting contrast to standard GF2. First let us compare the energy landscapes for GF2 and PBEh. Despite being a hybrid
functional, PBEh still yields a significant fractional charge error along the outer rim of the surface, along with a pronounced hill of fractional spin error running through the center. The GF2 energy landscape in contrast is appreciably flatter, with less fractional spin and fractional charge error. This is notable, because it has been stressed that simultaneously reducing the fractional charge and spin errors in a single-particle method is very difficult [15]. For example, RPA+X (RPA with HF-type exchange) greatly improves over the fractional charge error of RPA, but at the price of gaining a considerably larger fractional spin error that is comparable to Hartree–Fock [15]. Now let us examine the GF2-NoSOX result. As mentioned, neglect of the SOX diagram introduces a self-correlation error at second order, and as a result GF2-NoSOX gives significant fractional charge errors comparable to PBEh. At the same time, the hill of fractional spin error is appreciably reduced relative to both PBEh and GF2.

To see the static correlation error more clearly, in Fig. 3.4 we plot the energy with respect to fractional spin $m = n_\alpha - n_\beta$ for hydrogen with GF2, GF2-NoSOX, PBEh, B3LYP, and HF. This corresponds to the line running along the energy surface from the coordinates \( \{n_\alpha = 1.0, \ n_\beta = 0.0\} \) to \( \{n_\alpha = 0.0, \ n_\beta = 1.0\} \). As stated previously, an exact method should give a flat energy curve from \( m = -1 \) to \( m = 1 \). For example, HF has a massive hill at \( m = 0 \), which reflects the complete absence of static correlation energy in this method. Hybrid DFT yields much smaller fractional spin errors, with B3LYP being slightly lower than PBEh, likely because it includes less HF-type exchange than PBEh. In comparison the fractional spin error is relatively lower for GF2, as a result of the infinite order summation from the Dyson equation recovering some static correlation. GF2-NoSOX has a much reduced fractional spin error relative to all four methods, with its energy at \( m = 0 \) being not much different from that at \( m = \pm 1 \). It has been understood for some time that SIE can mimic static correlation [15, 31, 39–41]. Usually this is considered in the context of SIE resulting from incomplete cancellation of Coulomb and exchange terms at first order. GF2-NoSOX’s
Figure 3.3: The energy difference $\Delta E = E - E_{\text{lin}}$ for the hydrogen atom with fractional spin up and down occupations $n_{\alpha}, n_{\beta}$, where $E$ is the energy evaluated with fractional electron number, and $E_{\text{lin}}$ is the flat-plane linear interpolation for a) GF2, b) GF2-NoSOX, and c) hybrid PBEh. All calculations are with aug-cc-pVDZ.
small fractional spin error in contrast is purely arising from incomplete cancellation of Coulomb and exchange terms at second order, resulting in an unphysical one-electron self-correlation that mimics static correlation energy, analogous to the situation that occurs with RPA+SOSEX [31] (second-order screened exchange). We think this is an example of getting the right result for the wrong reason. Furthermore, GF2-NoSOX must obtain this slightly reduced fractional spin error at the price of gaining a tremendous fractional charge error, which is not a desirable trade. In contrast, from comparing Figs. 3.4 and 3.3 it is clear that GF2 has less static-correlation error than typical hybrid density functionals, and importantly achieves this while being essentially one and two electron self-interaction free. This means GF2 genuinely recovers some static correlation energy, rather than fortuitously exploiting spurious self-interaction or self-correlation. It is worth mentioning that a similar analysis has been performed for RPA and RPA+X [15]. Comparing our GF2 result in Fig. 3.4 to Fig. 1 in Ref.[15], GF2 yields an appreciably smaller fractional spin error than RPA+X, but is still larger than RPA.

Finally, to analyze the fractional charge error in closer detail we consider the energy of helium with respect to fractional electron number. In Fig. 3.5 we plot $E_X(n) - E_{\text{lin}}^X$, where $E_X(n)$ is the energy from method $X$ for electron number $1.0 \leq n \leq 2.0$, while $E_{\text{lin}}^X$ is the linear-interpolation between integer points with the same method. A method is said to be $M$-electron SIE free if $E_X(n) - E_{\text{lin}}^X = 0$ for $M - 1 \leq n \leq M$ [5]. We find that GF2 has a very small concave curvature. In contrast HF is moderately concave, while PBEh, B3LYP, and GF2-NoSOX are significantly convex. This clearly establishes that GF2 is one and almost perfectly two electron SIE free. Interestingly, comparing Fig. 3.5 to Fig. 4 in Ref. [15], it is reasonable to conclude that GF2 should have less SIE than both RPA and RPA+X.
Figure 3.4: The energy difference $\Delta E = E^X - E^X_{\text{int}}$ for the fractional spin hydrogen atom, where $E^X$ is the energy from method $X$ evaluated with the fractional spin population $m = n_\alpha - n_\beta$, $n_\alpha + n_\beta = 1$, and $E^X_{\text{int}}$ is the energy from $X$ with integer $m = \pm 1$. All calculations are with aug-cc-pVDZ.
Figure 3.5: The energy difference $\Delta E = E^X \neq E_{\text{lin}}^X$ for the helium atom, where $E^X$ is the energy from method $X$ evaluated with fractional electron number, and $E_{\text{lin}}^X$ is the linear interpolation from method $X$. All calculations are with cc-pVTZ.
3.4 Conclusions

We have analyzed fractional electron errors in self-consistent Green’s function theory by generalizing our previous GF2 implementation [28] to open-shell systems. Overall we find that GF2 has a very small fractional charge error, and a moderate fractional spin error. In comparison to other well known methods, we find that GF2 has both less static correlation and self-interaction error than hybrid density functionals such as B3LYP and PBEh, as well as RPA+X and HF. Because the GW approximation is diagrammatically identical to RPA, GF2 will very likely have significantly less self-interaction error than GW as well. Furthermore, it has been shown that CCSD has a roughly similar fractional charge error to MP2 [13]. From this it stands to reason that GF2 and CCSD will have comparable fractional charge errors.

Essentially, by virtue of the Dyson summation GF2 greatly improves on the tremendous fractional spin error of MP2, but without deteriorating MP2’s relatively excellent fractional charge behavior. These results could suggest a way towards removing the fractional spin error from double hybrid density functionals [21, 22]. As a further salient point, GF2 is fully self-consistent and thus the converged density should reflect the relative lack of many-electron self-interaction error in a second-order approximation. MP2 in contrast is by definition a perturbative scheme that does not revise the underlying mean-field reference, and thus inherits the Hartree–Fock density with its bias towards localization. This suggests that GF2 could find good application for properties that sensitively depend on electron delocalization. For example, much of the interesting physics in transition metal complexes depends on the slight delocalization of unpaired $d$ electrons onto ligands, which is determined by the interplay of dynamic correlation and self-interaction error effects [42].

Conceptually, GF2 is essentially a self-consistent single-particle theory where the energy is expressed as a functional of the single-particle Green’s function $E[G]$, in
obvious analogy to DFT with density functionals $E[\rho]$. In terms of the energy, it is fair to say GF2 is a “Green’s function functional” with desirable fundamental properties compared to standard hybrid density functionals.
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Towards \textit{ab initio} self-energy embedding theory in quantum chemistry

T. N. Lan, A. A. Kananenka and D. Zgid,

\textit{The Journal of Chemical Physics}, \textbf{143} (24) 241102 (2016)

4.1 Introduction

Strongly correlated systems such as materials and molecules containing transition metal atoms present a significant challenge for both quantum chemistry and condensed matter physics. The quantitative description of these systems is difficult since both the strong (static) and weak (dynamical) correlations present between electrons have to be included.

In quantum chemistry, multi-reference perturbation theories, namely complete active space second-order perturbation theory [1, 2] (CASPT2) and \textit{n}-electron valence state second-order perturbation theory [3, 4] (NEVPT2), are commonly employed to simultaneously handle both types of correlations yielding quantitative accuracy without any adjustable parameters. Nevertheless, these methods are prohibitively expensive for extended systems since the largest computationally accessible active space has up to 16 electrons in 16 orbitals, thus treating only very few strongly correlated orbitals in the whole system. Recently, significant efforts have been devoted to enlarge the
active space using DMRG [5–9], RAS [10, 11], SplitCAS [12, 13], and GAS [14, 15] techniques. In these methods evaluating and storing intermediates involving 3- and 4-body reduced density matrices (RDMs) is extremely demanding as the number of active orbitals increases. A different class of approaches simultaneously treating static and dynamical correlations combines multi-configurational methods and density functional theory (MC-DFT) [16–20]. However, some of these methods suffer from the double counting [16] of correlation and lack of systematic approaches to improve the DFT part.

In condensed matter, the dynamical mean-field theory (DMFT), formulated in many-body Green’s function language, has been extensively used to deal with the strongly correlated systems [21–24]. In DMFT, only local correlations are treated, whereas non-local correlations are neglected. The combination of DFT and DMFT methods called LDA+DMFT was developed to include non-local correlation between unit cells [22, 25], and it has been widely used to describe the strongly correlated materials, for instance, see Refs. 25–27. LDA+DMFT has been also applied to molecular systems, such as H\textsubscript{2} molecule [28] and transition metal complexes [29–33]. Similar to MC-DFT methods, LDA+DMFT suffers from the double counting problem and the DFT part cannot be systematically improved. Moreover, in LDA+DMFT the impurity Hamiltonian is frequently parameterized using empirical on-site Coulomb interactions that are adjusted to fit experiments [34]. Other diagrammatic methods, such as GW+DMFT [35, 36] and FLEX+DMFT (here, FLEX stands for fluctuation exchange) [37], were developed but their application to molecular systems has not yet been established. Moreover, some of these methods rely on mapping of the system of interest to an effective low energy Hamiltonian that is subsequently solved by DMFT. If high quantitative accuracy is desired such procedures may become problematic since the mapping onto an effective model can introduce uncontrolled errors.

Recently, we have developed a general multiscale framework, called the self-energy
embedding theory (SEET), in which the self-energy describing strongly correlated orbitals (active orbitals) is self-consistently embedded into the self-energy obtained from a method that treats non-local correlation effects [38]. SEET employing the full configuration interaction (FCI) method to describe few strongly correlated orbitals embedded in the self-energy obtained from the self-consistent second-order Green’s function method (GF2) was first calibrated for the 2D Hubbard lattice showing promising results.

In this paper, we generalize SEET to molecular quantum chemical \textit{ab initio} Hamiltonians. The GF2 method is used to describe the non-local correlations, while strong correlations within the active space are captured by the FCI method. To maintain consistency with our previous work, we denote the method as SEET(FCI/GF2), where FCI/GF2 stands for the methods used to describe the strongly/weakly correlated orbitals. In this paper, we demonstrate that the main advantages of SEET are (i) Green’s function language giving access to the energy as well as spectroscopic quantities such as photoelectron spectrum, (ii) diagrammatic formulation allowing for the exact double counting removal, (iii) systematic improvability, (iv) simultaneous treatment of multiple active spaces, (v) no need for any high-order density matrix in the active space.

4.2 Theory

In this section, we will present SEET generalization to molecular \textit{ab initio} Hamiltonians. In the first step of SEET, starting either from the HF or DFT Green’s function, we perform self-consistent GF2 calculation [39, 40] in the AO basis for the whole molecule.
At convergence, the second-order self-energy in the time domain reads,

\[
\Sigma_{\text{mol}}^{GF^2}(i\tau)_{ij} = - \sum_{klmnpq} \left[ G_{\text{mol}}^{GF^2}(i\tau)_{kl} \right] \left[ G_{\text{mol}}^{GF^2}(i\tau)_{mn} \right] \left[ G_{\text{mol}}^{GF^2}(-i\tau)_{pq} \right] v_{ijkl} (2v_{jmnp} - v_{pjln}),
\]

(4.1)

where \( G_{\text{mol}}^{GF^2}(i\tau) \) is the Green’s function in the time domain and \( v_{ijkl} = \int \, d\mathbf{r}_1 d\mathbf{r}_2 \phi_i^*(\mathbf{r}_1) \phi_j(\mathbf{r}_1) v(\mathbf{r}_1 - \mathbf{r}_2) \phi_k^*(\mathbf{r}_2) \phi_l(\mathbf{r}_2) \) are 2-electron integrals in an AO basis. \( \Sigma_{\text{mol}}^{GF^2}(i\tau) \) is then transformed to the \( i\omega \) imaginary frequency domain using the Fourier transformation. The 1-body density matrix \( P \) is directly evaluated using the converged GF2 Green’s function,

\[
P = -2 G_{\text{mol}}^{GF^2}(i\tau = \beta)
\]

with \( \beta = 1/(k_B T) \) as inverse temperature. This density matrix is then diagonalized to obtain natural orbitals (NOs) and occupation numbers. Active orbitals are then chosen from this set of NOs, as is done in traditional CAS type methods. Thus, at the GF2 convergence, we obtain a set of active orbitals and \( \Sigma_{\text{mol}}^{GF^2}(i\omega) \) with a corresponding Green’s function \( G_{\text{mol}}^{GF^2}(i\omega) \) both transformed to the NO basis.

After choosing active orbitals, we set up an impurity problem for these orbitals as

\[
\left[ G_{\text{mol}}(i\omega) \right]_{\text{act}} = \left[ (i\omega + \mu) \mathbf{1} - \mathbf{f}^{\text{noc}}_{\text{act}} - \Delta(i\omega) - \Sigma_{\text{mol}}(i\omega) \right]^{-1},
\]

(4.2)

where all the matrices are in the NO basis and subscript \( \text{act} \) stands for a subset of active orbitals. In the first iteration of SEET, \( \left[ G_{\text{mol}}(i\omega) \right]_{\text{act}} = \left[ G_{\text{mol}}^{GF^2}(i\omega) \right]_{\text{act}} \). The chemical potential is denoted as \( \mu \). The hybridization \( \Delta(i\omega) \) describes coupling of the active orbitals to the remaining weakly correlated ones and the impurity Hamiltonian can be written as

\[
H_{\text{act+bath}} = H_{\text{act}} + \sum_{ab} V_{ab} \left( a_a^\dagger a_b^\dagger + a_b^\dagger a_a \right) + \sum_b \epsilon_b a_b^\dagger a_b,
\]

(4.3)
where $H_{\text{act}}$ is the full Hamiltonian within the active space,

$$H_{\text{act}} = \sum_{uv} f_{uv}^{\text{nodc}} a_u^\dagger a_v + \frac{1}{2} \sum_{uvtw} v_{uvtw} a_u^\dagger a_t^\dagger a_v a_w,$$

$$f_{uv}^{\text{nodc}} = h_{uv} + \sum_{\mu\lambda} P_{\mu\lambda} \left( v_{u\mu\lambda} - \frac{1}{2} v_{u\mu\lambda} \right) - \sum_{tw} P_{tw} \left( v_{vtuw} - \frac{1}{2} v_{vtuw} \right),$$

(4.4)

where $u, v, t, w, \ldots$ indices describe active orbitals, $\mu, \lambda$ are general orbital indeces, and $b$ index is used for bath orbitals. The 1-body density matrix evaluated in GF2 is denoted as $P$. The couplings $V$ and the orbital energies $\epsilon$ are fitted to the hybridization $\Delta(i\omega)$ between active space and non-interacting bath. For a given hybridization $\Delta(i\omega)$, the active space Green’s function and self-energy, $G_{\text{act}}^{\text{FCI}}(i\omega)$ and $\Sigma_{\text{act}}^{\text{FCI}}(i\omega)$, are evaluated using the FCI solver. Subsequently, the hybridization is updated and SEET iterations which are DMFT-like are performed until convergence, for details see Refs. 38, 41.

Let us focus now on the molecular self-energy from Eq. 4.2 that is constructed as

$$\Sigma_{\text{mol}}(i\omega) = \Sigma_{\text{non-local}}^{\text{GF2}}(i\omega) + \Sigma_{\text{act}}^{\text{FCI}}(i\omega),$$

(4.5)

where the non-local weakly correlated part of the GF2 self-energy $\Sigma_{\text{non-local}}^{\text{GF2}}(i\omega)$ is a difference between the GF2 self-energy of the whole molecule and that of the active, strongly correlated (local part), $\Sigma_{\text{non-local}}^{\text{GF2}}(i\omega) = \Sigma_{\text{mol}}^{\text{GF2}}(i\omega) - \Sigma_{\text{act}}^{\text{GF2}}(i\omega)$. The $\Sigma_{\text{non-local}}^{\text{GF2}}(i\omega)$ term stands for an effective many-body field experienced by strongly correlated electrons in the active space. The presence of this term eliminates the need for effective $U$ integrals in the active space since all non-local interactions between the active and remaining orbitals are described by the non-local self-energy term. In general, the embedding self-energy $\Sigma_{\text{non-local}}^{\text{GF2}}(i\omega)$ that comes from GF2 should be updated after all the DMFT-like iterations involving FCI Green’s function solver are finished. In this paper, however, we performed a self-consistent GF2 procedure only once followed by the iterations updating FCI Green’s function.
Generally, SEET(FCI/GF2) consists of two levels of theory: perturbation and diagonalization. This is, from the theoretical point of view, similar to multi-reference second-order perturbation theories. It is therefore worth doing the comparison in Tab. 4.1 between SEET(FCI/GF2) and multi-reference second-order perturbation theories, namely CASPT2/NEVPT2.
<table>
<thead>
<tr>
<th>NEVPT2/CASPT2</th>
<th>SEET(FCI/GF2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbation on top of diagonalization</td>
<td>Diagonalization (impurity solver) on top of perturbation</td>
</tr>
<tr>
<td>Depends on the 0th-order $\hat{H}$ and the 1st-order CI space</td>
<td>Independent of the 0th-order $\hat{H}$, 1st-order CI space not required</td>
</tr>
<tr>
<td>Perturbation depends on the diagonalization step</td>
<td>Perturbation and diagonalization are implemented separately</td>
</tr>
<tr>
<td>Single active space</td>
<td>Multiple active spaces</td>
</tr>
<tr>
<td>Requires 1-, 2-, 3-, 4-RDMs for perturbation</td>
<td>Requires only 1-body Green’s function for perturbation</td>
</tr>
<tr>
<td>Intruder states in CASPT2</td>
<td>No intruder states</td>
</tr>
<tr>
<td>PT2 only describes dynamical correlation</td>
<td>GF2 partially captures strong correlation</td>
</tr>
<tr>
<td>Frequency independent</td>
<td>Frequency dependence (spectroscopic quantities)</td>
</tr>
<tr>
<td>No convergence in frequency grid is required</td>
<td>Requires convergence in frequency grid</td>
</tr>
<tr>
<td>No bath fitting procedure</td>
<td>Requires bath fitting procedure in impurity solver</td>
</tr>
</tbody>
</table>
4.3 Results

We report few proof-of-concept examples to show that our SEET(FCI/GF2) theory is applicable to quantum chemistry. Unless otherwise noted, the orca program [42] was used for all calculations using standard methods (e.g., MP2, CASSCF, NEVPT2, and FCI). The local modified dalton code [43] was used to generate RHF input necessary for GF2 and to evaluate FCI active space Green’s functions [44]. We use different $\beta$ and number of frequencies for different geometries to converge (in frequency grid) the electronic energy to $10^{-4}$ a.u.

![Potential energy curve of H$_6$ ring with TZ basis.](image)

In Fig. 4.1, we present results for the H$_6$ ring dissociation in a TZ basis [45]. MP2 and GF2 appear identical around the equilibrium in the single-reference regime. Upon bond stretching, the multi-reference character leads to a separation of GF2 away from MP2. In the stretched regime, the full active space requires 6 electrons in 6 $\sigma$-type orbitals, consequently, NEVPT2(6e,6o) agrees very well with FCI. In SEET, the impurity system consists of 6 active and 12 bath orbitals with possibly 18 electrons. This impurity is intractable with FCI, and we employed RASCI as an impurity solver. Evidently,
SEET(RASCI/GF2)(6e,6o) provides the dissociation curve that agrees well with the FCI reference. To extend the SEET(RASCI/GF2)(6e,6o) curve beyond $R = 4.0$ a.u. we would require thousands of frequency grid points. This is not an inherent problem and can be avoided by employing a compact spline interpolation of Green’s functions. The description of such a method will be published and calibrated elsewhere. When smaller active space is used, CASSCF(4e,4o) incorrectly describes the dissociation and NEVPT2(4e,4o) diverges beyond the equilibrium due to missing static correlation. Interestingly, although SEET(FCI/GF2)(4e,4o) is very close to NEVPT2(4e,4o) at the equilibrium, it does not diverge and remains nearly parallel to FCI at long distances. This is because GF2 itself partially recovers the static correlation [39] missed in NEVPT2 when the small active space is used.

In Fig. 4.2, we consider the potential energy curve of Li$_2$ molecule in a TZ basis. Both CASSCF(2e,2o) and NEVPT2(2e,2o) yield curves parallel to FCI. Although GF2 yields lower energies than CASSCF(2e,2o) around the minimum, for stretched geometries GF2 is not parallel to the FCI curve. When static correlation is properly treated by using active space on top of GF2, i.e. SEET(FCI/GF2)(2e,2o), the dissociation is correctly described and the curve falls between NEVPT2(2e,2o) and FCI curves.

Let us show now that SEET allows us to split the full active space into smaller active spaces composed of molecular orbitals (MOs) belonging to particular fragments. We show here only small molecules with small active spaces; however, in systems with large active space that are currently too large for CAS type methods, the active space splitting in SEET can be used to qualitatively describe the dissociation (strong correlation) regime. We consider the Li$_4$ cluster made from two parallel Li dimers as shown in the inset of Fig. 4.3. The distance between these two dimers is fixed and kept long enough to avoid any coupling between them. The cluster is stretched following the parallel direction as shown in the inset of Fig. 4.3. GF2 and MP2 yield too deep dissociation curves and as expected both curves separate for distances larger than 9.0 a.u. In this
Figure 4.2: Potential energy curve of Li$_2$ with TZ basis.

Figure 4.3: Potential energy curve of Li$_4$ with TZ basis. The inset shows the geometry of Li$_4$ cluster that includes two Li dimers separated by a fixed distance $L = 30.0$ a.u.

system, the full active space comprises two pairs of $\sigma$-type MOs. Consequently, both CASSCF(4e,4o) and NEVPT2(4e,4o) methods yield correct dissociation curves within a given basis set, whereas NEVPT2(2e,2o) with only one pair of MOs in active space diverges to $-\infty$ at $R > 10.0$ a.u. The SEET(FCI/GF2)(4e,4o) curve remains between
NEVPT2(4e,4o) and FCI curves. For Li$_4$, similarly to SEET(RASCI/GF2)(6e,6o) for the H$_6$ ring, to calculate SEET energies beyond $R = 8.0$ a.u. with $10^{-4}$ a.u. accuracy requires thousands of frequency points. We will present solutions to this issue elsewhere.

In SEET, the full active space of two pairs of MOs can be split into two smaller equivalent active spaces, where each active space includes one pair of MOs. As shown in Fig. 4.3, SEET(FCI/GF2)((2e,2o)+(2e,2o)) dissociation curve does not diverge and remains nearly parallel to the FCI one at long distances. While for the example of two parallel Li dimers, it is possible to localize orbitals on each fragment before splitting the full active space (similarly to the active space decomposition (ASD) developed by Parker and coworkers [46]), we avoid doing so since we aim to demonstrate that despite missing many CI configurations when the active space consisting of MOs of the same symmetry (i.e. $\sigma$-type MO) is split, SEET can avoid divergences and recover a dissociation limit parallel to the FCI curve. Moreover, it is evident that SEET results can be systematically improved by enlarging the active space.

![Figure 4.4: Occupation numbers of Li$_4$.](image)

To further explore active space splitting, in Fig. 4.4, as a function of bond stretch-
ing in Li$_4$ cluster, we plot orbital occupations of valence MOs obtained by FCI, CASSCF, GF2, and SEET(FCI/GF2) methods. FCI occupations smoothly shift from single-reference to multi-reference as the bond length increases. CASSCF(4e,4o) and SEET(FCI/GF2)(4e,4o) occupations are in a very good agreement with FCI reference. In GF2, occupations suddenly jump from single-reference to multi-reference regime at $R = 9.0$ a.u. This is reflected by a kink in the GF2 dissociation curve, see Fig. 4.3. Furthermore, beyond this point, GF2 occupation numbers are even closer to 1.0 than those of FCI, indicating that GF2 overestimates static correlation in the Li$_4$ cluster. On the other hand, when performing FCI in two active spaces on top of GF2, namely SEET(FCI/GF2)[(2e,2o)+(2e,2o)], the single- to multi-reference transition becomes much smoother indicating that SEET(FCI/GF2)[(2e,2o)+(2e,2o)] describes the correlations in a more balanced way than GF2 by itself.

![Energy vs. R(N-H) curve](image)

**Figure 4.5:** Potential energy curve of NH$_3$ with 6-31G basis.

Finally, we show that the full active space in SEET(FCI/GF2) can be split into smaller groups, where each group consists of different symmetry MOs. To this end, we consider NH$_3$ molecule in the 6-31G basis [47]. Fig. 4.5 displays the dissociation curves from FCI, CASSCF, NEVPT2, GF2, and SEET(FCI/GF2) calculations. For
NH$_3$ molecule, the full active space is composed of 4 $\pi$–type and 2 $\sigma$–type orbitals. Both CASSCF(6e,6o) and NEVPT2(6e,6o) correctly reproduce the FCI dissociation behavior. Although GF2 yields the energy that is comparable to NEVPT2(6e,6o) energy at the equilibrium, it significantly differs from NEVPT2(6e,6o) at longer distances. In the SEET(FCI/GF2) method, the full active space is split into two smaller active spaces with different orbital symmetries. One group consists of 2 $\sigma$–type orbitals and 4 $\pi$–type orbitals are included in the other one. It is evident that the SEET(FCI/GF2)\[(2e,2o)+(4e,4o)\] curve is close to that of NEVPT2(6e,6o) within the range of distances considered. This stands in contrast to the GF2 behavior which has large error for stretched geometries. Let us point out that in conventional CAS methods, it is also possible to split the full active space into smaller active spaces with the different orbital symmetries [12, 13]; however, such a procedure requires a complicated implementation. In SEET, the active space splitting does not require any additional implementation.

In conclusion, we have presented a generalization of the SEET method to \textit{ab initio} Hamiltonians for molecular systems. GF2 and FCI were used to treat correlations in non-local (weakly correlated) and local (strongly correlated) subspaces, respectively, in a perturb and diagonalize type of scheme. The performance of SEET(FCI/GF2) was illustrated using small molecules in small basis sets. We demonstrated that SEET(FCI/GF2) provides results of comparable quality to NEVPT2 with the same active space. Additionally, unlike conventional multi-reference perturbation theories, SEET avoids intruder states and does not require high-order RDMs, and furthermore, the full active space can be split into smaller active spaces without any additional implementation. In contrast to LDA+DMFT, the double counting problem does not appear in SEET and the accuracy can be improved either by increasing the perturbation order or by enlarging the active space. Since the non-local interactions are described by the non-local self-energy, we do not require effective interactions $U$ in the
strongly correlated orbitals. These advantages show that SEET is a promising method to describe challenging strongly correlated, large molecules.
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5.1 Introduction

The use of numerical grids in calculations for realistic systems has a long history in quantum chemistry simulations. For example, in density functional theory (DFT) a numerical integration is necessary for the evaluation of the exchange-correlation contribution to the density functional [1–5]. Similarly, in Laplace transformed MP2 (LT-MP2) a quadrature is used to represent an integral that leads to the removal of the energy denominators [6–11]. Recently, an implementation of the random phase approximation (RPA) [12] appeared that uses an efficient imaginary time grid to yield a temperature-independent RPA energy. The above mentioned methods are just a few examples of using efficient quadrature, a more extensive literature on the subject can be found in Refs. [13–32]. Thus, it is fair to say that extensive knowledge ex-
ist on representing temperature-independent quantities on a grid when ground state methods are used. However, very little is known about how to efficiently represent temperature-dependent data on finite-temperature imaginary axis Matsubara grids.

Several factors distinguish the finite-temperature Green’s function from the zero-temperature Green’s function formalism. Firstly, let us note that the temperature-dependent Green’s function is a discrete object for which the grid points \( i\omega_n \) are spaced according to the Matsubara grid \( w_n = (2n + 1)\pi/\beta \), where \( n \in \mathbb{Z}, \beta = 1/(k_B T) \) is the inverse temperature and \( k_B \) is the Boltzmann constant. In comparison, the zero-temperature Green’s function represented on the imaginary axis is a continuous function. Similarly, the temperature-dependent imaginary time Green’s function is an antiperiodic function between 0 and \( \beta \), while the zero-temperature Green’s function of imaginary time is a non-periodic function decaying rapidly and smoothly to zero.

Consequently, traditional quadratures developed for zero-temperature RPA Green’s functions used in Ref. [12] or LT-MP2 to represent denominators [6] are not suitable for temperature-dependent Green’s function calculations.

Currently, temperature-dependent Green’s function calculations are mostly done for low-energy model systems. An excellent compact representation of Green’s functions in terms of Legendre polynomials was proposed by Boehnke et al. in Ref. [33] and used for single-site dynamical mean-field theory calculations for the Hubbard model. While temperature-dependent Green’s function calculations for large realistic systems are still in their infancy, one can easily imagine that they could be very important in materials science for materials with small band gaps where the change of properties with temperature is significant and multiple states can be easily populated, or for a system which exhibits a temperature-dependent phase transition caused by the electronic degrees of freedom.

Unlike the low-energy models, the orbital energies in realistic systems span a huge energy window frequently varying even between \(-3000 \text{ eV} \) to \(300 \text{ eV} \), as shown in
Fig. 5.1. Thus, when quantitative accuracy in the calculations of realistic systems is desired, new challenges arise that are not present in model system calculations.

The temperature-dependent Green’s functions have to be represented on a numerical grid with a spacing defined by the temperature but covering the energy window spanned by the realistic system. This usually results in a grid containing thousands of frequencies. Consequently, the Fourier transform from the imaginary time to the imaginary frequency axis, according to Nyquist theorem, requires twice as many imaginary time points as frequency points to yield accurate results. Having several thousand data
points makes the calculations for realistic systems extremely challenging even if each 
grid point can be calculated in parallel.

Motivated by the aforementioned challenges, we first determine how the imaginary 
time grid can be truncated to a reasonable size and how the resulting errors can be 
controlled. To achieve this, we replace the numerical Fourier transform \((i\tau \rightarrow i\omega)\) 
with an orthogonal polynomial transform \((i\tau \rightarrow L)\) and \((L \rightarrow i\omega)\), where \(L\) denotes 
expansion coefficients of a Green’s function or self-energy in an orthogonal polynomial 
basis. Subsequently, we examine if (i) the expansion coefficients \(L\) can be produced 
using a smaller number of grid points than currently employed in the numerical Fourier 
transform, and if (ii) the number of expansion coefficients \(L\) is small enough that they 
can be easily stored in realistic calculations.

This Chapter is organized as follows. In Section 5.2, we review the necessary theo-
retical background leading to compact imaginary time grids and orthogonal polynomial 
transforms \((i\tau \rightarrow L \rightarrow i\omega)\) using Legendre expansion coefficients. In Section 5.3, we 
discuss how an orthogonal polynomial transform can be used in the second-order iter-
ative Green’s function method (GF2) to reduce the size of the imaginary time grid. In 
Section 5.4, we present numerical results showing that the required number of imagi-
nary time points is much smaller than in the original uniform and power-law grid, and 
that the number of required expansion coefficients can be kept small even if micro-
Hartree \((\mu E_h)\) accuracy is desired. Finally, we present conclusions in Section 5.5.

5.2 Theory

In many Green’s function methods two Green’s function \((G)\) or self-energy \((\Sigma)\) rep-
resentations are used: an imaginary time representation \(G(i\tau)\) or \(\Sigma(i\tau)\) and imagi-
nary frequency representation \(G(i\omega)\) or \(\Sigma(i\omega)\). In an efficient implementation, one 
frequently changes from \(i\tau\) to \(i\omega\) and back, depending on which representation is
more computationally advantageous for a particular step in the calculation. Note that while the above statement is general and the $i\tau$ to $i\omega$ transform may be present in temperature-independent calculations such as RPA or GW [12, 34, 35], in this chapter we focus exclusively on the imaginary time and frequency used for temperature-dependent Green’s functions [36–39].

Thus, often a Green’s function method proceeds according to the scheme illustrated in Fig. 5.2, where the computational bottleneck lies in the evaluation of $\Sigma(i\tau)$.

\[ G(i\omega) = \left[ [G_0(i\omega)]^{-1} - \Sigma(i\omega) \right]^{-1} \xrightarrow{\text{FFT}} G(i\tau) \]

\[ \Sigma(i\omega) \xrightarrow{\text{IFFT}} \Sigma(i\tau) \]

Figure 5.2: An example of the representation change between imaginary time and frequency in Green’s function methods. We denote the noninteracting and interacting/correlated Green’s function as $G_0(i\omega)$ and $G(i\omega)$, respectively.

In numerical methods imaginary time quantities are discretized on a grid. The number of imaginary time points used to represent $\Sigma(i\tau)$ enters as a prefactor in the computational scaling of the $G(i\tau) \rightarrow \Sigma(i\tau)$ step. A sizable prefactor makes such calculations for large system impossible.

There are two reasons for the large size of imaginary time grids for temperature-dependent Green’s functions. Firstly enough points are required to preserve the temperature dependence, and secondly a significant number of points is required to make a numerical Fourier transform accurate.
5.2.1 Orthogonal polynomial representation of the self-energy

Because Legendre polynomials form a complete orthogonal basis on the interval \([-1, 1]\) any function, including the Green’s function and self-energy, can be expanded in terms of Legendre polynomials. A detailed description of Legendre polynomials and their use as an expansion basis can be found in Ref. [40]. We consider a single-particle temperature-dependent imaginary time self-energy \(\Sigma(i\tau)\) on the interval \([0, \beta]\). The Legendre polynomial expansion of the self-energy on this interval is given by

\[
\Sigma_{ij}(i\tau) = \sum_{l=0}^{\infty} \sqrt{\frac{2l + 1}{\beta}} P_l(x(i\tau)) \Sigma^l_{ij},
\]

where \(P_l(x(i\tau))\) is a Legendre polynomial of rank \(l\) and \(\Sigma^l_{ij}\) is the corresponding expansion coefficient,

\[
\Sigma^l_{ij} = \sqrt{\frac{2l + 1}{\beta}} \int_0^\beta d(i\tau) P_l(x(i\tau)) \Sigma_{ij}(i\tau),
\]

and \(x(i\tau) = 2(i\tau)/\beta - 1\) maps the interval \([0, \beta]\) onto \([-1, 1]\). Note that different orthogonal polynomials, e.g. Chebyshev or Legendre, can be used as a basis. However, all results presented here should be valid regardless of the representation [33, 41].

In the past, several advantages of using an orthogonal polynomial representation of the Green’s function (and self-energy) were explored. Boehnke et al. [33] used the Legendre polynomial representation of Green’s functions as a noise filter in continuous-time hybridization expansion quantum Monte Carlo (CT-HYB) [42, 43] calculations and to construct a more compact representation of Green’s functions than the Matsubara axis representation. The compactness of the Legendre representation of Green’s functions was subsequently explored in Refs. [44, 45].

In this Chapter, we focus on another advantage of using the Legendre representation
that is relevant to computational time savings when Fourier transforming quantities from imaginary time to imaginary frequency. The Fourier transform in the Legendre basis can be done as a two step transform \([33]\) \((\Sigma (i\tau) \rightarrow L)\) and \((L \rightarrow \Sigma (i\omega))\). We note that using the Legendre basis in the first step \((\Sigma (i\tau) \rightarrow L)\) leads to a dramatic reduction of the number of imaginary time points in comparison to performing a regular Fast Fourier transform \((\Sigma (i\tau) \rightarrow \Sigma (i\omega))\). This reduction is especially important for methods where the evaluation of the self-energy or Green’s function on the imaginary time axis is a computational bottleneck. The second step \((L \rightarrow \Sigma (i\omega))\) is unitary and can be written as matrix multiplication

\[
\Sigma_{ij}(i\omega_n) = \sum_{l \geq 0}^\infty \Sigma_{ij}^l \frac{\sqrt{2l + 1}}{\beta} \int_0^\beta d(i\tau) e^{i\omega_n \tau} P_l(x(i\tau)) = \sum_{l \geq 0}^\infty T_{nl} \Sigma_{ij}^l,
\]

where \(T_{nl}\) is the unitary matrix with elements defined as

\[
T_{nl} = (-1)^n j_{l+1} \sqrt{2l + 1} \frac{(2n + 1) \pi}{2},
\]

where \(j_{l}(z)\) are the spherical Bessel functions of the second kind.

Even though the Legendre series is infinite in principle, in all practical calculations only a finite number of expansion coefficients is used, and for all atomic and molecular systems studied here the expansion coefficients decay very fast. In the worst case, only a few hundreds of them are necessary (see Section 5.4), therefore only \(\mathcal{O}(N_l n^2)\) double precision numbers have to be stored, where \(n\) is the number of orbitals and \(N_l\) is the number of terms in the Legendre expansion. In contrast to calculations employing the orthogonal polynomial transform, a typical numerical Fourier transform may require tens to hundreds of thousands of imaginary time grid points \(N_\tau\), making the cost of evaluation of the self-energy very significant.
5.2.2 Sparse imaginary time grid

In this section, we examine the number of imaginary time grid points necessary to perform the Legendre transform ($\Sigma(i\tau) \rightarrow L$) accurately. This assessment is absolutely vital to the success of many approaches where evaluation of the self-energy on the time grid is the computational bottleneck.

To estimate the number of grid points necessary we performed calculations for atoms and molecules using different numbers of imaginary time points. While both atoms and molecules that we use here as test examples do not display different physics for a large range of temperatures due to the size of the gap present in these systems, they are very challenging examples since we strive to calculate the electronic energy for very low temperatures (large value of inverse temperature $\beta = 100 \text{[1/a.u.]}$). Consequently, our grid spacing has to be very small and the grid has to span the significant energy window shown in Fig. 5.1, thus requiring very many points if the uniform or power-law grids are used. For numerical Fourier transforms we used two different grids, a uniform grid and power-law grid as described below. For the ($\Sigma(i\tau) \rightarrow L$) transform, we used a modification of the power-law grid to compute a fixed number of Legendre coefficients. We have chosen 200 expansion coefficients since such a number of coefficients allows us to calculate the energy to $\mu E_h$ accuracy.

5.2.3 Uniform imaginary time grid

The grid points are uniformly spaced within the interval $[0, \beta]$ where the antiperiodic $G(i\tau)$ or $\Sigma(i\tau)$ is represented.

5.2.4 Power-law time grid

Because the imaginary time self-energy is sharply peaked around endpoints (0 and $\pm\beta$) it is convenient to use non-uniformly spaced grids to represent it. A power-law
grid [46] is constructed to be dense around endpoints and sparse between them where the imaginary time self-energy is close to zero. The power-law grid is defined by two parameters: the power coefficient $p$ and the uniform coefficient $u$. The first step in creating such a grid is placing points with the coordinates $\tau_j = \beta/2^j, j \in \{0, ..., p - 1\}$ starting from each endpoint and also placing a midpoint at $\beta/2$. Consequently, such a grid has $2p + 1$ power points. Then, each interval between power points is divided into $2u$ uniformly spaced subintervals. Thus the total number of grid points is $N_\tau = 2u(p + 1) + 1$.

**5.2.5 $(\Sigma(i\tau) \rightarrow L)$ transform with a power-law grid**

We evaluated Legendre expansion coefficients employing only a fraction of the original power-law grid. We kept the number of power points fixed at $p = 12$ and chose the number of uniform points as $u = 2^n$ where $n \in \{1, ..., 5\}$. The resulting grid has $2u(p + 1) + 1$ imaginary time points that correspond to 53, 105, 209, 417 and 833 points for $n \in \{1, ..., 5\}$ respectively. In comparison, calculations with the standard power-law grid required at least $n = 8$ to be converged.

Using the uniform, power-law grid and orthogonal polynomial transform, we evaluated the Matsubara self-energy $\Sigma(i\omega)$. In Fig. 5.3, we show the convergence of the self-energy for different grids. We set as our reference the self-energy obtained with 200 Legendre polynomials and plot the norm of the matrix $\left( ||A|| = \left( \sum_{ij} (A_{ij})^2 \right)^{1/2} \right)$ defined as the difference between the reference self-energy and the self-energy calculated with different numbers of points and different grids for the Ne atom using aug-cc-pVDZ basis set [47–49].

As seen in Fig. 5.3, the $(\Sigma(i\tau) \rightarrow L)$ and $(L \rightarrow \Sigma(i\omega))$ transforms converge much faster than the regular $(\Sigma(i\tau) \rightarrow \Sigma(i\omega))$ Fourier transform performed using a uniform or power-law grid.
Figure 5.3: Convergence of the self-energy $\Sigma(i\omega_n)$ as a function of number of imaginary time points, for the Ne atom with aug-cc-pVDZ basis set, and $\beta = 100$ [1/a.u.].

5.3 Self-consistent second-order Green’s function theory using orthogonal polynomial transform

Figure 5.4: GF2 is the second-order approximation to the self-energy. It includes two first order self-energy diagrams (from left to right): Hartree (direct), Fock (exchange) and two second-order self-energy diagrams: direct and exchange.

In this section, as an application to realistic calculations, we briefly describe the framework of the self-consistent second-order Green’s function theory (GF2) using an orthogonal polynomial transform.

GF2 employs the second-order approximation to the self-energy resulting in inclusion of all Feynman self-energy diagrams up to the second order, as shown in Fig. 5.4.
The first two diagrams are already included at mean-field level. Within spin-restricted GF2, the last two diagrams are translated into the following expression for the imaginary time self-energy

\[ \Sigma_{ij}(i\tau_n) = - \sum_{klmnpq} G_{kl}(i\tau_n)G_{mn}(i\tau_n)G_{pq}(-i\tau_n)v_{ikmq}(2v_{ljpn} - v_{pjln}), \]  

(5.4)

where \( G(i\tau_n) \) is an imaginary time Green’s function and \( v_{ijkl} \) are two-electron integrals defined as

\[ v_{ijkl} = \int \int dr_1 dr_2 \phi_i^*(r_1)\phi_j(r_1) \frac{1}{r_{12}} \phi_k^*(r_2)\phi_l(r_2). \]  

(5.5)

In GF2, as illustrated in Fig. 5.2 for a general case, the calculation of the second-order self-energy according to Eq. 5.4 is done in the imaginary time domain while the Dyson equation from Fig. 5.2 is much easier to solve in the frequency domain.

In our previous implementation, a typical molecular all electron GF2 calculation that involves both core and virtual orbitals may require many thousands of Matsubara frequencies \( N_\omega \) making the total amount of storage necessary equal to \( \mathcal{O}(N_\omega n^2) \) double precision numbers, where \( n \) is the number of orbitals. The imaginary time Green’s function is represented by \( \mathcal{O}(N_\tau n^2) \) double precision numbers, where \( N_\tau \) is the number of points of the imaginary time grid. Building the self-energy according to Eq. 5.4 scales as \( \mathcal{O}(N_\tau n^5) \), and despite that the self-energy calculation at any given imaginary time point is independent and can be made parallel, a large prefactor \( N_\tau \) is slowing down calculations significantly even when using a power-law grid.

Since employing the orthogonal polynomial transform restricts the imaginary time grid even for the most difficult cases to fewer than 400 points, we implemented it as part of our algorithm. Here, we give a complete step-by-step modified algorithm description.

1. Start with a Hartree–Fock (HF) reference solution (although starting from a DFT reference is equally possible and advantageous for cases that are difficult
to converge using HF) and build the initial Matsubara Green’s function in the non-orthogonal AO basis according to:

\[ G_0(i\omega_n) = [(\mu + i\omega_n)S - F]^{-1}, \]  

(5.6)

where \( S \) is the overlap matrix, \( F \) is the Fock matrix and \( \mu \) is the chemical potential.

2. Perform discrete Fourier transform of \( G_0(i\omega_n) \) to its imaginary time counterpart \( G_0(i\tau_n) \). Alternatively, at this point, it is possible to avoid discrete Fourier transform if one starts directly from the imaginary time HF (DFT) Green’s function constructed from HF (DFT) orbital energies \( \epsilon \)

\[ G_0(i\tau_n) = \theta(i\tau_n) (n(E) - 1) e^{-i\tau_n E} + \theta(-i\tau_n)n(E)e^{-i\tau_n E}, \]  

(5.7)

where \( \theta(x) \) is the Heaviside step function, \( E = \epsilon - \mu \) and \( n(E) = [e^{\beta E} + 1]^{-1} \) is the Fermi distribution. Since the Green’s function from Eq. 5.7 is constructed using MO orbital energies, it should be transformed to the AO basis before proceeding to the next step.

3. Calculate the self-energy on the imaginary time grid according to Eq. 5.4. It is at this point where we first take advantage of the Legendre polynomial representation of self-energy, since the Legendre representation allows us to use small imaginary time grids with only a fraction of points of the grid we used in our original implementation [37].

4. Obtain the Legendre expansion coefficients by performing an integration of the self-energy \( \Sigma(i\tau) \) according to Eq. 5.2. Since different imaginary time points are computed in parallel, it is advantageous if for every imaginary time point \( i\tau \) we first calculate the self-energy \( \Sigma(i\tau) \) and then immediately use it to calculate its
contribution to $\Sigma^l$. This allows us to avoid storing full $\Sigma(i\tau)$.

5. Build the imaginary frequency self-energy $\Sigma(i\omega)$ by performing a transform of Legendre coefficients according to Eq. 5.3.

6. Solve the Dyson equation to obtain an updated Green’s function.

7. Find the chemical potential $\mu$ to ensure that a proper number of electrons is present in the system.

8. Calculate the density matrix and use it to update Fock matrix.

9. Go to point 6 and iterate until the density matrix and chemical potential $\mu$ converge.

10. Calculate the one-body energy as

$$E_{1b} = \frac{1}{2} \text{Tr} \left[ \left( h + F \right) P \right], \quad (5.8)$$

where $h$ is the core-Hamiltonian matrix, $P = -2G(i\tau = \beta)$ is the correlated density matrix and the Fock matrix $F$ is evaluated using this correlated density matrix.

The two-body energy can be evaluated using

$$E_{2b} = \frac{2}{\beta} \sum_{n=0}^{N_{\omega}} \text{Tr} \left[ G(i\omega_n) \Sigma(i\omega_n) \right], \quad (5.9)$$

for details see Ref. [50].

11. Transform $G(i\omega)$ to $G(i\tau)$ and go to step 3 and iterate until the total energy converges.
5.4 Results and discussion

In this section, we provide results of atomic and molecular calculations with the above introduced GF2 algorithm. To assess the accuracy and efficiency of the algorithm described above, we performed several benchmark calculations with large basis sets using diffuse orbitals. These basis sets usually require the most extensive imaginary time grid and are necessary to reach quantitative accuracy and converge with basis set size.

Additionally, we also tested our algorithm on a few systems with transition metal atoms with ecp-sdd-DZ [51–54] basis set containing pseudopotentials for inner shell electrons. We investigated systems with pseudopotentials since these are frequently used in solid state calculations and it is our interest to assess how compact the grids can become for such systems.

Our investigations can be divided into two groups evoking our original questions about (i) the size of the grid necessary to calculate the Legendre coefficients accurately and (ii) the compactness of the Legendre expansion.

5.4.1 Convergence of the electronic energy with respect to the grid size

We calculated the electronic correlation energy according to Eq. 5.9 for the grids defined in Section 5.2.5 and compared it to the energy obtained using our previous GF2 implementation with sufficiently large imaginary time grids. Our previous implementation required at least an order of magnitude larger grids than the current one using the Legendre expansion.

In Fig. 5.5, we plot the error in electronic correlation energy obtained by using different number of imaginary time points that are used to produce Legendre expansion of self-energy consisting of 200 expansion coefficients. Let us first note that using 200
Figure 5.5: Convergence of the electron correlation energy as the function of number of imaginary time points used to obtain the Legendre expansion of the self-energy for several atoms and molecules.

Legendre coefficients result on average in 20 or less \( \mu E_h \) error in the correlation energy.

If we set the value of correlation energy using 200 Legendre polynomials as a reference then it is evident from Fig. 5.5 that with only 104 imaginary time grid points an acceptable accuracy (less than 50 \( \mu E_h \) from the exact answer) can be achieved. This is already far below the commonly accepted chemical accuracy of \( \approx 1 \text{ kcal·mol}^{-1} \). Using fewer than 100 grid points is not advisable since for 53 points for every examined case the correlation energy was about 0.5 \( mE_h \) away from the reference correlation energy that is unacceptable in almost any quantum chemical calculation. For imaginary time grids with 209 and more points the accuracy reaches a plateau since for 200 Legendre coefficients a grid of 209 time points is sufficient to produce these coefficients with accuracy reaching numerical precision. If we desired to reach better accuracy than \( \mu E_h \) level, then a larger number of the Legendre expansion coefficients and time points should be employed in our calculation.
5.4.2 Compactness of the Legendre expansion

Figure 5.6: Even coefficients of Legendre expansion of self-energy calculated using imaginary time grid consisting of 417 points for atoms and molecules. Right panel shows zoomed in region where $\Sigma_l \approx 0$ where Gibbs oscillations start to develop.

Next, we will study how the accuracy of our calculations depends on the number of terms in the Legendre expansion of the self-energy. We fix the size of imaginary time grid to 417 points because, as it is seen from Fig. 5.5, this number of grid points is sufficient to produce at least 200 accurate Legendre coefficients in the expansion of the self-energy.

First, we will look at values of expansion coefficients $\Sigma_{00}$ determined by integrating the self-energy according to Eq. 5.2. In Fig. 5.6 we plotted the even Legendre coefficients for a few atoms and molecules. Odd coefficients show very similar behavior in almost all cases. As seen from the left panel of Fig. 5.6, Legendre coefficients decay monotonically, converging to zero with a decay rate that is system-specific. For all cases studied in this work, we observe a fast decay of Legendre expansion coefficients used to represent the imaginary time self-energy. Thus, the Legendre polynomials form a compact representation not only for the Hubbard model [33] but also for atoms and molecules. Since realistic molecular systems have diffuse orbitals and span a large
energy spectrum an increase in the number of expansion terms in comparison to the Hubbard model is to be expected.

Figure 5.7: Difference between the standard GF2 correlation energy and correlation energy obtained by using Legendre expansion of the self-energy for several closed-shell atoms with aug-cc-pVDZ basis set (cc-pVDZ basis set was used for Ca).

The right panel of Fig. 5.6 shows a zoom in for the region where the expansion coefficients are close to zero. A closer look at the values of $\Sigma_{l0}^d$ reveals a numerical noise. This noise is known as Gibbs oscillations [55] and arises when too few imaginary time grid points are used to evaluate higher order Legendre coefficients.

To confirm that Gibbs oscillations are arising from the insufficient number of imaginary time points necessary to resolve high order Legendre coefficients, we evaluated Legendre expansion using 6657 imaginary time points. These coefficients in Fig. 5.6 for $\text{H}_2\text{O}$ molecule (red line) show no numerical noise when compared to coefficients (light blue line) evaluated using 417 points.

In order to prevent numerical noise buildup affecting very high orders of the Legendre expansion, one should truncate the expansion once oscillations are detected.
Figure 5.8: Difference between the standard GF2 correlation energy and correlation energy obtained by using Legendre expansion of the self-energy for several transition metal atoms and diatomic clusters with ecp-sdd-DZ basis set.

Figure 5.9: Difference between the standard GF2 correlation energy and correlation energy obtained by using Legendre expansion of the self-energy for several small molecules with TZ(Dunning) basis set.
Table 5.1: Error in $\mu E_h$ of the correlation energy for different number of Legendre expansion coefficients for several atoms and molecules$^a$.

<table>
<thead>
<tr>
<th>Atom or molecule</th>
<th>Basis set</th>
<th>Size of Legendre basis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$l=200$</td>
</tr>
<tr>
<td>He</td>
<td>aug-cc-pVDZ</td>
<td>0</td>
</tr>
<tr>
<td>Be</td>
<td>aug-cc-pVDZ</td>
<td>0</td>
</tr>
<tr>
<td>Ne</td>
<td>aug-cc-pVDZ</td>
<td>−1</td>
</tr>
<tr>
<td>Mg</td>
<td>aug-cc-pVDZ</td>
<td>1</td>
</tr>
<tr>
<td>Ar</td>
<td>aug-cc-pVDZ</td>
<td>−10</td>
</tr>
<tr>
<td>Ca</td>
<td>cc-pVDZ [56]</td>
<td>−3</td>
</tr>
<tr>
<td>H$_2$O$^b$</td>
<td>TZ(Dunning) [57]</td>
<td>−22</td>
</tr>
<tr>
<td>(H$_2$O)$_2$$^b$</td>
<td>TZ(Dunning)</td>
<td>−27</td>
</tr>
<tr>
<td>(H$_2$O)$_3$$^b$</td>
<td>TZ(Dunning)</td>
<td>−53</td>
</tr>
<tr>
<td>(H$_3$O)$_4$$^b$</td>
<td>TZ(Dunning)</td>
<td>−71</td>
</tr>
<tr>
<td>HCN</td>
<td>TZ(Dunning)</td>
<td>−8</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>TZ(Dunning)</td>
<td>−37</td>
</tr>
<tr>
<td>BH$_3$</td>
<td>DZ(Dunning) [58]</td>
<td>0</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>TZ(Dunning)</td>
<td>−1</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>TZ(Dunning)</td>
<td>−3</td>
</tr>
<tr>
<td>C$_2$H$_2$</td>
<td>TZ(Dunning)</td>
<td>8</td>
</tr>
<tr>
<td>MgO</td>
<td>aug-cc-pVDZ</td>
<td>1</td>
</tr>
<tr>
<td>MgH$_2$</td>
<td>aug-cc-pVDZ</td>
<td>−1</td>
</tr>
<tr>
<td>BN</td>
<td>TZ(Dunning)</td>
<td>−7</td>
</tr>
<tr>
<td>NaOH</td>
<td>aug-cc-pVDZ</td>
<td>1</td>
</tr>
<tr>
<td>LiH</td>
<td>aug-cc-pVDZ</td>
<td>−1</td>
</tr>
<tr>
<td>AlH</td>
<td>aug-cc-pVDZ</td>
<td>−1</td>
</tr>
<tr>
<td>NaH</td>
<td>aug-cc-pVDZ</td>
<td>0</td>
</tr>
<tr>
<td>H$_2$O$_2$</td>
<td>TZ(Dunning)</td>
<td>−30</td>
</tr>
<tr>
<td>H$_3$CO</td>
<td>TZ(Dunning)</td>
<td>−24</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>TZ(Dunning)</td>
<td>−7</td>
</tr>
<tr>
<td>C$_6$H$_6$</td>
<td>TZ(Dunning)</td>
<td>−8</td>
</tr>
<tr>
<td>Cd</td>
<td>ecp-sdd-DZ</td>
<td>−2</td>
</tr>
<tr>
<td>Cu$_2$$^c$</td>
<td>ecp-sdd-DZ</td>
<td>−31</td>
</tr>
<tr>
<td>Pd</td>
<td>ecp-sdd-DZ</td>
<td>−2</td>
</tr>
<tr>
<td>Ag$_2$$^d$</td>
<td>ecp-sdd-DZ</td>
<td>−5</td>
</tr>
</tbody>
</table>

$^a$Results are quoted in mE$_h$. $^b$Reference [30]. $^c$Reference [32]. $^d$Reference [34].
Experimental geometries were taken from NIST Computational Chemistry Comparison and Benchmark Database [59].

Geometry was taken from Ref. [60].

d\(d(\text{Cu-Cu}) = 3.63\) a.u.

d\(d(\text{Ag-Ag}) = 5.46\) a.u.

Another method is to damp Gibbs oscillations by introducing an integral kernel function [55]. This option has been previously explored in the context of the Hubbard model [41]. The particular choice of integral kernel function depends on several factors and is not convenient, especially if a black-box method is desired.

Motivated by our aspiration to make the user impact minimal, we took the first route and studied how the truncation of the Legendre expansion of the self-energy influences the accuracy of the method. Truncation criteria can be easily implemented and do not require any special care from the user and hence can be introduced as a part of any black-box computational package.

We performed calculations for our test set containing atoms and simple molecules truncating the Legendre series after various number of terms \(\Sigma_{l_{ij}} = 0\) for \(l > l_{\text{max}}\). Results for a few atoms and molecules are shown in Figs. 5.7–5.9. More results can be found in Tab. 5.1 for \(l = 40, 100,\) and 200 Legendre polynomials. Our calculations show that only a couple hundred of Legendre expansion coefficients are necessary to yield very accurate results. All these results were calculated using 417 imaginary time points. In all cases very fast convergence was achieved and less then 100 Legendre polynomials were needed to converge correlation energy to \(1\) \(mE_h\). We observe that for all atoms considered here the correlation energy continues to converge to the reference one and about 200 Legendre polynomials are needed to recover it up to the \(\mu E_h\).

Similar observations can be made for calculations involving pseudopotentials and thus our method can be reliably applied to calculations of complex systems containing both transition metals and light atoms. A somewhat slower convergence was observed in the
case of molecular calculations. In this case more than 200 but less than 300 Legendre polynomials were necessary to get within a few $\mu E_h$ from the reference correlation energy.

In some cases the correlation energy obtained with a larger number of Legendre polynomials happens to be further from the reference correlation energy than the correlation energy obtained with fewer Legendre polynomials. This behavior was observed for Pd atom, when the number of Legendre polynomials changed from 60 to 80, for NH$_3$ molecule when number of Legendre polynomials changed from 80 to 100, and for (H$_2$O)$_3$ and (H$_2$O)$_4$ molecules when number of Legendre polynomials increased from 100 to 150. When very few Legendre coefficients (below 100) are used the convergence of the correlation energy is not monotonic and the correlation energy can show large oscillations and be below or above the reference energy. Once a sufficient number of Legendre polynomials (usually 200–300) is employed the correlation energy reaches a plateau smoothly. We observe that for all examples studied 300 Legendre polynomials were sufficient to reach overall convergence to within 10 $\mu E_h$. Small fluctuations in the correlation energy observed in atomic calculations shown in Fig. 5.7 happen only below 1 $\mu E_h$ and are purely a numerical artifact since the convergence criterion in our GF2 calculations was 1 $\mu E_h$.

5.5 Summary and Conclusions

The frequency—time duality is present in many temperature-dependent methods and $G(i\tau)$ or $\Sigma(i\tau)$ can be transformed to $G(i\omega)$ or $\Sigma(i\omega)$ depending if handling the time or frequency object is more computationally advantageous. Both the frequency and time Green’s functions have to be represented on a numerical grid, and thus a small number of grid points is crucial for achieving computational efficiency.

While the construction of imaginary time grids is a well-studied problem and ap-
pears in Laplace-transformed Møller–Plesset (LT-MP2) perturbation theory, such grids are appropriate for the zero-temperature Green’s function and cannot be employed to study the temperature-dependent Green’s function.

In this Chapter, we have presented a method that makes the transform between imaginary time and imaginary frequency temperature-dependent Green’s functions converge much faster with respect to the number of necessary imaginary time points than the traditional uniform and power-law grid. To achieve this goal we have used a combination of a very sparse power-law grid together with an explicit transform based on a Legendre expansion of the self-energy. We have shown that to converge the Legendre coefficients necessary to perform the explicit transform we need an order of magnitude fewer imaginary time points than when doing the numerical Fourier transform.

Moreover, we have also shown that even for realistic systems in basis sets with a significant energy spread only a few hundred (200–300) Legendre coefficients are necessary to reach the accuracy of $\mu E_h$ when compared with the fully converged result. Overall the orthogonal polynomial representation of the self-energy offers a fast, accurate, and less storage demanding solution for practical realistic calculations.

We have also applied such a representation of the self-energy to the GF2 method resulting in very accurate energies for atoms and molecules while using only a limited number of imaginary time grid points and only couple hundred (200–300) of Legendre expansion coefficients.

While at present no large scale realistic calculations are performed including temperature coming from the electronic effects, due to the increasing interest in new materials, we believe that such calculations will become important in the near future, and thus identifying and overcoming major bottlenecks connected to the efficient representation of the Green’s function and self-energy in the imaginary time domain is an important step in this new direction.
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6.1 Introduction

Finite-temperature Green’s function calculations have a long history in condensed matter physics [1–4]. Most commonly the finite-temperature formalism is employed to study low-energy effective models, such as the Hubbard [5] model, either by numerical or analytical means [6–10]. Much less is known about employing finite-temperature Green’s functions for realistic systems while maintaining “chemical accuracy” of 1 kcal-mol$^{-1}$. In quantum chemistry, or in any realistic calculations beyond model systems, the eigenvalue spread of realistic Hamiltonians is very broad; thus, the finite-temperature Green’s function formalism, when applied to realistic problems, has to describe energy levels far outside the window described by model Hamiltonians. This makes the realistic calculations much more challenging than the model ones. In prac-
tical calculations, temperature-dependent Green’s functions are expressed as functions of imaginary time or imaginary frequency (Matsubara Green’s function) that are mutually connected by a Fourier transform. Both imaginary time and Matsubara Green’s functions are discretized on imaginary time and imaginary frequency grid, yielding $G(1:N,1:N,1:N_\tau)$ and $G(1:N,1:N,1:N_\omega)$ matrices, where $N$, $N_\tau$, and $N_\omega$ are the number of orbitals, imaginary time, and imaginary frequency grid points, respectively. The size of these grids depends on the energy spread of a system and the temperature-dependent grid spacing. Since realistic Hamiltonians have a wide spread of orbital energies, both grids need to contain hundreds of thousands of grid points to reach high numerical accuracy at low temperatures that result in small grid spacing. Even though in a parallel calculation each grid point can be processed independently, computation requirements are still very high and both the time and memory necessary to handle Green’s function operations grow steeply. Thus, for accurate and affordable realistic calculations, it is highly desirable to find compact representations of both imaginary time and Matsubara Green’s functions.

Recently, Boehnke et al. [11] employed orthogonal polynomial representation of Green’s functions to compactly express Hubbard Green’s functions. Using this approach for realistic systems, we have shown that very accurate results can be obtained exploiting only a fraction of the original imaginary time grid points necessary to illustrate the energy spread of the realistic Hamiltonian [12]. In practical calculations, since many Green’s functions manipulations are easier in frequency space it is important to have a compact representation of the Matsubara Green’s function. In this Chapter, we focus on finding a representation that will result in using compact Matsubara frequency grids for realistic problems.

The regular imaginary frequency Matsubara grid is equidistant and the grid spacing is directly related to the physical temperature. Let us note, however, that while the grid spacing for low frequencies is essential to illustrate the physical temperature, for
larger frequencies the Green’s function is a slowly and smoothly changing function of frequency. Consequently, it should be possible to keep the original spacing for few frequency points near zero and have a prescription to systematically evaluate more points for higher frequencies with larger than the near-zero spacing without any loss of accuracy.

Since the Matsubara Green’s function or self-energy is smoothly and slowly changing between grid points, numerical interpolation is especially suitable to accurately describe it. Linear interpolation is the simplest choice but it lacks smoothness. While a polynomial of higher degree may be used to interpolate and ensures smoothness, this type of interpolation may result in large Runge oscillations between the data points. Consequently, we decided to employ spline interpolation using cubic polynomials over a polynomial interpolation since it will result in a procedure with much smaller interpolation errors, greater stability and low computational cost.

In chemical physics, cubic spline interpolation has been applied as a basis to solve a complex differential and integral Schrödinger [13–15], Dirac [16], and Sham–Schlüter Equations [17], Thomas–Fermi model [18], in calculations of vibrational and rotational spectra [19] and many other cases [20–32]. Since the derivatives of third and higher order polynomials are discontinuous, cubic spline interpolation is limited to applications that are not sensitive to the smoothness of derivatives higher than second order. Applications of cubic spline interpolation algorithm in Green’s function theory are known in the context of dynamical mean-field theory (DMFT) [8, 33, 34].

Finally, cubic spline interpolation algorithm is popular because it is very easy to implement and use. Several libraries provide built-in functions for cubic spline interpolation. For example, FORTRAN provides both procedural and object-oriented interfaces for the FITPACK library [35].

This Chapter is organized as follows. In Section 6.2, we shortly review the background necessary to understand finite-temperature Green’s functions and our motiva-
tion behind applying them to realistic calculations. Additionally, we focus on illustrating the difficulties of extending the Green’s function approach to large basis sets used in chemistry. In Section 6.3, we describe the spline interpolation procedure that we use for realistic systems and its implementation in the second-order Green’s function theory. We list and discuss the numerical results of our algorithm as applied to realistic atomic and molecular calculations in Section 6.4. Finally, we present conclusions in Section 6.5.

### 6.2 Theory

In this section, we briefly review some aspects of fermionic Green’s function theory relevant to this work. For a more detailed introduction to Green’s function theory readers are suggested to consult textbooks on the subject, see e.g. Refs. [1, 4, 36].

First, let us note that Green’s functions can be expressed in the real or imaginary frequency domain. In general a real time or real frequency one-body Green’s function is a function used to describe spectral properties such as ionization potentials, electron affinities, or the single-particle spectral function. Methods such as the random phase approximation (RPA) and GW usually express the Green’s function using real frequencies to obtain spectra at zero temperature [37, 38]. The real frequency zero-temperature Green’s function is a rational function in the complex plane. Its low energy behavior can often be approximated by a series of relatively few appropriately chosen exponentially decaying terms [37]. However, the rational structure implies the existence of poles, for which iterative algorithms (such as the DMFT or the self-energy embedding theory (SEET) [39, 40]) require pole shifting algorithms [41–43]. Iterating zero-temperature Green’s functions in this way has proven to be difficult, and we therefore employ the finite-temperature formulation in which these problems are absent.

The imaginary frequency Matsubara Green’s function \( G(i\omega_n) \) is used to describe
single-particle properties of a statistical ensemble where many excited states (besides
the ground state) are potentially accessible at a given finite temperature. While not
commonly employed in molecular quantum chemistry calculations, such Green’s func-
tions are desirable for materials science calculations where a small electronic band gap
allows multiple electronic states to be populated even at low temperatures. The Mat-
subara Green’s function is expressed on the imaginary grid \( i \omega_n = (2n + 1) \pi / \beta \) \[44\],
where \( n = 0, 1, 2, \ldots \), \( \beta = 1/(k_B T) \) is the inverse temperature, and \( k_B \) is the Boltzmann
constant. Note that the \( 2 \pi / \beta \) spacing of the grid is set by the physical temperature \( T \).
Using such a grid, the Matsubara Green’s function is then defined as

\[
G(i \omega_n) = \left[ (i \omega_n + \mu) S - F - \Sigma(i \omega_n) \right]^{-1},
\]
(6.1)

where \( S \) and \( F \) are the overlap and Fock matrices correspondingly, and \( \mu \) is the chemical
potential chosen such that a proper number of electrons is present in the system. The
self-energy \( \Sigma(i \omega_n) \) is a correction to the noninteracting Green’s function \( G_0(i \omega_n) = \left[ (i \omega_n + \mu) S - F \right]^{-1} \) describing static and dynamical many-body correlation effects at
the single-particle level.

Both real and imaginary parts of the Green’s function on a Matsubara grid are
smooth and converge to zero in the limit of large frequencies. In this high-frequency
limit, \( i \omega_n \to \infty \), the Matsubara Green’s function can be expressed as a series

\[
G(i \omega_n) = \frac{G_1}{i \omega_n} + \frac{G_2}{(i \omega_n)^2} + \frac{G_3}{(i \omega_n)^3} + \mathcal{O}\left( \frac{1}{(i \omega_n)^4} \right),
\]
(6.2)

with the expansion coefficients given by

\[
[G_k]_{ij} = (-1)^{(k-1)} \langle \Psi | \left\{ \left[ \hat{H}, \hat{c}_i \right]_k, \hat{c}_j^\dagger \right\} | \Psi \rangle,
\]
(6.3)

where \( | \Psi \rangle \) is the Heisenberg ground state of the system, \( \hat{H} \) is the full many-body
Hamiltonian of the system

\[ \hat{H} = \sum_{ij}^{N} h_{ij} \hat{c}_{i}^{\dagger} \hat{c}_{j} + \frac{1}{2} \sum_{ijkl}^{N} v_{ijkl} \hat{c}_{i}^{\dagger} \hat{c}_{k}^{\dagger} \hat{c}_{l} \hat{c}_{j}, \]  

(6.4)

where \( \hat{c}_{i} (\hat{c}_{i}^{\dagger}) \) is the electron annihilation (creation) operator from orbital \( i \), \( h_{ij} \) is the one-body part of the Hamiltonian

\[ h_{ij} = \int d\mathbf{r}_{1} \phi_{i}^{\ast} (\mathbf{r}_{1}) \left( -\frac{1}{2} \nabla_{\mathbf{r}_{1}}^{2} - \sum_{A} \frac{Z_{A}}{|\mathbf{r}_{1} - \mathbf{R}_{A}|} \right) \phi_{j} (\mathbf{r}_{1}), \]  

(6.5)

and \( v_{ijkl} \) are two-electron integrals defined as

\[ v_{ijkl} = \int \int d\mathbf{r}_{1} d\mathbf{r}_{2} \phi_{i}^{\ast} (\mathbf{r}_{1}) \phi_{j} (\mathbf{r}_{1}) \frac{1}{r_{12}} \phi_{k}^{\ast} (\mathbf{r}_{2}) \phi_{l} (\mathbf{r}_{2}). \]  

(6.6)

It was shown in Ref. [45] that the coefficients of high-frequency expansion in a non-orthogonal orbital basis for Hamiltonians with full Coulomb interactions are given by

\[ G_{1} = S^{-1}, \]  

(6.7)

\[ G_{2} = S^{-1} (F - \mu S) S^{-1}. \]  

(6.8)

In a typical calculation, see Fig. 6.1, the self-energy \( \Sigma \) is evaluated either on the Matsubara frequency or imaginary time grid by a variety of solvers ranging from quantum Monte Carlo methods [7, 46–48] to perturbative [49–54] and configuration interaction type of methods [55, 56]. In the next step, a Green’s function is calculated by means of the Dyson equation

\[ G(i\omega_{n})^{-1} = G_{0}(i\omega_{n})^{-1} - \Sigma(i\omega_{n}). \]  

(6.9)

Using the correlated Green’s function and self-energy, one evaluates quantities of
Figure 6.1: A typical self-consistent Green’s function calculation consists of the following steps. Generating an initial guess is followed by the Fourier transform from the Matsubara domain to the imaginary time domain. Then a quantum many-body problem is solved using a many-body solver. This step is usually done in the imaginary time domain. The inverse Fourier transform back to the Matsubara domain and solution of the Dyson equation conclude the iteration and the next iteration starts with updated Green’s function. The most computationally expensive steps are the solution of quantum many-body problem and the solution of the Dyson equation.
interest such as the one-particle density matrix

$$\mathbf{P} = \frac{2}{\beta} \sum_{n}^{N_{\omega}} e^{i\omega_{n}0^{+}} \mathbf{G}(i\omega_{n}) , \quad (6.10)$$

and using it the correlated one-body energy

$$E_{1b} = \frac{1}{2} \text{Tr} \left[ (\mathbf{h} + \mathbf{F}) \mathbf{P} \right] , \quad (6.11)$$

where $\mathbf{h}$ is the one-body part of the Hamiltonian.

Different prescriptions can be used to compute the two-body correlation energy $E_{2b}$. The Galitskii–Migdal formula [57] is used to evaluate the internal energy

$$E_{2b}^{GM} = \frac{2}{\beta} \sum_{n}^{N_{\omega}} \text{Tr} \left[ \mathbf{G}(i\omega_{n}) \mathbf{\Sigma}(i\omega_{n}) \right] , \quad (6.12)$$

where $N_{\omega}$ is the total number of imaginary frequencies. Similarly, the Luttinger–Ward [58] functional $\Phi$ consisting of irreducible energy diagrams of the self-energy can be used to calculate the grand-canonical potential

$$\Omega[\mathbf{G}] = \text{Tr} \left[ \ln \left( \mathbf{\Sigma} - \mathbf{G}_{0}^{-1} \right) + \mathbf{\Sigma} \mathbf{G} \right] - \Phi[\mathbf{G}] , \quad (6.13)$$

which at low temperatures reduces to $\Omega = E - \mu N_{el}$, where $E = E_{1b} + E_{2b}$ is the internal energy and $N_{el}$ is the total number of electrons in the system. For higher temperatures, $\Omega = E - TS - \mu N_{el}$ can be used to find the free energy and thermodynamic properties of the system under study. For self-consistent calculations at low temperature the stationary value of $\Omega$ corresponds to the energy obtained from Galitskii–Migdal formula up to a shift of $\mu N_{el}$.

In practical calculations, a finite number of imaginary frequencies $N_{\omega}$ is used to span the Matsubara Green’s function. Insufficient size of the Matsubara frequency
grid leads to errors in the one- and two-body energy as well as the one-particle density matrix.

A practical way to decide how many frequencies have to be used to represent the Matsubara Green’s function before applying the high-frequency expansion can be based on measuring the distance between the inverse of the overlap matrix $S^{-1}$ and the numerically evaluated coefficient of high-frequency expansion of Green’s function $G_1 = G(i\omega_n) \cdot i\omega_n$. In the limit of infinite number of Matsubara frequencies $D_{G_1} = \lim_{N_\omega \to \infty} (G(i\omega_n) \cdot i\omega_n - S^{-1}) \to 0$. A finite number of Matsubara frequencies always results in an error. To illustrate the magnitude of this error, we plot in the left panel of Fig. 6.2 the Frobenius norm $||D_{G_1}||_F \equiv \sqrt{\sum_i \sum_j |(D_{G_1})_{ij}|^2}$ of $D_{G_1}$ as a function of the number of Matsubara frequencies $N_\omega$ for seven realistic atomic and molecular systems. After an initial plateau, where no improvement is seen, the Frobenius norm starts to decay linearly in the logarithmic plot. Consequently, to reduce the error in the Frobenius norm by an order of magnitude, an order of magnitude more Matsubara frequencies is necessary. The right panel of Fig. 6.2 shows the convergence of $||D_{G_1}||_F$ as a function of a basis set for the Kr atom. Generally, employing larger basis sets or adding diffuse functions requires an increase of the number of Matsubara frequencies. This is due to the fact that the spread of Hamiltonian eigenvalues increases as larger basis sets are used. Thus, the fastest decay of $||D_{G_1}||_F$ is observed in cc-pVDZ [59] basis with 27 basis function and the slowest in the aug-cc-pVQZ [59] with 97 functions. Note that even when a basis with a pseudopotential that has only basis functions describing the valence orbitals is employed, to be in the linear regime requires more than 10,000 frequencies.

During a calculation, the Matsubara Green’s function may need to be stored in memory. Storing a single Green’s function requires $O(N_\omega N^2)$ complex double precision numbers, where $N$ is the number of orbitals in a basis set. Thus, for the large orbital bases and large number of frequencies necessary to reach quantum chemical
quantitative accuracy, the required memory becomes a significant bottleneck. Even if the memory bottleneck is avoided and the Green’s function is evaluated one the fly, when necessary, the computational complexity of all operations involving the Green’s functions grows rapidly with the number of Matsubara frequencies. Examples of such operations include solving the Dyson equation 8.15, which requires $O(N_\omega N^3)$ evaluations. Even if all these operations can be made parallel over the frequency index, having to take into account this large number of Matsubara frequencies can significantly slow down a computation.

To see why the frequency grid requirements are so demanding when chemical accuracy is desired, it is instructive to look at Matsubara Green’s functions evaluated in large basis sets. In the left panel of Fig. 6.3, we plotted several of the largest elements of the imaginary part of the Matsubara Green’s function for the H$_2$CO molecule calculated using the second-order Green’s function theory (GF2) [51, 52, 62] with TZ(Dunning)
basis set. In the right panel of Fig. 6.3, we plotted several largest matrix elements of the real part of the Matsubara Green’s function for the H2CO molecule. First, let us note that different elements of \( [G(i\omega_n)]_{ij} \) decay differently. Secondly, as expected, the

![Graph showing the five largest elements of ImG(i\omega_n) and ReG(i\omega_n) for H2CO molecule calculated with the second-order Green’s function perturbation theory GF2 with TZ(Dunning) basis set and \( \beta=100 \) [1/a.u.]. Note that the frequency axis of the ImG(i\omega_n) and ReG(i\omega_n) is discontinuous to show that the most rapid change of the Green’s function happens in the low-frequency range while for the remaining frequencies the Green’s function converges slowly to the high-frequency limit.]

most rapid change in both real and imaginary parts of the Green’s function occurs in the low-frequency range. Lastly, the slow convergence of the Green’s function to its high-frequency limit is responsible for the large Matsubara grid when low temperatures are used. Similar observations can be made about the convergence of sums involving Matsubara frequencies [63, 64].

Motivated by these observations, in the next section we will compute the Matsubara Green’s function for only a few low-frequency points to preserve the temperature dependence and have various interpolation techniques to approximate values of the Green’s function for higher frequencies.
6.2.1 Spline interpolation

We adopted the commonly used cubic spline interpolation technique and modified it appropriately for the efficient use in Green’s function calculations. For the description of a standard cubic spline interpolation, readers are referred to textbooks on numerical methods, e.g. Refs. [65, 66].

We consider a subset of Matsubara frequencies \( S = \{ i\omega_n | n \in [0, N_\omega] \} \) chosen from original equidistant Matsubara grid and Green’s function \( G_{ij}(i\omega_n) \) evaluated on this subset. We focus on a particular frequency interval \([\omega_l, \omega_{l+1}], \omega_l, \omega_{l+1} \in S\). We define a local polynomial between interval endpoints as a modified Legendre interpolation formula

\[
\tilde{G}(i\omega_n) = aG(i\omega_l) + bG(i\omega_{l+1}) + cG''(i\omega_l) + dG''(i\omega_{l+1}), \tag{6.14}
\]

where \( n \in [l, l+1] \), \( G''(i\omega_l) \) is the second derivative of Green’s function at the point \( i\omega_l \), and \( a, b, c, d \) are interpolation coefficients determined as

\[
a = \frac{i\omega_{l+1} - i\omega_n}{i\omega_{l+1} - i\omega_l}, \tag{6.15}
\]

\[
b = \frac{i\omega_n - i\omega_l}{i\omega_{l+1} - i\omega_l}, \tag{6.16}
\]

\[
c = \frac{1}{6} \left( a^3 - a \right) (i\omega_{l+1} - i\omega_l)^2, \tag{6.17}
\]

\[
d = \frac{1}{6} \left( b^3 - b \right) (i\omega_{l+1} - i\omega_l)^2. \tag{6.18}
\]

Polynomials \( \tilde{G}(i\omega_n) \) from all intervals \([i\omega_l, i\omega_m] \subset [i\pi/\beta, i\omega_{N_\omega}] \) can be combined and used as an approximation to the Green’s function \( G(i\omega_n) \). Equation 6.14 generates continuous second derivatives both within the interval and at its boundaries, thus making a smooth transition between intervals, but approximating the third derivatives by a constant. Note, that a simple linear interpolation is not a good choice here.
because the second derivative is undefined at the boundaries of the intervals and is zero inside. A construction of a local polynomial (Eq. 6.14) requires the knowledge of second derivatives for every given point \(i\omega_l\). Analytical second derivatives are not available for a correlated Matsubara Green’s function and numerical derivatives must be used. The second derivatives can be approximated, for example, using central difference formula

\[
G''(i\omega_l) = \frac{G(i\omega_l + \zeta) - 2G(i\omega_l) - G(i\omega_l - \zeta)}{2\zeta},
\]

where \(\zeta\) is a small increment. An application of the central difference formula for every interval results in the following \(M - 2\) equations for second derivatives

\[
\frac{i\omega_l - i\omega_{l-1}}{6}G''_{l-1} + \frac{i\omega_{l+1} - i\omega_{l-1}}{3}G''_l + \frac{i\omega_{l+1} - i\omega_l}{6}G''_{l+1} = \frac{G''(i\omega_{l+1}) - G''(i\omega_l)}{i\omega_{l+1} - i\omega_l} - \frac{G''(i\omega_l) - G''(i\omega_{l-1})}{i\omega_l - i\omega_{l-1}}.
\]

Since there are only \(M - 2\) equations for \(M\) unknowns to find a unique solution two more equations have to be provided. In this work we chose to simply set second derivatives at global boundaries to zero \(G''(i\omega_{n=0}) = 0\) and \(G''(i\omega_{n=N\omega}) = 0\). In the numerical analysis literature, it is known as a natural spline [65]. Now, the resulting \(M\) equations can be written as a matrix equation and finding second derivatives amounts to solving a system of linear equations. Since the coefficient matrix is tridiagonal there is a unique solution that can be obtained in \(O(M)\) operations using a sparse linear solver.

Once the second derivatives are known and coefficients \(a, \ldots, d\) are calculated, the Green’s function can be reconstructed using Eq. 6.14 at any requested frequency point. Our algorithm consists of the following basic steps:
1. We begin by choosing a small number of grid points explicitly and forming a small preliminary grid that usually does not exceed a few hundred points. Most of these points are located near zero frequency and preserve the natural Matsubara spacing to encode information about the inverse temperature $\beta$. It is not particularly important how the points are chosen further away from zero frequency because later, iteratively, more points are added when necessary. However, to keep the number of operations small it is recommended to take advantage of the shape of Green’s function and create a denser grid in the low-frequency region and a sparser grid everywhere else.

2. At these preliminary grid points we evaluate the Green’s function $G(i\omega)$.

3. For every pair of labels $ij$ of the Green’s function $[G(i\omega)]$, we solve a system of Eqs. 6.20 for second derivatives in every interval between adjacent grid points and use it to infer the magnitude of change of the Green’s function.

4. Since we use cubic polynomials the forth derivative $|G^{IV}|$ must vanish. We calculate and compare the absolute value of $|G^{IV}|$ to the predetermined desired threshold value $\delta$. If $|G^{IV}| < \delta$ then the Green’s function does not change on the $[i\omega_l, i\omega_{l+1}]$ interval appreciably and no more frequency points should be added, otherwise a midpoint $i\omega_{(2l+1)/2}$ is inserted.

5. We evaluate and store the Green’s function at the midpoint frequency $G(i\omega_{(2l+1)/2})$.

6. We repeat step 3 until $|G^{IV}|$ indicate that the Green’s function does not change anymore on every interval for all the $ij$ labels.

Depending on the value of $\delta$ a different number of imaginary frequency points are selected and hence the accuracy of the spline can be systematically improved by decreasing $\delta$. 
Since the Matsubara Green’s function is a complex quantity the cubic spline interpolation algorithm can be applied to either real or imaginary part of it. The real part of the Green’s function contributes to the density matrix and the one-body energy. The imaginary part of the Green’s function influences the two-body energy. We observed that an insufficient grid causes the largest error in the density matrix and consequently the one-body energy. For this reason, we decided to apply the cubic spline interpolation algorithm to the real part of Green’s function to minimize $\delta$ and we use the resulting grid to evaluate both the real and imaginary part of the Green’s function.

6.3 Computational details

The algorithm for creating a Green’s function spline introduced above is suitable for calculating Green’s functions or self-energies in a systematic manner and improving its accuracy as a function of the spline accuracy $\delta$ and the grid size. In this Chapter, we tested this algorithm on a series of Green’s functions coming from GF2 calculations. GF2 is a perturbative many-body Green’s function method that has many attractive properties. It is as accurate as Møller–Plesset perturbation theory (MP2) [67] for weakly correlated systems but, unlike many methods suitable for weakly correlated systems such as MP2 or CCSD [68], it is reasonably well behaved for strongly correlated systems [52]. GF2 has both small fractional charge and fractional spin errors [69], affordable computational scaling $\mathcal{O}(N_\tau N^5)$ and can be carried out self-consistently, making it reference independent. The self-consistency guarantees that the Luttinger–Ward functional constructed from the converged GF2 Green’s function and GF2 self-energy and the total energy is stationary with respect to the Green’s function. Therefore, at convergence different ways of calculating correlation energy agree within numerical precision. This is a significant advantage because it means that one is free to choose the simplest way of evaluating the correlation energy e. g. using Galitskii–Migdal formula

In GF2, the imaginary time self-energy $\Sigma(i\tau)$ is calculated using an imaginary time Green’s function $G(i\tau)$ according to

$$\Sigma_{ij}(i\tau) = -\sum_{klmnop} G_{kl}(i\tau)G_{mn}(i\tau)G_{pq}(-i\tau)v_{ikmq} (2v_{ljpn} - v_{pjln}), \quad (6.21)$$

GF2 calculations proceed as shown in Fig. 6.1 and operate in both imaginary time and Matsubara domains. This choice simplifies the numerical evaluation of the self-energy and the solution of the Dyson equation, for details see Refs. [1, 3]. A broad variety of complex numerical algorithms and procedures, involved in the GF2 calculation, require handling Matsubara grids such as the calculation of the Matsubara Green’s functions, fast Fourier transform from the Matsubara frequencies to imaginary time and back, solution of the Dyson equation and the evaluation of sums over Matsubara frequencies in the Galitskii–Migdal energy calculation. This makes GF2 an ideal candidate for testing our algorithm. The details of the GF2 algorithm can be found in Ref. [52]. To accelerate calculations of the imaginary time self-energy a Legendre polynomial basis was used as described in Ref. [12].

The reference data involving full frequency grid was obtained by performing self-consistent GF2 calculations for several atoms and simple molecules with Matsubara frequency grids large enough to achieve convergence in total energy to 10 $\mu E_h$ and in the total number of electrons to $10^{-5}$. From the converged GF2 Green’s functions and self-energies we calculated the reference one-body density matrix using Eq. 6.10, the total number of electrons, the one-body energy using Eq. 6.11, and the Galitskii–Migdal and Luttinger–Ward energies using Eqs. 6.12 and 6.13 respectively.
6.4 Results and discussion

In this section, we benchmark realistic atomic and molecular GF2 calculations using the cubic spline interpolation algorithm described above. Our test set is comprised of 3 closed-shell atoms: Be, Mg, Ar; 21 closed-shell molecules: H\textsubscript{2}O, (H\textsubscript{2}O)\textsubscript{2}, (H\textsubscript{2}O)\textsubscript{3}, (H\textsubscript{2}O)\textsubscript{4}, HCN, CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{4}, CO, CO\textsubscript{2}, H\textsubscript{2}CO, NH\textsubscript{3}, BN, H\textsubscript{2}O\textsubscript{2}, C\textsubscript{6}H\textsubscript{6}, LiH, NaH, MgH\textsubscript{2}, AlH, NaOH, MgO, NaF; and 4 transition metal atoms and diatomic clusters: Cd, Pd, Cu\textsubscript{2}, Ag\textsubscript{2}. The aug-cc-pVDZ \cite{70-72} basis set was used for atoms, the TZ\cite{Dunning} basis set was used for molecules except for LiH, NaH, MgH\textsubscript{2}, AlH, NaOH, MgO and NaF where the aug-cc-pVDZ basis set was used. For transition-metal containing compounds, a basis set with pseudopotentials ecp-sdd-DZ \cite{73-76} was employed. We studied systems with pseudopotentials because they are frequently used in solid-state calculations thus giving us an insight into behavior of the realistic Green’s function in such systems. Moreover, without using pseudopotentials the grid requirements for such electron rich systems are enormous.

All systems studied in this work have a small dependence on temperature due to a large HOMO-LUMO gap and thus variations of inverse temperature $\beta$ do not change results qualitatively. Lowering the temperature (increasing $\beta$) corresponds to decreasing the Matsubara spacing, so that correspondingly more frequencies are required to reach the same accuracy for frequency sums and energies. Consequently, to challenge our algorithm we have chosen a relatively large value of inverse temperature $\beta = 100$ [1/a.u.].

To test the accuracy of our algorithm, we applied it to converged GF2 Green’s functions using several values of the threshold $\delta = 10^{-\eta}, \eta \in \{2, 3, 4, 5, 6\}$. For every value of the threshold, we used the cubic spline interpolation algorithm to obtain a new small grid — a set of not necessarily equidistant imaginary frequency points satisfying conditions discussed in the previous section. A spline evaluated using such a small
grid was used to calculate the one-body density matrix (Eq. 6.10), total number of electrons, one-body energy (Eq. 6.11), and Galitskii–Migdal (Eq. 6.12) and Luttinger–Ward (Eq. 6.13) energies.

First, we consider the size of new smaller grids used to create a spline and their dependence on the value of the threshold $\delta$. The interpolation algorithm applied to a smooth function such as Matsubara Green’s function produces sets of points with increasing cardinality as the value of threshold decreases. This guarantees a monotonic convergence to the original grid (usually containing thousands of points) in the limit of $\delta \to 0$, thus making our algorithm controlled and systematically convergent when applied to Green’s functions.

The numerical manifestation of the statement above is shown in Tab. 6.1, where we summarized results for several atoms and molecules with different basis sets. Before a Green’s function calculation is started the number of points in the full Matsubara grid has to be predetermined. This number can be determined by converging the HF energy to a predetermined accuracy by using the HF Green’s function. The convergence in total HF energy to $10 \, \mu E_h$ was used to obtain the maximum number of the grid points listed in the VIII column of Tab. 6.1. Alternatively, one can define an accuracy threshold $\epsilon = \max |A_{ij}|$, where $A = G^n_1 - G^a_1$, is the maximum matrix element of a difference between the numerical $G^n_1 = G(i\omega_n) \cdot i\omega_n$ and the analytical $G^a_1 = S^{-1}$ high-frequency coefficient and determine how many points are necessary to converge the calculation to match a certain $\epsilon$.

It is clear from Tab. 6.1 that for most systems to recover either the highly accurate HF energy or $G_1$ to at least $\epsilon = 0.1$ accuracy frequently more than 10,000 Matsubara frequencies are required. Additionally, we observe that for most systems, besides few atomic examples, the size of the grid requiring an $\epsilon$ between $0.1 - 0.01$ is enough to converge the HF energy to a high accuracy. Thus, while we can predetermine how large the grid should be, such size of the grids cannot be easily explicitly tractable since for
Table 6.1: The number of grid points as a function of the threshold $\delta$ used in our cubic spline interpolation algorithm for several atoms and molecules\(^a\) as compared to the number of points in the input Matsubara grid listed in column VIII. Columns IX--X show the number of points in the Matsubara grid required to recover the $G_1$ coefficient of the high-frequency expansion of Green’s function to $\epsilon = 0.1$ and $\epsilon = 0.01$ accuracy threshold.

<table>
<thead>
<tr>
<th>Atom or molecule</th>
<th>Basis set</th>
<th>$\delta$</th>
<th>$N_\omega$ used</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$10^{-2}$</td>
<td>$10^{-3}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Be</td>
<td>aug-cc-pVDZ</td>
<td>169</td>
<td>229</td>
<td>337</td>
</tr>
<tr>
<td>Mg</td>
<td>aug-cc-pVDZ</td>
<td>157</td>
<td>216</td>
<td>328</td>
</tr>
<tr>
<td>NaH</td>
<td>aug-cc-pVDZ</td>
<td>217</td>
<td>343</td>
<td>546</td>
</tr>
<tr>
<td>Ar</td>
<td>aug-cc-pVDZ</td>
<td>573</td>
<td>682</td>
<td>841</td>
</tr>
<tr>
<td>NaF</td>
<td>aug-cc-pVDZ</td>
<td>262</td>
<td>417</td>
<td>755</td>
</tr>
<tr>
<td>C_2H_4</td>
<td>TZ(Dunning)</td>
<td>241</td>
<td>384</td>
<td>761</td>
</tr>
<tr>
<td>Cd</td>
<td>ecp-sdd-DZ</td>
<td>255</td>
<td>380</td>
<td>598</td>
</tr>
<tr>
<td>MgH_2</td>
<td>aug-cc-pVDZ</td>
<td>298</td>
<td>469</td>
<td>875</td>
</tr>
<tr>
<td>Ag_2</td>
<td>ecp-sdd-DZ</td>
<td>294</td>
<td>421</td>
<td>657</td>
</tr>
<tr>
<td>NH_3</td>
<td>TZ(Dunning)</td>
<td>211</td>
<td>344</td>
<td>734</td>
</tr>
<tr>
<td>HCN</td>
<td>TZ(Dunning)</td>
<td>264</td>
<td>411</td>
<td>834</td>
</tr>
<tr>
<td>(H_2O)_2</td>
<td>TZ(Dunning)</td>
<td>326</td>
<td>496</td>
<td>885</td>
</tr>
<tr>
<td>(H_2O)_3</td>
<td>TZ(Dunning)</td>
<td>252</td>
<td>419</td>
<td>894</td>
</tr>
<tr>
<td>H_2CO</td>
<td>TZ(Dunning)</td>
<td>230</td>
<td>373</td>
<td>770</td>
</tr>
<tr>
<td>C_6H_6</td>
<td>TZ(Dunning)</td>
<td>322</td>
<td>497</td>
<td>918</td>
</tr>
</tbody>
</table>

\(^a\) Experimental geometries were taken from NIST Computational Chemistry Comparison and Benchmark Database [77].

\(^b\) $d(\text{Ag}-\text{Ag}) = 5.46$ a.u.

\(^c\) Geometry was taken from Ref. [78].
small molecules such as those shown in the Tab. 6.1, if larger basis set are employed, the
grid can approach a size of 100,000 or more Matsubara frequencies. This is a numerical
explanation why finite-temperature Green’s function calculations for realistic systems
have not yet become routine. In this light, our cubic spline interpolation approximation
is an important step towards reliable finite-temperature Green’s function calculations.

As Tab. 6.1 shows, when using the spline interpolation procedure, the reduction in the
size of imaginary frequency grids is approximately two orders of magnitude if \( \delta = 10^{-4} \)
is used and by about one order for lower values of \( \delta \). For the most demanding system
studied in this work, we only require fewer than 3,000 frequency points to produce a
new Green’s function using spline which is guaranteed to be in a very good agreement
with the reference one since the threshold value is very small \( \delta = 10^{-6} \). Overall, when
\( \delta = 10^{-4} \) is used, the number of frequency points necessary to create a spline grid is
around 5% of the original Matsubara grid size which is a remarkable reduction.

To put our efforts in reduction of the Matsubara frequency grid to several thou-
sands points in perspective, it is worth mentioning that grids containing the same
order of magnitude of points are used in quantum chemistry, e.g. in the evaluation
of the contribution of the exchange-correlation potential in DFT and other numerical
algorithms [79–83].

Next, in Fig. 6.4, we examine the convergence of all quantities considered such as
the one-particle density matrix, one-body energy, etc. as a function of threshold \( \delta \). To
illustrate the trend, we selected a few systems from the test set.

In the first panel of Fig. 6.4, we plotted the logarithm of the error in the one-particle
density matrix defined as \( \Delta P = \sum_{ij} [P - P^{\text{ref}}]_{ij} \) as the function of the threshold \( \delta \). For
all systems studied in this work, we observed almost perfect linear convergence. Thus,
an order of magnitude improvement in the accuracy of the one-particle density matrix
can be achieved by decreasing the threshold by a factor of ten. For small systems such
as atoms, the value of threshold roughly corresponds to the accuracy of the one-particle
density matrix. For bigger systems using the smallest threshold yields inaccurate one-body density matrices. Thus at least $\delta = 10^{-3}$ should be used if quantities that rely on an accurate determination of a one-particle density matrix are of interest.

The one-body energy is calculated using the one-body density matrix. Consequently, we note based on the upper center panel of Fig. 6.4, that the rate of convergence of the one-body energy is that of the one-particle density matrix. The overall accuracy of the one-body energy is worse than that of the one-particle density matrix but insignificantly. Nonetheless for all systems considered here the convergence of about $10 \mu E_h$ is achieved for $\delta = 10^{-6}$.

The total number of electrons is another quantity calculated from the one-particle density matrix. The $\delta$-dependence of the total number of electrons is shown in the upper right panel of Fig. 6.4. Overall convergence of the total number of electrons is fast and the accuracy is generally better than one of the one-particle density matrix. For the majority of systems considered in this work, it is enough to set $\delta = 10^{-4}$ to recover the total number of electrons to $10^{-5}$ accuracy.

The convergence of the Galitskii–Migdal two-body energy is shown in the bottom left panel of Fig. 6.4. We observe that the Galitskii–Migdal energy is converging the most rapidly and for all the systems studied $\delta = 10^{-3}$ is enough to achieve a $\mu E_h$ accuracy. Thus, the cubic spline interpolation algorithm is an extremely efficient way to calculate the two-body energy and to replace a simple sum over Matsubara frequencies which is known to be numerically challenging. Small fluctuations in the Galitskii–Migdal energy observed for $\delta = 10^{-5}$ and $\delta = 10^{-6}$ are purely numerical artifacts and only happen after a very good convergence to $0.1 \mu E_h$ is achieved.

Next, we examine the convergence of the Luttinger–Ward ($E_{LW}$) energy shown in the bottom center panel of Fig. 6.4. The Luttinger–Ward energy converges at a slower rate than Galitskii–Migdal energy but still an acceptable accuracy of $10 \mu E_h$ can be achieved with $\delta = 10^{-5}$ or $\delta = 10^{-6}$ threshold depending on the system under
Figure 6.4: Errors in the density matrix \( \log \left( \sum_{ij} [P - P_{\text{ref}}]_{ij} \right) \), one-body energy \( \log (E_{1b} - E_{1b}^{\text{ref}}) \), total number of electrons \( \log (N_{\text{el}} - N_{\text{el}}^{\text{ref}}) \), two-body Galitskii–Migdal energy \( \log (E_{2b}^{GM} - E_{2b}^{\text{ref}}) \) and Luttinger–Ward energy \( \log (E_{LW} - E_{LW}^{\text{ref}}) \) as a function of the threshold \( \log (\delta) \) for selected atoms and molecules with different basis sets. Last panel shows the dependence of the grid size \( \log (N_{\omega}) \) on the threshold \( \log (\delta) \). Log denotes the base 10 logarithm.
consideration. The oscillations in the Luttinger–Ward energy, which are numerical artifacts, may also happen but only after initial convergence to less than $10 \mu E_h$ is achieved.

Finally, last panel of Fig. 6.4 shows the sizes of imaginary frequency grids that correspond to particular value of the threshold $\delta$. As expected, simpler atomic systems even with basis sets containing polarization functions generally do not require large grids and changing the threshold $\delta$ does not result in a significant change of the size of the imaginary frequency grid, indicating that a convergence is achieved with relatively low value of $\delta$. For bigger systems with lower spatial symmetry, the convergence of the grid size is slower and larger values of the threshold $\delta$ may be necessary.

As the results above indicate, decreasing the threshold $\delta$ indeed results in generating more extensive grids with the increase of $1.5-2.0$ for every order of magnitude decrease of $\delta$ (see Tab. 6.1). This has an important consequence for the computational complexity of realistic calculations. In order to achieve an order of magnitude improvement in convergence of the Green’s function using standard equidistant Matsubara frequency grid the next successive grid must be at least an order of magnitude larger than previous one (Fig. 6.2). It follows from Fig. 6.4 that if a cubic spline interpolation algorithm is used, an order of magnitude improvement in the calculated quantity can be achieved if the value of threshold $\delta$ is changed by a factor of ten which results in changing the number of frequencies necessary only by a factor of $1.5-2$. This means that upon going to bigger systems one should not expect the spline grid to grow as fast as the standard Matsubara frequency grid.

Finally, since basis set significantly affects the grid requirements, in Fig. 6.5, we plot the results for all the 28 systems considered here according to the basis set. We plot $1/\log(\text{error})$ versus $-\log(\delta)$ using bars since we attempt to show errors which differ by orders of magnitude on one plot. These plots should be read as follows. Each bar represents the mean average error in the calculated quantity and longer bars
correspond to larger errors.

Figure 6.5: The mean average errors in one-body density matrix $\Delta P$, total number of electrons $\Delta N_{el}$, one-body energy $\Delta E_{1b}$, two-body energy $\Delta E_{GM}^{2b}$ calculated using Galitskii–Migdal formula and Luttinger–Ward energy $\Delta E^{LW}$ as a function of the threshold $\delta$ for various basis sets. This composite plot summarizes errors for all the 28 systems considered in this work. Log denotes the base 10 logarithm.

Fig. 6.5 shows the errors in one-particle density matrix, total number of electrons as well as one- and two-body energies for three different basis sets employed in our calculations: TZ(Dunning), aug-cc-pVDZ and ecp-sdd-DZ. As seen from Fig. 6.5, changing threshold from loose ($10^{-2}$) to tight ($10^{-6}$) leads to monotonic improvement in the accuracy for all the quantities considered. For all the basis sets employed, the biggest error is in the one-particle density matrix and consequently the one-body energy. Smaller errors are observed in the Luttinger–Ward energy and the total number of electrons. The error in the two-body energy using the Galitskii–Migdal formula is the smallest and it is almost grid size independent. Thus, one can expect that only a small number of grid points can be used to construct a spline that is used to evaluate a product of two frequency dependent quantities (like two-body energy from Eq. 6.12), while a larger grid is required when the quantity calculated is directly dependent on the accuracy of the one-body Green’s function (like the one-body density matrix which is related to the Green’s function by a Fourier transform). By comparing the magnitude of all
errors, we conclude that they are the largest for the TZ(Dunning) basis set. This is not surprising since we used TZ(Dunning) basis set for bigger molecules as opposed to aug-cc-pVDZ basis set used for atoms and smaller molecules. This trend is in agreement with regular Matsubara frequency grid requirements shown in Tab. 6.1.

6.5 Conclusions

If equidistant numerical grids are used, finite-temperature Green’s function calculations of molecular systems or solids in large basis sets seem hardly possible due to highly inefficient grid spacing. However, since the Matsubara Green’s function is a smoothly and slowly varying function of frequency even a simple cubic spline interpolation algorithm can help reduce the number of grid points at which the Green’s function is evaluated explicitly, thereby making realistic calculations tractable. We carefully investigated this idea on a series of atomic and molecular calculations with realistic Hamiltonians. We demonstrated that only around 5% of the original equidistant Matsubara frequency grid was necessary to obtain very accurate results for the density matrix or total energy.

Our interpolation algorithm introduces a single threshold parameter—the magnitude of the fourth derivative, that systematically controls the spline accuracy. To keep the value of this threshold constant and below a user desired level, our algorithm detects the regions where the Matsubara Green’s function changes rapidly and ensures that more grid points are used in these regions while fewer points are necessary in the regions with a slowly changing Green’s function.

We established that irrespective of the basis set or the actual system under study, the magnitude of the spline fourth derivative is directly proportional to the accuracy of the results. Thus, in a black-box manner, by changing the value of this parameter we can achieve a desirable high accuracy while maintaining a low computational cost.
One of the most important features of our algorithm shown here is that the growth of the spline grid necessary to evaluate the one-body density matrix or energies to a desired accuracy is much slower than that of standard equidistant Matsubara frequency grid. While the Matsubara frequency grid grows by an order to magnitude to get an order of magnitude improvement in the accuracy, the spline grid only grows by a factor or 1.5–2. Consequently, to achieve a very high $\mu E_h$ convergence of energy with respect to the grid size, the number of points at which the Green's function is evaluated explicitly is within only couples of thousands while a traditional Matsubara frequency grid requires hundreds of thousands of explicit evaluations.

This study, when combined with our recently proposed algorithm for efficient reduction of the size of the imaginary time grid in Ref. [12], is a step towards reliable and computationally affordable Green's function calculations in quantum chemistry and materials science.
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Chapter 7

Rigorous \textit{ab initio} quantum embedding for quantum chemistry using Green’s function theory: screened interaction, non-local self-energy relaxation, orbital basis, and chemical accuracy

T. N. Lan, A. A. Kananenka and D. Zgid, 


7.1 Introduction

In molecular systems the interplay between the localized (strongly correlated) and delocalized (weakly correlated) electrons is the chief reason causing a difficulty in describing these systems since a robust quantum chemistry method has to be able to treat both types of electrons simultaneously with a comparable effectiveness and yield molecular energies reaching chemical accuracy. Similar challenges are faced by condensed matter methods where both itinerant and localized electrons present in a solid have to be accounted for by a computational method that yields thermodynamic quantities and spectra.

In quantum chemistry, complete active space second-order perturbation the-
ory (CASPT2) [1, 2], \( n \)-electron valence state second-order perturbation theory (NEVPT2) [3, 4], multi-reference coupled cluster (MRCC) [5–10], multi-reference configuration interaction (MRCI) [11], and multi-configurational density functional theory (MC-DFT) [12–16] belong to a class of methods capable of addressing the problem of strongly correlated electrons in the presence of weakly correlated ones. These are primarily wavefunction methods that are at least in principle systematically improvable and aim to produce very accurate energies for the ground state and couple of low-lying excited states.

In the condensed matter community, when solids are described by a realistic Hamiltonian, dynamical mean-field theory (DMFT) [17–19] on top of GW [20] method (GW+DMFT) [21, 22] formulated in a many-body Green’s function language is the primary tool to describe the intricate nature of realistic systems and give information about the spectral function and thermodynamic properties.

A natural direction is to find a common ground between approaches present in different communities and create a method that could yield not only thermodynamic quantities and spectra but also a satisfactory chemical accuracy while using the Green’s function language. We have developed the self-energy embedding theory (SEET) [23, 24] where the self-energy describing a couple of strongly correlated orbitals is embedded into the self-energy coming from the weakly correlated orbitals present in the physical problem. Consequently, SEET is a hybrid approach where we use two Green’s function methods, a weakly correlated and strongly correlated ones. In SEET, the second-order Green’s function (GF2) [25–30] method is used as a weakly correlated approach presenting a useful compromise between the computational cost and accuracy. We have demonstrated that GF2 can describe moderately correlated systems well [25], can be successfully used to find strongly correlated orbitals, and can deliver information about periodic systems [31] and their thermodynamic properties [32]. The accurate correlated method that is used to describe a chosen set of strongly correlated orbitals
is in our case a quantum impurity solver based on configuration interaction (CI) with various levels of wavefunction truncation [33, 34].

We have applied SEET to the 2D Hubbard model [23] and small molecular problems [24] obtaining in both cases excellent results when compared against other established methods. For the 2D Hubbard model at half- and away from half-filling, SEET self-energies matched very well the self-energies obtained from the continuous-time auxiliary field quantum Monte Carlo (CT-QMC) [35, 36] calculations at all interaction strengths analyzed. In Ref. [24] using molecular examples, we have demonstrated that SEET, which is a perturb and diagonalize scheme, can reach a level of accuracy that is comparable to other quantum chemistry methods such as NEVPT2 and CASPT2. Moreover, we have shown that SEET can be potentially be extended to periodic systems since in contrast to NEVPT2/CASPT2 it does not require preparing one-, two-, three- or four-body reduced density matrices and only one-body Green’s function and self-energy are sufficient to perform all calculations. Additionally, SEET in the CI-in-GF2 variant does not suffer from the intruder state problem resulting in denominator divergences present in CASPT2.

In this Chapter, we are further examining all the aspects of SEET and we are focusing on describing all the requirements that have to be fulfilled to make SEET systematically improvable and applicable to a wide variety of systems. We base our discussion on the molecular systems where the near exact (or very accurate) solutions at zero temperature are known from a variety of methods such as density matrix renormalization group (DMRG) [37–43] or NEVPT2/CASPT2. These simple benchmark systems allow us to establish the best way of treating molecular systems using Green’s function methods.

This Chapter is organized in the following way. In Section 7.2.1, we present a theoretical motivation behind SEET. In Section 7.2.2, we describe the GF2 theory that allows us to produce the self-energy for weakly correlated orbitals. Subsequently,
in Section 7.2.3, we proceed to explaining how SEET is related to DMFT-type approaches that use on-site effective interactions. SEET can be executed using various strongly correlated orbital selection schemes either based on energy or spatial criteria as discussed in Section 7.2.4. To ensure that a very high accuracy and a systematic improvability is maintained during SEET calculations, it is essential to use Green’s function quantum impurity solvers that can describe full realistic Hamiltonian for the impurity orbitals. We discuss possible implications of this fact in Section 7.2.5. Finally, we present numerical results in Section 7.3 and conclude this Chapter in Section 7.4.

7.2 Theoretical description

7.2.1 Self-energy embedding theory (SEET)

Let us assume that we would like to calculate properties of a realistic system described by a Hamiltonian

$$H = \sum_{ij} t_{ij} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} v_{ijkl} a_i^\dagger a_k^\dagger a_j a_l, \quad (7.1)$$

where $t_{ij}$ and $v_{ijkl}$ are the one- and two-body integrals in an orbital basis that can be either orthogonal or non-orthogonal. Many realistic systems are correlated enough that low-level many-body methods cannot describe them with a sufficient accuracy. While high-level many-body methods can deliver accurate answers, for many interesting systems the total number of orbitals $N$ may be too large to compute the whole problem using a high-level method. However, for most realistic cases only few orbitals contribute significantly to the physics or chemistry of the total problem. Consequently, these physically or chemically important orbitals, which we will call active or strongly correlated orbitals, can be described by a high-level method, while all the other inactive or weakly correlated orbitals can be described by a lower level method.
The separation of the orbital space into active and inactive or strongly and weakly correlated orbitals implies in the Green’s function language that we will express the self-energy of the strongly correlated orbitals $u$ and $v$ as

$$[\Sigma]_{uv} = [\Sigma_{\text{non-local}}]_{uv} + [\Sigma_{\text{local}}]_{uv},$$

where we assume that the self-energy contains both the frequency dependent and independent parts $\Sigma = \Sigma_\infty + \Sigma(i\omega)$. A given self-energy matrix element $[\Sigma]_{uv}$ is composed out of the local self-energy coming from the active orbitals themselves and a non-local self-energy contribution coming from environment or inactive orbitals that influence the self-energy of the active orbitals. This self-energy separation itself is formally exact, however, various approximation can be used to describe the different self-energy contributions, namely

$$[\Sigma]_{uv} = [\Sigma_{\text{low-level}}]_{uv} + [\Sigma_{\text{high-level}}]_{uv}. \tag{7.3}$$

Here, a low-level (eg. perturbative) method is used to evaluate the non-local contribution to the self-energy, while a high-level, accurate method is employed to evaluate the local self-energy contribution for the strongly correlated orbitals. Note that the separation of the self-energy presented in Eq. 7.3 is characteristic for embedding methods and thus is general without necessarily specifying how the low- and high-level self-energies are evaluated in practice. Here, few major routes exist (i) either by a variational minimization of the free energy functional (that depends on the self-energy and Green’s function), (ii) by an explicit construction of the diagrammatic series necessary to represent different parts of the self-energy, (iii) or by a perturbative construction that allows for updating the hybridization between the embedded system and the environment. Clearly while a multitude of approximations are possible, the choice of a particular route should depend on the physics of the system under study.
In our two previous papers \cite{23, 24} and in this Chapter, we use the third option and construct an impurity model for the strongly correlated orbitals that then has its self-energy evaluated in DMFT-type iterations; however, we would like to stress that the self-energy partitioning is general and our choice of evaluating the two parts of self-energy is one of many possible choices. The separation of the self-energy contributions allows us to evaluate the non-local part of the self-energy at a perturbative, inexpensive level, while the local, strongly correlated part is expressed as an impurity problem and is evaluated with more accurate method.

Consequently, one of the most important questions is how to choose orbitals that are strongly correlated and ought to be treated by a higher level method. To make such a choice based on the physics and not only on our intuition, we first perform a low-level perturbative calculation and analyze occupations, energy, or spatial domains of the orbitals involved. The details of such a procedure will be discussed in Section 7.2.4.

For now, let us assume that using one of the possible criteria (orbital occupations, energies, or spatial domains), we have chosen the active (strongly correlated) orbitals that we denote $u, v, t, w, ...$, while $\mu, \lambda$ are the inactive (weakly correlated) orbitals, and $b$ stands for a bath orbital index. We define the active space Green’s function as

$$G_{\text{act}}(i\omega) = \left[i\omega 1 - f_{\text{act}}^{\text{node}} - \Delta(i\omega) - \Sigma_{\text{act}}(i\omega)\right]^{-1}, \quad (7.4)$$

where subscript $\text{act}$ stands for the active space. A molecular Fock matrix without double counting is denoted as $f_{\text{node}}$. The double counting between the mean-field and high-level treatments in the active space is removed since the mean-field Coulomb interaction in the active space is exactly subtracted. Explicitly, the above operation is given by

$$f_{uv}^{\text{node}} = h_{uv} + \sum_{\mu\lambda} P_{\mu\lambda} \left(v_{u\mu\lambda} - \frac{1}{2} v_{u\lambda\mu} v_{u\mu\lambda}ight) - \sum_{tw} P_{tw} \left(v_{u\mu\lambda} - \frac{1}{2} v_{tvu} v_{tuvw}\right), \quad (7.5)$$
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where $\mathbf{P}$ is the one-body density matrix obtained from a perturbative method. Note that the chemical potential has been included in the one-body electron integral matrix, $\mathbf{h}$, for convenience.

SEET is general and multiple perturbative methods such as GF2, GW, or FLEX [44, 45], etc. can be used to describe the inactive orbitals and deliver initial density and Fock matrices describing all the orbitals. We have chosen to use GF2 since it contains an exchange diagram that is important for reaching the chemical accuracy in molecular systems. The details of the GF2 procedure will be listed in Section 7.2.2. In GF2, the one-body density matrix $\mathbf{P}$ is obtained using Eq. 7.22.

The hybridization $\Delta(i\omega)$ from Eq. 7.4 describes the coupling of the active orbitals to the remaining weakly correlated ones. While at later iterations the active space Green’s function and self-energy are evaluated by a more accurate many-body methods, in the first iteration of SEET, to initialize these matrices, we express them as sub-matrices of the GF2 Green’s function and self-energy in the subset of active orbitals,

$$
\mathbf{G}_{\text{act}}(i\omega) = [\mathbf{G}^{GF2}(i\omega)]_{\text{act}} \quad (7.6)
$$

$$
\mathbf{\Sigma}_{\text{act}}(i\omega) = [\mathbf{\Sigma}^{GF2}(i\omega)]_{\text{act}} . \quad (7.7)
$$

The initial hybridization is then computed by substituting $\mathbf{G}_{\text{act}}(i\omega)$ and $\mathbf{\Sigma}_{\text{act}}(i\omega)$ into Eq. 7.4.

The infinite, continuum bath that describes the hybridization can be approximated by a finite, discrete one. A finite number of bath orbital energies $\epsilon_b$ and the impurity-bath couplings $V_{ub}$ are then fitted to recover the hybridization $\Delta(i\omega)$,

$$
[\Delta(i\omega)]_{uv} \approx [\Delta^{\text{fit}}(i\omega)]_{uv} = \sum_b^N \frac{V_{ub}^* V_{vb}}{i\omega - \epsilon_b} \quad (7.8)
$$

in order to produce the impurity Hamiltonian in a finite basis. Note that the indices $b = 1, \ldots, N_b$ are running over bath sites while the $u, v$ indices are used to number the
impurity orbitals. In general, the bath orbital energies $\epsilon_b$ and the impurity-bath couplings $V_{ub}$ are always chosen such that the overall fitting error, $[\Delta(i\omega)]_{uv} - [\Delta^{fit}(i\omega)]_{uv}$, is minimized. Helpful details of the bath fitting procedure are discussed in the condensed matter literature [46].

To compute the active space Green’s function from Eq. 7.4 using quantum impurity solvers that need an explicit Hamiltonian formulation, one needs to formulate the Anderson impurity Hamiltonian as follows [47]

$$H_{act+bath} = H_{act} + H_{coupling} + H_{bath},$$  \hspace{1cm} (7.9)$$

where $H_{act}$ is the full active space Hamiltonian

$$H_{act} = \sum_{uv} f_{uv}^{\text{nodec}} a_u^\dagger a_v + \frac{1}{2} \sum_{ww} v_{uw} a_u^\dagger a_w a_v,$$ \hspace{1cm} (7.10)$$

where $H_{bath}$ describes the non-interacting bath, and $H_{coupling}$ stands for the coupling between the active space and non-interacting bath,

$$H_{bath} = \sum_b \epsilon_b a_b^\dagger a_b,$$ \hspace{1cm} (7.11)$$

$$H_{coupling} = \sum_{ub} V_{ub} \left( a_u^\dagger a_b + a_b^\dagger a_u \right).$$ \hspace{1cm} (7.12)$$

Multiple numerical methods have been developed to solve the impurity Hamiltonian from Eq. 7.9. Quantum chemistry approaches that use an explicit Hamiltonian formulation and properly capture strong correlations in the active space can be extended to become Green’s function impurity solvers. A discussion concerning the exact diagonalization (ED) or full configuration interaction (FCI) solvers and a later class of solvers based on a truncated configuration interaction (CI) or restricted active space configuration interaction (RASCI) approaches can be found in Refs. [33, 34, 46, 48–50]. We employ a RASCI solver in SEET if the total number of orbitals (impurity
+ bath) in the impurity Hamiltonian exceeds 16 orbitals and is intractable with FCI. This quantum chemistry RASCI solver that works with Hamiltonians containing general two-body interactions is important since it allows us to achieve chemical accuracy in molecular \textit{ab initio} SEET.

As an alternative to the CI solvers, the continuous-time quantum Monte Carlo (CT-QMC) methods, which introduce an explicit temperature-dependence and treat infinite number of bath orbitals can also be used with SEET. In Section 7.2.5, we will discuss in more details how realistic interactions impact the impurity problem and solvers.

After obtaining the active space Green’s function using the impurity Hamiltonian from Eq. 7.9, the active space self-energy is evaluated using the Dyson equation. Combining the non-local self-energy obtained from a perturbative method (e.g. GF2, see Eq. 7.18) and the active space self-energy obtained from a high level many-body method, we construct the molecular self-energy for strongly correlated orbitals as

\[
\Sigma_{\text{mol}}(i\omega)_{uv} = \Sigma_{\text{non-local}}^{GF2}(i\omega)_{uv} + \Sigma_{\text{local}}^{\text{high-level}}(i\omega)_{uv},
\]

where the non-local part of the self-energy coming from a perturbative method does not contain any double counting of diagrams, for details see Section 7.2.2.

The inactive orbitals are described using only the self-energy obtained from a perturbative method and consequently

\[
\Sigma_{\text{mol}}(i\omega)_{\mu\lambda} = \Sigma_{\text{GF2}}^{GF2}(i\omega)_{\mu\lambda}.
\]

In SEET, the impurity Hamiltonian is solved using bare interactions since the frequency dependent field coming from all the other orbitals is described by \(\Sigma_{\text{non-local}}^{GF2}(i\omega)\). However, to connect to the condensed matter and materials science community that uses screened interactions in the impurity Hamiltonian, we present a discussion of how these interactions can be evaluated in SEET in Section 7.2.3.
The new molecular Green’s function, which contains the GF2 self-energy coming from all the inactive, weakly correlated orbitals as well as the strongly correlated self-energy from the active space orbitals, is reconstructed as

\[
G_{\text{mol}}(i\omega) = \left[i\omega 1 - \mathbf{f}^{\text{node}} - \Sigma_{\text{mol}}(i\omega)\right]^{-1}.
\] (7.15)

This \( G_{\text{mol}}(i\omega) \) is an \( N \times N \times w_{\text{max}} \) matrix and has elements for all the orbitals present in the molecular problem \( N = N_{\text{inactive}} + N_{\text{active}} \).

The hybridization \( \Delta(i\omega) \) present in Eq. 7.4 is then updated using the new Green’s function and self-energy, and subsequent iterations are performed until convergence is achieved.

In SEET, the self-consistency procedure is made out of two loops. The inner loop has DMFT-like iterations and in this loop the matrices such as \( G_{\text{mol}}, \Sigma_{\text{mol}}(i\omega) \), and \( \Delta(i\omega) \) are determined self-consistently. At the convergence of the DMFT-like loop, the quantities of interest, such as the density matrix, molecular energy, and density of states, can be evaluated using the converged Green’s function and self-energy.

In the outer loop of SEET, we use the converged Green’s function that contains the self-energy obtained using an accurate many-body method and we pass it back to the perturbative method as a zeroth-order Green’s function. Note that in the case of GF2 only a single iteration is performed in the SEET outer loop. (Otherwise, due to the self-consistent nature of GF2, the converged GF2 Green’s function will be the same as the one obtained previously.)

An overall scheme of SEET self-consistency is summarized as follows.

1. Generate Hartree–Fock (HF) or density functional theory (DFT) Green’s function as an initial guess.

2. Perform a self-consistent GF2 calculation for the whole molecule, see Ref. [25] for details of the GF2 iterative loop.
3. Evaluate the one-body density matrix $P$ using Eq. 7.22 and construct a desired orbital basis such as natural orbitals, localized orbitals, or orthogonal atomic orbitals.

4. Transform all quantities from the atomic orbital (AO) basis to the new desired orbital basis.

5. Construct the impurity Hamiltonian in which two-electron term is either a subset of bare Coulomb or screened interactions in the active space.

6. Perform DMFT-like loop:

   (a) Use an impurity solver (RASCI/FCI or CT-HYB) to obtain the active space Green’s function $G_{act}(i\omega)$ and extract the active space self-energy $\Sigma_{act}(i\omega)$. At the first iteration the hybridization $\Delta(i\omega)$ is initialized using GF2 quantities.

   (b) Set up the molecular self-energy according to Eqs. 7.13–7.14 if a non-local self-energy is used or Eq. 7.19 if screened interactions are used.

   (c) Reconstruct the molecular Green’s function via the Dyson equation and adjust the chemical potential to obtain a correct electron number for the whole molecule.

   (d) Update the hybridization $\Delta(i\omega)$ using the new molecular Green’s function and self-energy.

   (e) Go back to step 6(a) and iterate until convergence is reached.

7. Pass the converged molecular Green’s function to a GF2 calculation and perform only a single GF2 iteration.

8. Go back to step 3 and iterate until outer loop convergence is reached.
Steps 7 and 8 are optional. In the past, we have investigated a single-shot scheme of DMFT-like iterations on top of GF2 without any further self-consistent iterations (steps 7 and 8). In practical calculations, we found that when the embedding was done in the energy domain then performing single-shot calculations was almost always sufficient. The outer loop was necessary to relax the non-local self-energy when the embedding construction was executed using spatial fragments.

### 7.2.2 GF2 non-local self-energy

In the first step of SEET, a low-level Green’s function method is used to obtain a non-local self-energy. In our work, we employ the \textit{ab initio} self-consistent GF2 method using either HF or DFT Green’s function as an initial guess. The GF2 self-energy in the imaginary time domain reads

\[
\left[ \Sigma_{\text{GF}2}^{\text{mol}}(\tau) \right]_{ij} = - \sum_{kl} \left[ G_{\text{GF}2}^{\text{mol}}(\tau) \right]_{kl} \left[ G_{\text{GF}2}^{\text{mol}}(-\tau) \right]_{mn} \left[ G_{\text{GF}2}^{\text{mol}}(\tau) \right]_{pq} v_{ikmq} (2v_{jpm} - v_{pjln}),
\]  

(7.16)

where \( G_{\text{GF}2}^{\text{mol}}(\tau) \) is the imaginary time GF2 Green’s function and

\[
v_{ijkl} = \int d\mathbf{r}_1 d\mathbf{r}_2 \phi_i^*(\mathbf{r}_1) \phi_j(\mathbf{r}_1) \nu(\mathbf{r}_1 - \mathbf{r}_2) \phi_k^*(\mathbf{r}_2) \phi_l(\mathbf{r}_2)
\]  

(7.17)

are two-electron integrals in the AO basis. The resulting \( \Sigma_{\text{GF}2}^{\text{mol}}(\tau) \) matrix is then transformed to the imaginary frequency domain \( \Sigma_{\text{GF}2}(i\omega) \) using either a traditional Fourier transform (FT) or a Fourier transform in the basis of orthogonal polynomials [51]. The non-local part of the GF2 self-energy without the double counting is directly defined as a difference between the GF2 self-energy obtained from Eq. 7.16 while summing over all the molecular orbitals and that obtained by summing only over the local (active)
\[ \Sigma^{GF2}_{\text{non-local}}(i\omega) = \Sigma^{GF2}_{\text{mol}}(i\omega) - \Sigma^{GF2}_{\text{act}}(i\omega), \]  

(7.18)

where \( \Sigma^{GF2}_{\text{act}}(i\omega) \) is evaluated using local interactions within the active space. The inclusion of this non-local self-energy into the DMFT-like iterations of SEET eliminates the need for screened, effective interactions in the active space since the non-local self-energy term accounts for all the non-local interactions between the active and remaining orbitals. We will elaborate on this point in Section 7.2.3.

Recently, a comprehensive comparison between approximate diagrammatic schemes including second-order perturbation theory (\( \Sigma^{(2)} \)), GW, FLEX, and \( T - \)matrix approximation (TMA) [52] was performed for the 2D Hubbard model [53] where formally exact results are known for multiple regimes. This study showed that the GW, FLEX, and TMA methods consisting of partial summations of bubble and/or ladder diagrams can yield worse results than the second-order perturbation theory. More importantly, when combined with DMFT, \( \Sigma^{(2)} \) non-local self-energy is more reliable than that from other methods including partial diagrammatic summations [53]. We have chosen GF2 as the low-level perturbative method since we expect that similar conclusions will hold for realistic systems, particularly for molecular systems, where it is widely acknowledged that an exchange diagram is important if chemical accuracy is required.

The main bottleneck of GF2 is the evaluation of the second-order self-energy from Eq. 7.16. However, a highly parallel scheme consisting of factorizations and multiplications can easily make the GF2 calculation possible for a couple of hundred orbitals.

The other bottleneck in the GF2 calculation is the size of the imaginary frequency and time grids necessary to express the self-energy and Matsubara Green’s function. To reach chemical accuracy for realistic systems, these grids can have up to ten or even hundred thousand of points, leading to computations that are both processor
and memory demanding. Recently, we have optimized these numerical grids. First, a Fourier transform in the basis of orthogonal polynomials [51] was used to transform the second-order self-energy from the imaginary time to the Matsubara frequency domain instead of a conventional Fourier transformation. The imaginary time grid can be therefore reduced to a couple of hundred points, while preserving a micro-Hartree accuracy in the energy evaluation. Later, the cubic spline interpolation was implemented to approximate the equidistant Matsubara frequency grid [54]. We showed that the chemical accuracy can be maintained with a very sparse subset of imaginary frequency points (only a few percent of the full imaginary frequency grid). These new grids significantly lower the required computation time and memory storage for the self-energy and Matsubara Green’s function.

### 7.2.3 Screened interactions in SEET

In a molecular system, the active space self-energy obtained from an impurity described by the bare interactions $v_{\text{bare}}$ combined with the the self-energy $[\Sigma_{GF}^{GF2}(\tau, v_{\text{bare}})]_{uv}$ evaluated by summing over all weakly correlated (inactive) orbitals is equivalent to the self-energy evaluated for an impurity problem described by screened interactions $U(\tau)$. Numerically, this amounts to requiring that the impurity self-energy evaluated using imaginary time dependent screened interactions recovers the full second-order self-energy at every $\tau$ point

$$[\Sigma_{act}(\tau)]_{uv} = [\Sigma_{GF}^{GF2}(\tau, v_{\text{bare}})]_{uv} + [\Sigma_{act}(\tau, v_{\text{bare}})]_{uv} = [\Sigma_{act}(\tau, U(\tau))]_{uv}. \quad (7.19)$$

Consequently, in multiple theories present in condensed matter and materials science the non-local field coming from all the other electrons is described by $U(\tau)$, while in SEET this non-local field is described by $[\Sigma_{GF}^{GF2}(\tau, v_{\text{bare}})]_{uv}$. Typically, screened interactions are obtained by a downfolding procedure of the full realistic band structure.
or infinite lattice Hamiltonian to an effective impurity model with only few correlated orbitals [55–58]. In SEET, we avoid the explicit downfolding procedure by including the $\Sigma_{non-local}^{GF2}(\tau, v_{bare})$ matrix in the DMFT-like self-consistency.

However, in order to connect to the many-body condensed matter and materials science community, we demonstrate how to evaluate on-site screened interactions in molecular problems and by numerical examples (Section 7.3.1) show that both the procedures, SEET and DMFT with screened interactions, give similar numerical answers.

In our previous work, we proposed a procedure for finding screened interactions that reached satisfactory chemical accuracy for molecular systems [59]. In this work, we capitalize on the previous procedure, and we require that for a single strongly correlated orbital we fulfill the following relationship

$$[\Sigma_{mol}^{GF2}(\tau)]_{ii} = [\Sigma_{act}^{GF2}(\tau, U(\tau))]_{ii} = -\left[G_{mol}^{GF2}(\tau)\right]_{ii}^2 \left[G_{mol}^{GF2}(-\tau)\right]_{ii}^2 U(\tau)^2,$$

for the on-site GF2 imaginary time self-energy (Eq. 7.16). The on-site screened interaction $U(\tau)$ is then obtained as follows

$$U(\tau) = -\sqrt{\frac{[\Sigma_{mol}^{GF2}(\tau)]_{ii}}{[G_{mol}^{GF2}(\tau)]_{ii}^2 [G_{mol}^{GF2}(-\tau)]_{ii}^2}}. \quad (7.21)$$

It is worth mentioning that while the non-local self-energy in Eq. 7.18 for multiple-orbital active spaces can be straightforwardly evaluated, the generalization of the on-site screened interaction to treat multiple orbitals, unfortunately, is non-trivial. This is due to the multiple choices of screened interactions $U_{ijkl}(\tau)$ and the parametrization not always being unique [59]. Additional advantages of using the non-local self-energy as compared to using the screened interaction in SEET will be numerically demonstrated in Section 7.3.1.

Now, let us shortly discuss the main distinction between SEET using the GF2 non-
local self-energy and GW+DMFT. First, in GW+DMFT, the GW non-local self-energy is given by a product of Green’s functions and the dynamically screened interaction $W$. Thus, in GW+DMFT, when the realistic band structure or infinite lattice Hamiltonian is mapped onto an effective low energy model, it is mandatory to reconstruct the local components of both $G$ and screened interaction $W$ [21]. This leads to “the double embedding in both Green’s function $G$ and dynamically screened interaction $W$” [58].

In SEET, the GF2 non-local self-energy is computed using bare Coulomb interactions (Eq. 7.16), it is therefore unnecessary to reconstruct the local component for the interaction in the active space, which can be directly taken from the bare interaction matrix. Second, because of the dynamical nature of local screened interactions, the rigorous solution of the impurity problem without neglecting the $\tau$-dependence of the interactions in GW+DMFT can be only obtained by a CT-QMC solver. In SEET, any existing quantum impurity solver can be used to tackle the impurity problem. GW+DMFT is known to yield good results for realistic materials such as NiO, it remains to be established if SEET can yield accurate results for these systems. However, for molecular systems, SEET with the GF2 non-local self-energy is a fully *ab initio*, systematically improvable, and self-consistent procedure able to give results with chemical accuracy.

### 7.2.4 Orbital basis

After a self-consistent GF2 calculation is performed, the next step in the SEET procedure is to construct an orbital basis in which active orbitals are chosen. Here, as we have mentioned earlier, two general schemes are possible: either to perform the selection based on the orbital energies or spatial domains criteria, depending on system studied. As an example, in Fig. 7.1, we present the selection of impurities using the aforementioned criteria for the $\text{H}_8$ chain.

To construct the orbital basis in the energy domain, the one-body density matrix
Figure 7.1: Two schemes for selecting orbitals used to construct impurities for the H$_8$ chain. Note that in the spatial selection scheme there are two pairs of degenerate impurities (A, D) and (B, C). In the energy or occupation scheme, there is no such degeneracy and impurities are built using bonding and corresponding antibonding orbitals. 

\[ P = -2G^{GF2}_{mol}(\tau = \beta). \]  

(7.22)

Here, \( \tau = \beta \) means that the value of \( \tau \) is taken at the last grid point equal to \( \beta \), where \( \beta = 1/(k_B T) \) is the inverse temperature.

Then, this molecular one-body density matrix is diagonalized to obtain natural orbitals (NOs) and occupation numbers. The active orbitals are then chosen from this set of NOs based on their occupations, as it is done in traditional CAS type methods. The strongly correlated orbitals have occupations significantly different from 0 or 2, while the weakly correlated orbitals are mostly empty or doubly occupied. In SEET performed in the NO basis, if the number of active orbitals is too large to be included in a single impurity, the orbitals can be easily split into different groups (impurities) belonging to different fragments or different symmetries without any further
implementation as shown in Fig. 7.1, for numerical examples see Tab. 7.4.

In the spatial domain, the localized orbitals can be formally obtained by localizing NOs using the well-known Pipek–Mezey [60] and Boys [61] localization schemes. Note that Boys orbitals are a molecular analogue of Wannier orbitals [62]. In this work, we use the Löwdin orthogonalized AO (SAO) basis when dealing with a minimal basis set, while the so-called regional natural orbital (RNO) basis [63, 64] is employed for larger basis sets than the minimal one. The construction of RNO basis for SEET can be briefly described as follows. Starting from AO density matrix $P^{\text{AO}}$, the density matrix in SAO basis $P^{\text{SAO}}$ can be obtained by the Löwdin orthogonalization,

$$P^{\text{SAO}} = S^{1/2} P^{\text{AO}} S^{1/2},$$  \hspace{1cm} (7.23)

where $S$ is an AO overlap matrix. In the next step of RNO basis construction, we separately diagonalize a block density matrix of predefined fragments $i$

$$P^{\text{RNO}}_i = U^\dagger_i P^{\text{SAO}}_i U_i.$$  \hspace{1cm} (7.24)

The transformation matrix from SAO to RNO basis for a molecule consisting of $n$ molecular fragments is a direct summation of all block eigenvectors $U_i$

$$U = U_1 \oplus U_2 \oplus ... \oplus U_n.$$  \hspace{1cm} (7.25)

The density matrix in RNO basis can be obtained as follows

$$P^{\text{RNO}} = U^\dagger P^{\text{SAO}} U.$$  \hspace{1cm} (7.26)

Finally, the RNO coefficients present in the non-orthogonal AO basis are obtained by
a back transformation

\[ C^{\text{RNO}} = S^{-1/2}U. \]  \hspace{1cm} (7.27)

The active orbitals are then chosen from RNOs belonging to particular molecular fragments.

It is worth mentioning that in the original description of the RNO construction [63, 64], the RNO density matrix (Eq. 7.26) is further diagonalized using the Jacobi rotation to obtain the bonding between fragments. However, since our purpose is to approximately disentangle the bonding between fragments, we will not proceed according to the original description.

Generally, depending on a system under study, we can use either NO or SAO/RNO bases. If the entanglement between molecular fragments is large, the NO basis should be used to correctly describe the bonding between fragments. On the other hand, if molecular fragments are only weakly coupled, we approximately can separate them and employ SAO/RNO bases. The advantages and disadvantages of each orbital basis will be carefully demonstrated using numerical results in Section 7.3.3.

### 7.2.5 Implications for impurity solvers to reach chemical accuracy

For the SEET procedure to be computationally well behaved and accurate one has to fulfill multiple requirements: \textbf{(i)} orthogonality of the orbital basis to properly carry out the embedding procedure when an explicit bath representation for a CI solver is necessary, \textbf{(ii)} including a realistic Hamiltonian in the impurity problem, \textbf{(iii)} hybridizations that simplify the bath fitting procedure, \textbf{(iv)} locality to make the self-energy decay fast with respect to the distance, and \textbf{(v)} a possibility of treating many strongly correlated orbitals by an impurity solver. All of these requirements have implications for the
possible quantum impurity solvers that can be used in SEET or DMFT procedures.

For molecules, if chemical accuracy is desired, any modification of the realistic Hamiltonian containing full one- and two-body interactions to a simplified Hamiltonian including only a subset of all interactions may have a detrimental effect [65]. Many of the off-diagonal elements of the realistic Hamiltonian can have a similar magnitude to the diagonal elements, thus presenting no justification for neglecting them and keeping only the diagonal elements. Moreover, solutions obtained by such modifications usually cannot be improved in a systematic manner. Consequently, for molecular calculations the safest option for preserving chemical accuracy is to use a class of quantum impurity solvers that employ a full realistic Hamiltonian for the impurity orbitals. This requirement allows us to use two classes of solvers: either based on CI expansions or continuous-time hybridization expansion quantum Monte Carlo (CT-HYB QMC [66–69]).

Solvers based on CI expansions such as restricted active space CI (RASCI) allow us to comfortably include around 8 orbitals in the impurity and around 16–24 bath orbitals. They usually work in the zero (or low) temperature formulation and require a bath discretization that can be a potential source of errors. The hybridization expansion solvers can handle an infinite bath but face difficulties with Monte Carlo sign problem that gets especially pronounced for non-diagonal hybridizations and low temperatures. Consequently, for both classes of solvers non-diagonal hybridizations lead to problems.

For CI solvers non-diagonal hybridizations lead to a large number of bath orbitals necessary to fit the discrete bath accurately since a given number of bath orbitals has to not only minimize the error for the diagonal $[\Delta(i\omega)]_{ii} - [\Delta^{fit}(i\omega)]_{ii}$ but also for the off-diagonal $[\Delta(i\omega)]_{ij} - [\Delta^{fit}(i\omega)]_{ij}$ hybridization elements.

For hybridization expansion solvers, non-diagonal hybridizations lead to long computation times due to sign problem. Thus, a crucial challenge is to define a set of
orbitals that either diagonalizes hybridization or minimizes its off-diagonal elements for a range of frequencies.

To gain insight into the possibility of making the hybridization as diagonal as possible, we plot in Figs. 7.2 and 7.3 hybridizations for different impurities in the H$_8$ chain in the 6-31G basis [70] using different selection schemes presented in Fig. 7.1. Spatially localized orbitals are obtained using the Boys localization method implemented in GAUSSIAN 09 [71]. It is evident that NOs yield a diagonal hybridization while Boys orbitals yield hybridization containing off-diagonal elements of large magnitudes. This insight explains some of our observations that NOs are quite advantageous for SEET calculations since the bath fitting procedure can be done using relatively few bath sites.

We also consider how different orbital basis, by influencing hybridization behavior, can change the performance of CT-HYB QMC, in Tabs. 7.1 and 7.2. Let us note in passing that for a minimal basis (STO-3G [70]), SAOs are very similar to Boys orbitals and the off-diagonal elements of hybridization are significant for SAOs. It is evident
that CT-HYB QMC has a much worse average sign and larger perturbation order in orbital bases that yield non-diagonal hybridizations, thus making such calculations particularly challenging especially at low temperatures since the average perturbation order in CT-HYB QMC calculations grows when temperature decreases. We observe that even for high temperatures the difference in CT-HYB QMC performance is present and the NO basis is still favored. Moreover, this difference in performance is independent of the number of orbitals present in a given basis and the trend is maintained when a larger orbital basis such as 6-31G is employed. Our observations indicate that for molecular examples NOs are advantageous when used with the CT-HYB QMC solver since due to the minimization of the sign problem they lead to a significant computational speed up. A similar conclusion was reached in a CT-HYB QMC study of the Hubbard model [72] where the Monte Carlo sign error was minimized by a canonical transformation that brought the hybridization matrix to a diagonal form.

In CI calculations, NOs lead to fewer bath orbitals—also resulting in an increased
Table 7.1: Different values of the average sign and perturbation order (PO) for four possible impurities present in SAO and NO bases for the H8 molecule in the STO-3G basis set. Fig. 7.1 illustrates our impurity selection scheme using SAOs or Boys orbitals (spatial selection) and NOs (occupation selection). TRIQS [73] program was used to perform CT-HYB calculations.

<table>
<thead>
<tr>
<th>β</th>
<th>Basis</th>
<th>Impurity A</th>
<th></th>
<th>Impurity B</th>
<th></th>
<th>Impurity C</th>
<th></th>
<th>Impurity D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>〈sign〉</td>
<td>〈PO〉</td>
<td>〈sign〉</td>
<td>〈PO〉</td>
<td>〈sign〉</td>
<td>〈PO〉</td>
<td>〈sign〉</td>
</tr>
<tr>
<td>10</td>
<td>SAO</td>
<td>0.688</td>
<td>4</td>
<td>0.653</td>
<td>6</td>
<td>0.653</td>
<td>6</td>
<td>0.688</td>
</tr>
<tr>
<td>10</td>
<td>NO</td>
<td>0.845</td>
<td>0</td>
<td>0.705</td>
<td>1</td>
<td>0.478</td>
<td>3</td>
<td>0.500</td>
</tr>
<tr>
<td>50</td>
<td>SAO</td>
<td>0.232</td>
<td>16</td>
<td>0.262</td>
<td>28</td>
<td>0.262</td>
<td>28</td>
<td>0.232</td>
</tr>
<tr>
<td>50</td>
<td>NO</td>
<td>0.977</td>
<td>2</td>
<td>0.982</td>
<td>3</td>
<td>0.971</td>
<td>4</td>
<td>0.980</td>
</tr>
<tr>
<td>100</td>
<td>SAO</td>
<td>0.050</td>
<td>32</td>
<td>0.065</td>
<td>55</td>
<td>0.065</td>
<td>55</td>
<td>0.055</td>
</tr>
<tr>
<td>100</td>
<td>NO</td>
<td>0.914</td>
<td>4</td>
<td>0.946</td>
<td>6</td>
<td>0.970</td>
<td>8</td>
<td>0.978</td>
</tr>
</tbody>
</table>

computational efficiency; however, here the savings are not so dramatic since including additional bath orbitals in truncated CI schemes does not result in a significant cost increase.

It is important to showcase one more aspect necessary for a high accuracy quantum impurity solver for realistic problems. A quantum impurity solver capable of treating multiple regimes from weakly to strongly correlated ones, should be able to treat multiple partially occupied orbitals present in the impurity+bath system. To illustrate this statement, in Tab. 7.3, we list impurity+bath occupations (8 impurity and 8 bath orbitals) for the H10 chain in the cc-pVDZ basis (with a total of 50 orbitals). It is evident that for short interatomic distances this impurity+bath system has very few partial occupations, however for the stretched geometries, the number of partially occupied orbitals is significant. Consequently, if quantum chemistry methods are used as solvers for the impurity problems, they should be capable of treating many partially occupied orbitals - prompting us to conclude that single reference methods will generally not be capable of treating these impurity problems successfully.
Table 7.2: Different values of the average sign and perturbation order (PO) for four possible impurities present in Boys and NO bases for the H$_8$ molecule in 6-31G basis set. Fig. 7.1 illustrates our impurity selection scheme using SAOs or Boys orbitals (spatial selection) and NOs (occupation selection). TRIQS [73] program was used to perform CT-HYB calculations.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Basis</th>
<th>Impurity A</th>
<th>Impurity B</th>
<th>Impurity C</th>
<th>Impurity D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\langle$sign$\rangle$</td>
<td>$\langle$PO$\rangle$</td>
<td>$\langle$sign$\rangle$</td>
<td>$\langle$PO$\rangle$</td>
</tr>
<tr>
<td>10</td>
<td>Boys</td>
<td>0.652</td>
<td>3</td>
<td>0.730</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>NO</td>
<td>0.633</td>
<td>1</td>
<td>0.468</td>
<td>3</td>
</tr>
<tr>
<td>50</td>
<td>Boys</td>
<td>0.009</td>
<td>21</td>
<td>0.072</td>
<td>28</td>
</tr>
<tr>
<td>50</td>
<td>NO</td>
<td>0.919</td>
<td>2</td>
<td>0.922</td>
<td>3</td>
</tr>
<tr>
<td>100</td>
<td>Boys</td>
<td>0.000</td>
<td>42</td>
<td>0.004</td>
<td>56</td>
</tr>
<tr>
<td>100</td>
<td>NO</td>
<td>0.722</td>
<td>5</td>
<td>0.741</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 7.3: Orbital occupations from RASCI calculations for an impurity+bath problem consisting of 8 active (impurity) and 8 bath orbitals at $R = 1.8$ and 3.6 a.u for the H$_{10}$ chain in the cc-pVDZ basis. The total number of electrons in the impurity+bath problems at $R = 1.8$ and 3.6 a.u. are 8 and 16, respectively. The SEET calculation was performed in the NO basis.

<table>
<thead>
<tr>
<th>Orbitals</th>
<th>R(H-H) = 1.8 a.u.</th>
<th>R(H-H) = 3.6 a.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9827</td>
<td>2.0000</td>
</tr>
<tr>
<td>2</td>
<td>1.9693</td>
<td>2.0000</td>
</tr>
<tr>
<td>3</td>
<td>1.9412</td>
<td>2.0000</td>
</tr>
<tr>
<td>4</td>
<td>1.8699</td>
<td>2.0000</td>
</tr>
<tr>
<td>5</td>
<td>0.1377</td>
<td>1.8220</td>
</tr>
<tr>
<td>6</td>
<td>0.0577</td>
<td>1.7618</td>
</tr>
<tr>
<td>7</td>
<td>0.0275</td>
<td>1.6206</td>
</tr>
<tr>
<td>8</td>
<td>0.0139</td>
<td>1.3374</td>
</tr>
<tr>
<td>9</td>
<td>0.0001</td>
<td>0.6679</td>
</tr>
<tr>
<td>10</td>
<td>0.0000</td>
<td>0.3804</td>
</tr>
<tr>
<td>11</td>
<td>0.0000</td>
<td>0.2375</td>
</tr>
<tr>
<td>12</td>
<td>0.0000</td>
<td>0.1723</td>
</tr>
<tr>
<td>13</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>14</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>15</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>16</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
7.3 Numerical illustrations

Unless otherwise noted, the ORCA program [74] was used for all calculations using standard methods, e.g. FCI, complete active space self-consistent field (CASSCF) [75–77], and NEVPT2. The local modified version of the DALTON code [78] was employed to generate an RHF input necessary for GF2 and to evaluate (full) CI active space Green’s functions [34]. Throughout this article, to compute potential energy curves accurately and to converge the electronic energy to $5 \times 10^{-4}$ a.u. with respect to the inverse temperature $\beta$ and the number of frequencies $w_{\text{max}}$, we employ different values of $\beta$ and $w_{\text{max}}$ along a single potential energy curve that yield a converged energy for different geometry points. We denote our method as SEET(CI/GF2)[$m \times n$], where $m$ and $n$ are number of active spaces (impurity+bath problems) and number of orbitals in active spaces (number of impurity orbitals), respectively. The RASCI solver will be used when the impurity+bath problem is intractable with the FCI solver. Note that all the chains studied in this Chapter are non-periodic linear configurations with open boundary conditions.

7.3.1 Non-local self-energy and screened interactions

First, let us show that SEET, where the non-local GF2 self-energy is included in the DMFT-like iterations, yields numerically very similar results to a DMFT procedure with screened interactions. As an example, we consider the H$_6$ chain in the STO-6G basis [79]. All SEET calculations were performed in the SAO basis. In this work, we employ a statically screened impurity model, in which the screened interaction was obtained using GF2 and is defined via Eq. 7.21 at several chosen $\tau$ points. The effective impurity model present during the DMFT self-consistency is then solved using the FCI impurity solver.

The left panel of Fig. 7.4 shows the on-site bare Coulomb interaction and screened...
Figure 7.4: Upper panel: The on-site screened interaction $U(\tau)$, with $\tau = \beta$ and $\beta/4.0$, and bare Coulomb interaction as functions of the interatomic distance for the H$_6$ chain in the STO-6G basis. Lower panel: Potential energy curves of the H$_6$ chain in the STO-6G basis calculated using on-site bare and screened interactions. Results from FCI, SEET(FCI/GF2) with a single-site and two sites impurities are also provided for comparison.
interaction \( U(\tau) \) at \( \tau = \beta \) and \( \beta/4.0 \) as a function of the interatomic distance \( R \). Note that the on-site bare Coulomb interaction in the SAO basis is not constant and changes with the distance. The on-site screened interaction should be equal to the bare interaction at large distances when the non-local interactions between atoms vanish. For short interatomic distances, due to the presence of large non-local interactions, the screened interaction is about twice smaller than the bare interaction.

The potential energy curves calculated with the on-site bare interaction, screened interactions, and SEET(FCI/GF2) are shown in the right panel of Fig. 7.4. The curves from FCI and SEET(FCI/GF2) with one site and two sites impurities are also plotted for comparison. It is well-known that the HF+DMFT curve with an on-site bare interaction falls below the FCI result around the equilibrium geometry [65]. When the on-site screened interactions \( U(\beta) \) or \( U(\beta/4.0) \) are used, the curves move up closer to the FCI result around the equilibrium.

Interestingly, SEET(FCI/GF2)-1site gives a very similar curve to that of HF+DMFT with \( U(\beta) \), indicating the equivalence between using the non-local self-energy and screened interactions. To get more accurate results, a larger number of sites than a single site treated by accurate many-body solvers are required. While, as mentioned previously, the extension of the on-site screened interaction to multiple-orbital spaces may not be straightforward, SEET(FCI/GF2) with larger number of impurity orbitals, for example two sites, can be performed trivially and, as indicated by our results, it significantly improves upon the results of SEET with a single site.

Since the difference between \( U(\beta) \) and \( U(\beta/4.0) \) curves is relatively small but not negligible, using statically screened interactions may not be very robust if chemical accuracy is desired. To fully reach chemical accuracy, a more complicated procedure needs to be carried out to evaluate the dynamically screened interaction \( U(\tau) \) for all \( \tau \) points, as is done in condensed matter physics [58]. However, this procedure leads to a computational bottleneck for realistic molecules where the active space is usually large,
thus a significant memory would be necessary to store the $U_{ijkl}(\tau)$ matrix for larger orbital spaces. In contrast, realistic molecular SEET with the non-local self-energy instead of screened interactions requires storing only $[\Sigma^{GF2}(\tau)]_{ij}$ matrix thus making it less memory demanding.

### 7.3.2 SEET outer loop: non-local self-energy relaxation

As we have mentioned in the SEET self-consistency description, SEET can be done as a *one-shot* procedure where $\Sigma^{GF2}_{\text{non-local}}(i\omega)$ coming from the initial self-consistent GF2 is not updated, or can be performed fully self-consistently where the non-local GF2 self-energy is updated during subsequent outer iterations involving GF2. Here, we would like to compare the one-shot and self-consistent procedures.

In systems where the entanglement between atoms is equivalent (for instance, in a hydrogen ring), separating the whole system into spatial fragments in the stretched regime will give rise to an incompatibility between the local self-energy from a high level theory and the non-local self-energy from a low level theory. Moreover, GF2 is not providing the self-energy that is accurate enough since the correlations are strong in the stretched regime. Consequently, in this regime, it is essential to carry out the outer iterations and update $\Sigma^{GF2}_{\text{non-local}}(\tau)$ while starting from the zeroth order Green’s function that contains the strong correlation effects included due to the DMFT-like inner SEET iterations.

To reveal the importance of the non-local self-energy relaxation, especially, for the spatial fragment based embedding scheme, we plot the potential curves from SEET(FCI/GF2)$[3\times2\alpha]/\text{SAO}$ calculations for the $H_6$ ring and the $H_6$ chain in the STO-6G basis set. These results are summarized in Fig. 7.5.

Around the equilibrium, for both the $H_6$ ring and $H_6$ chain, one-shot and self-consistent GF2-DMFT schemes give almost identical results since the effect of non-local self-energy relaxation is negligible in the weakly correlated regime. When the inter-
Figure 7.5: Potential energy curves for the H$_6$ ring (upper panel) and H$_6$ chain (lower panel) from the one-shot and self-consistent SEET(FCI/GF2)[$3\times2o$]/SAO calculations. The STO-6G basis set was used.
atomic distance is large, the one-shot and self-consistent curves significantly differ from each other and the former breaks down at the dissociation limit. A smooth dissociation curve is achieved when the GF2 non-local self-energy is relaxed in the presence of the FCI local self-energy. Obviously, the effect of the non-local self-energy relaxation is more pronounced for the H$_6$ ring than for the H$_6$ chain since the entanglement between unit cells in the former is much stronger than that in the latter.

The relaxation of the non-local self-energy is further explored in Fig. 7.6, where we examine the case of H$_6$ ring. In principle, the non-local self-energy should decrease with the increasing inter-fragment distance since the non-local two-electron integrals $v_{ijkl}$ where $i,j,k,l$ belong to different fragments/orbitals should be vanishing. In practice, however, the non-local integrals do not decay fast enough giving rise to a quantitatively inaccurate GF2 self-energy in the stretched atoms regime. Consequently, the non-local GF2 self-energy erroneously increases as a function of bond distance instead of decreasing, see Fig. 7.6. The gradual decrease can only be observed after employing a
fully self-consistent SEET when the non-local GF2 self-energy is relaxed in the presence of the FCI self-energy accounting correctly for the strong correlations present at large bond distances. The fully self-consistent SEET yields a smooth transition from the weakly to strongly correlated regime as shown in Fig. 7.5.

### 7.3.3 Energy and spatial domain based embedding

The embedding procedure can be performed either in the energy or spatial domain. In the former the active orbitals are chosen as the most important NOs, whereas in the latter the whole system is split into different spatial fragments (SAOs/RNOs) that are physically/chemically meaningful.

At first, we consider the H$_6$ chain in the TZ basis set [80] as shown in the left panel of Fig. 7.7. An excellent agreement between SEET in NO basis and FCI curve can be observed when a full active space composed of six orbitals, SEET(FCI/GF2)[6o]/NO, is used. Now, let us consider how splitting the full active space into different groups of NOs and RNOs (3×2o means three groups of two orbitals) is influencing the results. At short distances, both SEET(FCI/GF2)[3×2o] in NO and RNO bases give very similar results. However, in the stretched regime, energies from the calculation in the RNO basis are much closer to the FCI curve than these from the calculation in the NO basis.

To gain an insight into the behavior of different orbital bases at dissociation, in the right panel of Fig. 7.7, we plot the occupations of six valence orbitals for the H$_6$ chain in the TZ basis. We compare the orbital occupations from SEET(FCI/GF2)[3×2o] in both RNO and NO bases to the exact ones calculated using FCI.

Note that there is a degeneracy of two pairs of active orbitals in the RNO basis corresponding to the two ends of the chain. FCI yields occupation numbers that smoothly transit from the weakly to strongly correlated regime as the bond length increases. At short distances, i.e. $R \leq 2.0$ a.u., NO occupancies are quite close to the FCI ones, while those in the RNO basis have slightly overestimated partial occupations.
Figure 7.7: Upper panel: potential energy curve for the H$_6$ chain in the TZ basis. Lower panel: Orbital occupations as a function of bond length.
This difference can be understood in the following way. Since the correlation in the short bond regime is weak and the orbitals are mostly unoccupied or doubly occupied, SEET in the NO basis with the active space that is split into several groups is able to capture all the correlation effects well. In fact, even GF2 alone is good enough to describe correlation effects in this regime. However, since in the short bond regime in the RNO basis the coupling between fragments is non-negligible, splitting the molecule into several fragments leads to missing the inter-fragment bonding, thus leading to less accurate results.

Upon bond stretching, fragments become nearly isolated and this is reflected by the degeneracy of all pairs of active orbitals in the RNO basis. Evidently, in the RNO basis the occupation numbers in the strongly correlated regime are almost parallel to the FCI ones. Thus, SEET in the RNO basis can yield a dissociation curve closely following the FCI one at long distances where the correlations are strong. In the NO basis, splitting the full active space into orbital groups is not sufficient to correctly describe the physics at the dissociation limit. In this case, only the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) have reasonable occupations, while all the other orbitals have significantly different occupations from the FCI ones.

We now investigate a 2×4 hydrogen lattice, which is a more complicated example than the H$_6$ chain. The minimal STO-6G basis was used, so that dividing the whole system into spatial fragments can be done in the SAO basis. Fig. 7.8 shows the potential energy curves of 2×4 hydrogen lattice from SEET(FCI/GF2)[2×4o] in NO and SAO bases along with GF2 and FCI dissociation curves. For comparison, we also plot the curve from SEET(FCI/HF)[2×4o] in the SAO basis, i.e. non-local self-energy $\Sigma_{non-local}^{GF2}(i\omega)$ is not taken into account for this case. As mentioned previously, due to the lack of self-energy terms describing non-local correlations, around equilibrium the energy from SEET(FCI/HF) with bare interactions is lower than FCI one, while
in the intermediate regime the SEET(FCI/HF) energy is above the FCI one. Beyond the dissociation limit, the lattice is separated into isolated atoms, thus the electron interaction in such a system is actually just the on-site bare interaction. Therefore, in the dissociation limit, SEET(FCI/HF) gives energies in a good agreement with FCI results, however, the SEET(FCI/HF) curve is not smooth and has a discontinuity when a transition to the stretched regime happens. In the short bond region, energies from SEET(FCI/GF2)[2×4o] in the NO basis are better than GF2 energies and quite close to FCI ones, whereas SEET(FCI/GF2)[2×4o] in the SAO basis has difficulty converging because of the large entanglement between fragments. In contrast, far away from the equilibrium, SEET(FCI/GF2) energies in the SAO basis are much closer to the exact ones than SEET(FCI/GF2) energies in the NO basis. However, since GF2 overestimates the non-local self-energy between unit cells at long distances, the SAO curve is below FCI.

7.3.4 Comparison with ground state wave-function methods

After discussing technical aspects of SEET, now we turn to showcase quantitative accuracy of SEET as compared to standard quantum chemistry ground state wave-function
methods. As mentioned previously, SEET(FCI/GF2) when a full active space is used can be directly compared to methods such as CASPT2 or NEVPT2 since in both of these methods, in an analogous manner to SEET, the strongly correlated (or active) orbitals are described by a higher level method than the weakly correlated (inactive) orbitals. In cases of CASPT2, NEVPT2, and SEET(FCI/GF2) the perturbative description involves a low level perturbative expansion. Therefore, it is necessary and interesting to make a numerical comparison between SEET(FCI/GF2) and CASPT2 or NEVPT2. We have done such comparison in our earlier work [24] but only for SEET in the NO basis.

7.3.5 \((\text{LiH})_2\) and \((\text{LiH})_4\) chains in TZ basis

Here, we further analyze SEET results in the RNO basis. In Fig. 7.9, we present potential energy curves of \((\text{LiH})_2\) and \((\text{LiH})_4\) chains in the TZ basis. For the RNO basis, \((\text{LiH})_n\) chain (with \(n = 2, 4\)) is divided into \(n\) LiH fragments and the active orbitals that are used to construct the Anderson impurity models are constructed from two valence orbitals of each fragment. Both CASSCF and NEVPT2 correctly describe the dissociation. While GF2 yields accurate energies around the equilibrium, its curve is not parallel to the FCI one at long distances. However, when static correlation is properly treated using SEET(FCI/GF2), in both bases NO and RNO, the dissociation regime is described correctly. In particular for \((\text{LiH})_2\), as seen in the left panel of Fig. 7.10, although the SEET(FCI/GF2)[4o] in the NO basis yields a curve below the exact one, errors are of the same order as those of NEVPT2(4e,4o). SEET(FCI/GF2)[2×2o] in the RNO basis closely follows the NEVPT2 curve for all the distances considered here, thus having an error essentially equivalent to NEVPT2.

For \((\text{LiH})_4\), we cannot evaluate FCI, thus we compare our results against NEVPT2. In the right panel of Fig. 7.10, we plot the error in the energy per fragment for \((\text{LiH})_2\) and \((\text{LiH})_4\) molecules when compared to NEVPT2 energies per fragment. Interestingly,
Figure 7.9: Potential energy curves evaluated using different methods for (LiH)$_2$ (upper panel) and (LiH)$_4$ (lower panel) chains in the TZ basis.
Figure 7.10: Upper panel: (LiH)$_2$ chain in the TZ basis. Energy errors (in mHartree) $E_{\text{FCI}} - E_X$ for $X = \text{NEVPT2}(4e,4o)$ and SEET(FCI/GF2)[4o]/NO as a function of bond distances. Lower panel: Energy errors per fragment (in mHartree) $(E_{\text{NEVPT2}} - E_X)/N$ for SEET in the RNO basis for $N = 2, 4$ for both (LiH)$_2$ and (LiH)$_4$ in the TZ basis.
Figure 7.11: Upper panel: potential energy curves for the H\textsubscript{50} chain in the STO-6G basis. DMRG, CPMFT(κ TPSSc), and OO-AP1roG data are taken from Refs. [81–83]. Lower panel: energy error per atom (in mHartree) with respect to the DMRG data.

the difference between errors per fragment of (LiH)\textsubscript{2} and (LiH)\textsubscript{4} cases are very small (\(\leq 1.0\) mHartree), indicating that the correct description of SEET(FCI/GF2) using LiH fragment as a repeating unit holds true regardless of the length of the system.

7.3.6 H\textsubscript{50} chain in STO-6G basis

Now we test SEET(FCI/GF2) in the SAO basis on a well-known, non-trivial benchmark system, H\textsubscript{50} chain in the STO-6G basis. The exact solution is available from DMRG calculations [81]. For a full comparison, we also present results from estab-
lished theories capable of targeting strongly correlated molecules such as the orbital-optimized antisymmetric product of 1-reference-orbital geminals (OO-AP1roG) [83] and the constrained-pairing mean-field theory combined with $\kappa$TPSSc functional [CPMFT($\kappa$TPSSc)] [82]. Potential energy curves and errors relative to DMRG energies are displayed in the left and right panels of Fig. 7.11.

OO-AP1roG and CPMFT($\kappa$TPSSc) curves are far above and far below the DMRG reference, respectively. While the CPMFT($\kappa$TPSSc) curve displays huge non-parallelity errors near the equilibrium geometry, the OO-AP1roG curve remains nicely parallel to the DMRG curve. GF2 gives very good energies for short distances; however, it largely deviates from DMRG at long distances. SEET(FCI/GF2)$[25\times2o]$, where 25 Anderson impurities containing two impurity orbitals are embedded in the GF2 self-energy, yields a significantly improved energies at long distances when compared to GF2 alone. These errors can be further minimized when a SEET(FCI/GF2)$[5\times4o+5\times6o]$ calculation is carried out.

### 7.3.7 H$_{10}$ chain in cc-pVDZ basis

Here, we explore the concept of active space splitting where the full number of active orbitals is divided into several groups of orbitals used to build Anderson impurity models. To demonstrate that SEET is systematically improvable, when the number of orbitals used to build the impurities is increased, we performed calculations with different number of orbitals in the impurities for H$_{10}$ chain in the cc-pVDZ basis [84]. The total number of orbitals in this basis set is 50 while the size of full active space is 10 orbitals. SEET results are summarized in Tab. 7.4 along with GF2, NEVPT2(10e,10o) and DMRG [85] energies for comparison. The DMRG data were computed using the BLOCK program [86, 87]. The errors relative to DMRG are shown in Fig. 7.12 as a function of bond length. At short distances ($R < 2.0$ a.u.), GF2 energies are comparable to those from the NEVPT2(10e,10o) calculation. Upon bond stretching,
when compared to DMRG, the GF2 error strongly increases, while NEVPT2(10e,10o) one slowly decreases. We can see that the errors of GF2 are significantly reduced when a SEET(FCI/GF2)[2o+2×4o] calculation is carried out. For stretched distances, a systematic reduction of errors can be observed when the number of impurity orbitals is systematically enlarged starting from (2o+2×4o), (4o+6o), to (2o+8o). Interestingly, this error reduction with an increasing number of impurity orbitals is very systematic and is independent of the distances on the potential energy curve.

Consequently, one can expect that in cases where the number of active space orbitals is too large to be treated within one impurity, it is possible to split the active space orbitals among several impurities and systematically improve the answer. We would like to stress that this systematic improvement will become crucial for systems where the exact answer is unknown, thus the only way of assessing if the level of accuracy given by SEET is sufficient will be coming from internal SEET criteria and checking if
the answer obtained does not change drastically upon enlarging the number of impurity orbitals.

7.4 Conclusions

In this Chapter, we have presented a detailed discussion of the molecular Green’s function quantum embedding scheme called SEET. The self-energy separation characteristic for SEET onto strongly correlated/active/subsystem and weakly correlated/inactive/environment parts is completely general and does not specify how the self-energies for these fragments will be evaluated in practice. While many schemes are possible, in this Chapter we used a scheme where first the whole molecule is treated by the perturbative self-consistent GF2 approach and then selected strongly correlated orbitals are used to build impurity+bath models that are solved in a DMFT-like procedure in the presence of the self-energy coming from weakly correlated/inactive/environment orbitals.
We aim for SEET to be systematically improvable, without empirical parameters, and reaching chemical accuracy. Consequently, we discussed many aspects of SEET that were developed by us to fulfill these strict demands. SEET is a Green’s function method capable not only of delivering ground state energies but also many more physically relevant quantities such as free energies, ionization potentials (IP) and electron affinities (EA), or temperature-dependent magnetic susceptibility; however, here we focused on analyzing SEET results for small molecular examples where multiple ground state methods are known to give excellent results and ground state energies can be easily used to asses the SEET performance.

We started our considerations by explaining the double self-consistency loop present in SEET, where in the inner DMFT-like loop, the active space/impurity self-energy is updated using an accurate many-body solver. The outer loop requires an update of the self-energy for inactive orbitals performed here at the GF2 level; however other inexpensive ab initio methods could also be used for the calculation of the inactive orbitals self-energy. We observed, when analyzing numerical results, that this outer loop’s self-energy update is crucial for classes of systems where the initial perturbative description was not quantitative.

Next, we have analyzed different schemes for selecting the strongly correlated/active/subsystem orbitals either based on the energy (occupations) or spatial criteria. We stress that in the energy (or occupation) scheme the strongly correlated orbital selection is done mainly based on the occupations of a correlated one-body density matrix, thus not only relying on any intuitive means. Moreover, in the results section for the H$_{10}$ chain, we have demonstrated that the results of such a selection scheme can be systematically improved. We have also analyzed how different orbital bases, SAO, RNO, and NO influence SEET results. As expected, we found that the NO basis, which allows us easily to describe a large inter-orbital entanglement, yields very good results for equilibrium geometries; however, in the limit of separated fragments
bases that localize orbitals, such as SAOs/RNOs, yield better energies.

We discussed optimal impurity solvers that can be used with SEET, stressing that a full realistic Hamiltonian should be employed for strongly correlated orbitals if one desires systematically improvable and accurate results. Moreover, we have observed that suitable solvers (to be applicable in multiple regimes from weakly to strongly correlated) must be able to deal with near degeneracy and have to be able to treat multiple strongly correlated impurity orbitals. Finally, we highlighted the influence of the orbital basis onto the performance of impurity solvers by noticing that for molecular examples the NO basis seems to be particularly advantageous for the CT-HYB and RASCI solvers.

In SEET, the influence of the non-local interactions on the strongly correlated/active/embedded system is contained in the non-local self-energy evaluated at the perturbative level. We have compared SEET results with DMFT results where the non-local interactions are accounted for by employing the effective on-site interactions $U(\tau)$ present in the impurity model. We found that for molecular examples both methods give almost identical results, thus showing that SEET with bare Coulomb interactions present in the impurity model solved in the presence of self-energy coming from the inactive orbitals allows us to avoid the downfolding procedure and constructing an effective Hamiltonian for the impurity model.

Finally, we have performed multiple total energy comparisons against established quantum chemistry methods such as NEVPT2 and DMRG. For calculations in the NO basis and when a full active space is used, SEET can be considered as a Green’s function analog of a CASPT2 or NEVPT2 procedure. We have demonstrated that when employing a full set of active space orbitals, SEET(CI/GF2) yields energies that are very close to NEVPT2. However, unlike CASPT2 or NEVPT2, SEET(CI/GF2) is a perturb and diagonalize scheme that does not require storing or evaluating of two-, three-, or four-body reduced density matrices and avoids the intruder state problem.
present in CASPT2. Here, we focused on analyzing how the splitting of the full set of active orbitals into several impurities can be done in a systematic manner leading to an improvable and controlled procedure. We have shown that both in the spatial and energy domains, SEET results can be systematically improved by using multi-site impurities. We analyzed the spatial domain using the example of the H$_{50}$ chain in STO-6G basis, while the energy domain was examined on the example of the H$_{10}$ chain in the cc-pVDZ basis. Moreover, we have shown that SEET results in a small non-parallelity error when compared against DMRG and other established multi-reference methods. These results that indicate systematic trends provide us with a number of important self-contained assessment tools that in the future can be used to help us rigorously analyze the accuracy of SEET in the absence of known results.

We believe that the considerations and results presented here are further establishing SEET as a quantum embedding Green’s function method that is controlled, systematically improvable, and not only able to reach accuracy comparable to the currently established active space quantum chemistry methods but also is flexible enough to yield spectral and thermodynamic quantities rather than just the ground state energies.
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8.1 Introduction

Kohn–Sham density functional theory (DFT) [1–3] has become a method of choice for unraveling the ground state properties of mostly single reference molecular and condensed matter systems. Its popularity is due to an attractive compromise between the accuracy and computational cost, provided by numerous approximations to the exchange-correlation functional. The best approximate functionals offer a decent description of the short-range dynamical correlation which justifies their use for near-equilibrium geometries. Another attractive feature of density functionals is their weak dependence on the one-electron basis set. Despite their large success, however, local and semilocal density functionals fail to describe a number of important properties, for example, charge transfer excitations [4], dynamical long-range correlations important
in weak van der Waals complexes bound by London dispersion forces [5], and Rydberg excitation energies [6]. The reason for this failure is well understood and is rooting in a wrong asymptotic behavior of the exchange-correlation potential which in turn is a consequence of a self-interaction error [7].

Many-body wave-function methods such as the Møller–Plesset perturbation theory (MP2) [8], coupled cluster (CC) [9] or multiconfigurational self-consistent field (MCSCF) [10] approaches are capable of providing a correct description when density functionals fail. However, for these ab initio methods, in addition to a steep computational cost and long configuration expansion of the wave function also large basis sets are required to describe the dynamical correlation accurately and reach an agreement with experiments. These features make the application of ab initio methods to very large systems quite challenging and much larger system sizes can be reached when density functional approximations are used.

In recent years, there has been a substantial progress in the development of density functionals that mix both the standard local or semilocal density functional approximation with the wave-function theory. The mixing is done rigorously by separating the two-electron interaction operator into short-range and long-range components [11–13] resulting in so-called range-separated hybrid functionals [14]. They are meant to combine the best features of the respective approaches. The least computationally expensive range-separated hybrid functional is obtained when a non-local Hartree–Fock-type exchange is introduced to replace the long-range exchange density functional [15–19]. Such functionals were proved successful in a partial correction of the long-range behavior of the exchange-correlation potential [17, 20]. However, they are also known to perform worse than standard density functionals in some cases [15, 21].

The combination of explicit many-body wave-function methods with the density-functional theory by means of range separation has been previously quite extensively explored. Long-range MP2 [22–25], second-order n-electron valence state perturbation
theory (NEVPT2) [26], coupled cluster (CCSD(T)) [27], random-phase approximation (RPA) [28–30], configuration interaction (CI) [12, 31], MCSCF [32, 33], and the density-matrix-functional theory [34, 35] have been combined with short-range local and semilocal density functionals [13, 16, 27, 36, 37]. These range-separated functionals were successfully applied to weakly interacting molecular systems [22, 27, 29, 30, 38–41]. In comparison to corresponding standard many-body wave-function approaches, the range-separated functionals have additional advantages such as a rapid convergence with respect to the basis set size [22, 24, 27–30, 42–46] and smaller basis-set superposition errors. In these approaches, the long-range correlation energy is usually added as a post-SCF correction to the total energy from a range-separated calculation without the long-range correlation functional. Therefore, they do not yield the exact energy even with the exact short-range exchange-correlation functional, for example see ref 30.

Since the new functional introduced in this work combines both the density functional theory and the Green’s function theory, we aim to provide a self-contained and detailed description that can be useful to both these communities. Therefore, to bring the readers to a common ground, we found it helpful to list some key theory concepts from both communities.

Finite-temperature single-particle Green’s function methods have been long known in the context of condensed matter physics [47–49] and now are making inroads into quantum chemistry [50–54]. These methods are rigorous and offer several advantages. The single-particle Green’s function formalism is based entirely on one-electron operators avoiding the necessity of dealing with wave functions. A single-particle Green’s function determines the expectation value of single-particle operators, the two-electron correlation energy, and provides access to the spectral density, ionization potentials and electron affinities.

In this work, we present a rigorous self-consistent framework combining a short-range density functional approximation with a long-range single-particle Green’s func-
tion method. As a specific example, we implemented and benchmarked the short-range local density approximation (LDA) [55, 56] with the second-order Green’s function theory (GF2) [50, 57, 58]. To further motivate this work, it is worth to briefly list differences between the method presented here and the already existing plethora of range-separated hybrid functionals. Most methods that have been previously applied to the long-range interactions were not self-consistent. In contrast to non-self-consistent methods, which are starting point dependent, the approach presented here, irrespective of the initial guess, recovers the exact total electronic energy provided that both the exact short-range exchange-correlation functional and the exact long-range Green’s function method are used. An iterative nature of GF2 results in multiple implications. The overall accuracy of GF2 for weakly correlated systems is close to that of MP2 or CCSD, however, unlike these two approaches, GF2 does not display divergences for strongly correlated systems [50]. GF2 is a one-electron self-interaction free method, while methods such as RPA contain a significant one-electron self-interaction error [59]. Furthermore, a Matsubara axis GF2 formalism is explicitly temperature-dependent.

The range-separated hybrid functional presented here also shares some commonalities with other combinations of DFT with Green’s function methods. For example, the LDA+DMFT [60] method that combines LDA with the dynamical mean-field theory (DMFT) [61] is often used in solid state calculations of strongly correlated systems. However, LDA+DMFT is known to suffer from a so-called double counting problem [60, 62], where some electronic correlations are accounted for by both LDA and DMFT. In the LDA+DMFT method, these two sources of electronic correlations cannot be rigorously separated [60, 63, 64]. We would like to stress that the double counting problem does not appear in the framework presented here since the exact separation of the electron-electron interaction into long- and short-range components is used.

Range-separated hybrid functionals employ a single range separation parameter
controlling the spatial extent of the short-range contribution. The optimal value of this system-dependent parameter [65–67] can be determined either by empirical fitting against available experimental data [15, 18, 68, 69] or in an ab initio fashion in a self-consistent procedure [14, 68]. In our current work, we have adopted the latter view and applied the optimal tuning strategy based on calculations of ionization potentials to find optimal values of the range separation parameter for several atoms and molecules. Additionally, we have also investigated the two-electron self-interaction error, basis set dependence, dynamical correlation as well as the implications of the hybrid functional presented here for the Green’s function based embedding methods and periodic calculations.

8.2 Theory

The exact electronic ground state energy of a system of N interacting electrons in the presence of external potential \( v(\mathbf{r}) \) (e.g., the potential of the nuclei) can be obtained by a two-step minimization of the following functional [70]

\[
E_{\text{tot}}[\rho] = \min_{\rho \rightarrow N} \left\{ F[\rho] + \int d\mathbf{r} v(\mathbf{r}) \rho(\mathbf{r}) \right\},
\]

where \( \rho(\mathbf{r}) \) is an electron density and \( F[\rho] \) is the universal functional of the electron density defined as

\[
F[\rho] = \min_{\Psi \rightarrow \rho} \langle \Psi | \hat{T} + \hat{V}_{ee} | \Psi \rangle,
\]

where \( \hat{T} = -\frac{1}{2} \sum_i \nabla_i^2 \) is the kinetic energy operator, \( \hat{V}_{ee} = \frac{1}{2} \sum_{i \neq j} \hat{v}_{ee}(r_{ij}) \) is the electron-electron interaction operator, \( r_{ij} = | \mathbf{r}_i - \mathbf{r}_j | \) and \( \mathbf{r}_i \) is the coordinate vector of electron \( i \). The minimization is first carried out over all normalized antisymmetric wave functions \( \Psi \) that produce a given density \( \rho(\mathbf{r}) \), and then over all densities yielding \( N \) electrons. The existence and uniqueness of the universal functional \( F[\rho] \) is guaranteed
by the Hohenberg–Kohn theorem [1]. Regrettably, an explicit variation of Eq. 8.1 has
not become practical since no exact form of the universal functional is available and
due to its absence all practical applications are based on the Kohn–Sham scheme [2].
This procedure uses an approximation to the exchange-correlation part of the universal
functional. One of the most successful approaches taken along this way is the com-
bination of two (or more) density functional approximations into one so-called hybrid
exchange-correlation functional using the adiabatic connection theorem [71–74].

Range-separated density functional approximations belong to a particular class of
hybrid functionals [14]. The essence of range-separated hybrid functionals lies in the
decomposition of the Coulomb electron-electron interaction operator into a sum of
short-range and long-range counterparts [11, 12, 75],

\[
\frac{1}{r_{ij}} = \hat{v}_{ee}^{sr,\lambda}(r_{ij}) + \hat{v}_{ee}^{tr,\lambda}(r_{ij}) = \frac{1 - f(\lambda r_{ij})}{r_{ij}} + \frac{f(\lambda r_{ij})}{r_{ij}},
\]

(8.3)

with the parameter \(\lambda\) controlling the range separation. The function \(f(\lambda r)\) satisfies
the following properties \(f(\lambda r \to \infty) = 1\) and \(f(\lambda r \to 0) = 0\). From a physical
and computational standpoint the standard error function \(f(\lambda r) = \text{erf}(\lambda r)\) is one of
the most convenient choices. The decomposition in Eq. 8.3 is exact and presents a
convenient starting point for developing range-separated hybrid functionals by mixing a
short-range density functional approximation with a long-range method. The universal
functional from Eq. 8.2 is partitioned accordingly [13]

\[
F[\rho] = \min_{\Psi \to \rho} \langle \Psi^\lambda | \hat{T} + \hat{v}_{ee}^{tr,\lambda} | \Psi^\lambda \rangle + E_{H}^{sr,\lambda}[\rho] + E_{xc}^{sr,\lambda}[\rho],
\]

(8.4)

where the first term defines the long-range universal functional \(F^{tr,\lambda}[\rho]\), the second
term \(E_{H}^{sr,\lambda}[\rho]\) is the short-range Hartree functional, and the third term \(E_{xc}^{sr,\lambda}[\rho]\) is the
short-range exchange-correlation functional. The total energy from Eq. 8.1, therefore,
can be rewritten as
\[
E_{\text{tot}}[\rho] = \min_{\rho \to N} \left\{ F_{\text{lr},\lambda}[\rho] + E_{\text{H}}^{\text{sr},\lambda}[\rho] + E_{\text{xc}}^{\text{sr},\lambda}[\rho] + \int \! d\mathbf{r} v(\mathbf{r}) \rho(\mathbf{r}) \right\}. \tag{8.5}
\]

To formulate a self-consistent theory including long-range exchange and correlation energies coming from a Green’s function method, we redefine the long-range functional \( F_{\text{lr},\lambda}[\rho] \) as the following functional of a single-particle Green’s function \( G \)
\[
F_{\text{lr},\lambda}[\rho] = \min_{G \to \rho} \left\{ T[G] + E_{\text{ee}}^{\text{lr},\lambda}[G] \right\}. \tag{8.6}
\]

Here, \( T[G] \) is the kinetic energy functional and \( E_{\text{ee}}^{\text{lr},\lambda}[G] \) is the long-range interaction functional of a single-particle Green’s function. The search is performed over all single-particle Green’s functions yielding a given density \( \rho(\mathbf{r}) \). Consequently, we can write the ground state electronic energy as a functional of a single-particle Green’s function
\[
E_{\text{tot}}[\rho] = \min_{\rho \to N} \left\{ \min_{G \to \rho} \left\{ T[G] + E_{\text{ee}}^{\text{lr},\lambda}[G] \right\} + E_{\text{H}}^{\text{sr},\lambda}[\rho] + E_{\text{xc}}^{\text{sr},\lambda}[\rho] + \int \! d\mathbf{r} v(\mathbf{r}) \rho(\mathbf{r}) \right\}. \tag{8.7}
\]

where the electron density \( \rho(\mathbf{r}) \) is calculated from the Green’s function \( G \to \rho \). Note that the single-particle Green’s function minimizing Eq. 8.8 yields both the exact electron density \( \rho \) and proper total number of electrons \( N \). Therefore, we can define the total energy functional as
\[
E_{\text{tot}}[G] = T[G] + E_{\text{ee}}^{\text{lr},\lambda}[G] + E_{\text{H}}^{\text{sr},\lambda}[G] + E_{\text{xc}}^{\text{sr},\lambda}[\rho] + \int \! d\mathbf{r} v(\mathbf{r}) \rho(\mathbf{r}). \tag{8.8}
\]

The long-range electron-electron interaction energy can be decomposed into the Hartree
long-range energy and the long-range exchange-correlation energy

\[ E^{\text{lr},\lambda}_{\text{ee}}[G] = E^{\text{lr},\lambda}_H[G] + E^{\text{lr},\lambda}_{xc}[G]. \]  

(8.9)

The short-range and long-range Hartree energies can be folded into one term describing the all-range Hartree energy \( E_H[\rho] \). This leads to the following expression for the energy functional defined in Eq. 8.8

\[ E_{\text{tot}}[G] = T[G] + E_H[\rho] + E^{\text{sr},\lambda}_{xc}[G] + E^{\text{lr},\lambda}_{xc}[G] + \int dr v(r) \rho(r). \]  

(8.10)

This energy functional (that depends on a Green’s function) provides an exact decomposition of the total energy into short-range and long-range components. In particular, there is no double counting of correlation effects. The minimization of this functional with respect to a single-particle Green’s function yields the ground state energy. It should be noted that with the exact long-range Green’s function method and exact short-range density functional the minimization of Eq. 8.10 will produce the exact ground state electronic energy for all possible range separation parameters \( \lambda \).

In practical calculations of realistic systems, both short-range and long-range methods must be approximated. When employed in a range-separated framework, the standard density functional approximations are modified to describe short-range interactions. The short-range exchange-correlation energy is calculated as

\[ E^{\text{sr},\lambda}_{\text{xc}} = \int dr \rho(r) \epsilon^{\text{sr},\lambda}_{\text{xc}}(\rho), \]  

(8.11)

where \( \epsilon^{\text{sr},\lambda}_{\text{xc}}(\rho) \) is the short-range exchange-correlation energy density. The short-range LDA exchange energy density \( \epsilon^{\text{sr},\lambda}_{\text{xc}}(\rho) \) can be derived from the exchange hole of the homogeneous electron gas interacting with a short-range electron-electron interaction potential [36]. Its functional form depends on the choice of the function \( f(\lambda r) \) [13] and
for the error function the short-range exchange energy density $\epsilon_{sx,\sigma}^{sr,\lambda}(\rho)$ is given by [17]

$$
\epsilon_{sx,\sigma}^{sr,\lambda}(\rho) = -\frac{1}{2} \left( \frac{3}{4\pi} \right)^{1/3} \rho_{\sigma}^{1/3}(r) \left( 1 - \frac{8}{3} a_{\sigma} \left[ \sqrt{\pi} \text{erf} \left( \frac{1}{2a_{\sigma}} \right) \right] \right) + (2a_{\sigma} - 4a_{\sigma}^3) \exp \left( -\frac{1}{4a_{\sigma}^2} \right) - 3a_{\sigma} + 4a_{\sigma}^3 ),
$$

(8.12)

where $a_{\sigma} = \lambda/(2k_{F,\sigma})$, $k_{\sigma}$ is the Fermi momentum given by $k_{F,\sigma} = (6\pi^2 \rho_{\sigma})^{1/3}$ and $\sigma = \alpha, \beta$ is the spin index. This approximation reduces to the standard LDA exchange energy density at $\lambda = 0$ and has a correct asymptotic expansion for $\lambda \to \infty$ [13]. Thus, it provides an interpolation between LDA and the correct limit as $\lambda \to \infty$. LDA was shown to be exact at the short-range [76] and, when combined with the many-body perturbation theory, such a hybrid method is expected to give an improved description of the dynamical correlation both in comparison to LDA and the perturbation theory. Consequently, in this case LDA is used to recover a fraction of the dynamical correlation that is missing in the finite order of perturbation theory. In Section 8.4.2, we provide numerical results supporting this discussion by investigating dynamical correlation in diatomic molecules.

In order to calculate the short-range correlation energy density $\epsilon_{c}^{sr,\lambda}(\rho)$, we adopted a scheme based on the following rational approximant [36, 37]

$$
\epsilon_{c}^{sr,\lambda}(r_s) = \frac{\epsilon_{c}(r_s)}{1 + c_1(r_s)\lambda + c_2(r_s)\lambda^2},
$$

(8.13)

where $\epsilon_{c}(r_s)$ is the correlation energy density for the standard Coulomb interactions ($\lambda = 0$) evaluated for the Wigner–Seitz radius $r_s(\rho) = (3/(4\pi \rho))^{1/3}$ with $\rho(r) = \rho_\alpha(r) + \rho_\beta(r)$. Equation 8.13 provides a way to interpolate between $\lambda = 0$ and $\lambda \to \infty$ limits and is applicable not only for the interpolation of the correlation energy density, but can also be used for the exchange energy density [13]. Particular forms of $c_1(r_s)$ and $c_2(r_s)$ depend on the quantity interpolated. In this work, we used $c_1(r_s)$ and $c_2(r_s)$ determined
by Toulouse et al. by analytical parameterization of the long-range correlation energy density from CCD and Fermi-hypernetted-chain calculations of the uniform electron gas [36]. The short-range correlation energy density was then calculated as a difference between all-range and long-range correlation energy densities. In this work, we have investigated two local density approximations for the correlation energy: Vosko–Wilk–Nusair (VWN5) functional ("form V" parametrization in ref 56) as well as the Perdew and Wang (PW92) functional [77]. PW92 uses the same spin-interpolation formula as the VWN functional but employs different expressions for the paramagnetic correlation energy density and the ferromagnetic correction to it. After performing several test calculations, we noticed that total energies from the short-range VWN5 functional were within 1 kcal·mol\(^{-1}\) of those of the short-range PW92 functional. Consequently, we proceeded by using short-range VWN5 functional and all results reported in this work were obtained with it.

Having discussed theoretical background behind short-range density functionals and our specific choices, we now turn to the discussion of the long-range electron-electron interaction energy. The long-range exchange energy is defined exactly in terms of the Fock exchange integral as

\[ E_{\lambda,\sigma}^{lr} = \frac{-1}{2} \sum_\sigma \int dr \int dr' |\gamma_\sigma(r, r')|^2 \frac{\text{erf}(\lambda |r - r'|)}{|r - r'|}, \]

where \(\gamma_\sigma(r, r')\) is the one-electron reduced density matrix. Note that the incorporation of the screening provided by the error function leads to a faster decaying long-range exchange contribution and, especially for metallic systems, can result in reducing the computational cost.

In this work, we propose to calculate the long-range correlation energy using single-particle Green’s function methods. In a Green’s function formalism, it is possible to correct a zeroth order Green’s function \(G(\omega)\) (which in certain cases can be a non-
interacting Green’s function) using the Dyson equation \[47\]

\[
G_\sigma(\omega) = \left[ G_\sigma(\omega)^{-1} - \Sigma_\sigma(\omega) \right]^{-1},
\]

(8.15)

where \(\Sigma_\sigma(\omega)\) is the self-energy of the system. The self-energy is an effective single-particle potential that incorporates all many-body effects present in the system. At this point, a connection to the density functional theory can be made. The frequency-dependent self-energy \(\Sigma(\omega)\) shares some similarities with the exchange-correlation potential of DFT \(v_{xc}(\rho)\) since \(v_{xc}(\rho)\) also connects interacting and non-interacting systems. We stress, however, that unlike \(v_{xc}(\rho)\) in Kohn–Sham DFT, the self-energy is a dynamic, nonlocal and orbital-dependent quantity. This implies that a treatment of such potentials is beyond the Kohn–Sham scheme and it requires the so-called generalized Kohn–Sham framework (GKS) \[78\].

Calculating either the exact exchange-correlation potential or the exact self-energy is an inconceivably complicated task. Fortunately, a hierarchy of systematically improvable approximations to the self-energy is provided by the many-body perturbation theory \[48, 79\]. Examples of such approaches include GF2, GW \[80, 81\], and FLEX \[82, 83\] approximations.

Since both the long-range exchange and the long-range correlation energy should be calculated self-consistently with their short-range counterparts, it is important that such a self-consistent evaluation can be carried out easily. Moreover, for Green’s function methods, only fully iterative schemes respect the conservation laws and ensure that quantities obtained by a thermodynamic or coupling constant integration from non-interacting limits are consistent \[84, 85\].

This is why in our work, we did not employ any real axis single-particle Green’s functions \(G(\omega)\) that are rational functions in the complex plane. The rational structure of \(G(\omega)\) implies the existence of poles, for which iterative algorithms require pole
shifting techniques \[86-88\]. Consequently, the real axis Green’s functions methods are known to present problems during self-consistent schemes.

We employ an imaginary axis, single-particle Green’s function \( G(i\omega_n) \) that is a smooth function of the imaginary argument \( i\omega_n \) and is used to describe single-particle properties of a statistical ensemble. Due to the smooth structure, \( G(i\omega_n) \) is a convenient quantity for self-consistent calculations. The imaginary frequency (Matsubara) Green’s function \( G(i\omega_n) \) is expressed on a discrete grid of imaginary frequencies located at \( i\omega_n = i(2n + 1)\pi/\beta \) \[89\], where \( n = 0, 1, 2, \ldots \), \( \beta = 1/(k_BT) \) is the inverse temperature, \( k_B \) is the Boltzmann constant and \( T \) is the physical temperature. Providing that the imaginary frequency self-energy and Green’s function were self-consistently determined \[48\], the long-range correlation energy can be calculated using the Galitskii–Migdal formula \[90\]

\[
E_{c}^{\text{lr}, \lambda} = k_B T \sum_n \text{Re} \left[ \text{Tr} \left[ G^\lambda_{\alpha}(i\omega_n) \Sigma^{\text{lr}, \lambda}_{\alpha}(i\omega_n) + G^\lambda_{\beta}(i\omega_n) \Sigma^{\text{lr}, \lambda}_{\beta}(i\omega_n) \right] \right].
\]  

(8.16)

We have presented equations for calculating long-range exchange (Eq. 8.14) and long-range correlation energies (Eq. 8.16), however, as we mentioned before, is important that they are calculated self-consistently with their short-range counterparts.

Here, we outline an algorithm that allows us to perform such a self-consistent evaluation. It should be noted that the formalism presented in this work is general and not limited to a specific choice of the Green’s function method and the density functional approximation.

1. The calculation begins with an initial guess for the density matrix \( P \). For all calculations presented in this work, the Hartree–Fock density matrix was used for this purpose. The method is, however, reference-independent, and different choices of the initial density matrix are possible and the same converged solution should be reached irrespective of the starting point.
2. The electron density is calculated using a finite set of $L$ basis functions $\{\phi_i(r)\}$

$$\rho_\sigma(r) = \sum_{ij}^L P_{ij}^\sigma \phi_i(r) \phi_j(r).$$  \hspace{1cm} (8.17)

3. The density matrix is used to calculate the all-range Hartree contribution to the Fock matrix according to

$$J_{ij} = \sum_{kl} \left( P_{kl}^\alpha + P_{kl}^\beta \right) v_{ijkl},$$  \hspace{1cm} (8.18)

where $v_{ijkl}$ are unscreened two-electron integrals

$$v_{ijkl} = \int dr \int dr' \frac{\phi_i^*(r) \phi_j(r) \phi_k^*(r') \phi_l(r')}{|r - r'|}.$$  \hspace{1cm} (8.19)

4. The short-range exchange-correlation energy is calculated using Eqs. 8.11, 8.12, 8.13 and the corresponding contributions to the Fock matrix are given by

$$[V_{x,\sigma}^{sr,\lambda}]_{ij} = \int dr v_{x,\sigma}^{sr,\lambda}(\rho) \phi_i(r) \phi_j(r),$$

$$[V_{c,\sigma}^{sr,\lambda}]_{ij} = \int dr v_{c,\sigma}^{sr,\lambda}(\rho) \phi_i(r) \phi_j(r),$$  \hspace{1cm} (8.20)

where the short-range exchange $v_{x,\sigma}^{sr,\lambda}(\rho)$ and short-range correlation $v_{c,\sigma}^{sr,\lambda}(\rho)$ potentials are functional derivatives of short-range exchange and short-range correlation functionals with respect to the electron density: $v_{x,\sigma}^{sr,\lambda}(\rho) = \delta E_{x}^{sr,\lambda}[\rho]/\delta \rho_\sigma(r)$ and $v_{c,\sigma}^{sr,\lambda}(\rho) = \delta E_{c}^{sr,\lambda}[\rho]/\delta \rho_\sigma(r)$, respectively.

5. Each of the spin components of the non-interacting Matsubara Green’s function is then built according to

$$G_\sigma(i\omega_n) = [(i\omega_n + \mu_\sigma) S - F_\sigma]^{-1},$$  \hspace{1cm} (8.21)
where $\mu_\sigma$ is the chemical potential, $S$ is the overlap matrix and $F_\sigma$ is the Fock matrix containing all-range Hartree and short-range exchange-correlation parts

$$F_\sigma = H^{\text{core}} + J + V^{sr,\lambda}_{\chi,\sigma} + V^{sr,\lambda}_{c,\sigma}, \quad (8.22)$$

where $H^{\text{core}}$ is the core Hamiltonian matrix

$$H^{\text{core}}_{ij} = \int dr \phi^*_i(r) \left(-\frac{1}{2} \nabla^2_r + v(r)\right) \phi_j(r), \quad (8.23)$$

and $v(r)$ is the external potential.

6. The Green’s function from step 5 is then used to generate either the long-range self-energy $\Sigma^\lambda_{lr,\lambda}(i\omega_n)$ or directly the correlated Green’s function depending on a particular Green’s function method used. Both quantities are needed later and the Dyson Eq. 8.15 is used to obtain one from the other.

7. The long-range exchange contribution to the Fock matrix is calculated according to

$$K^{\text{lr,}\lambda}_{ij,\sigma} = -\sum_{kl} P^\sigma_k v^{\text{lr,}\lambda}_{ilkj}. \quad (8.24)$$

The interacting Green’s function at this point reads

$$G^\lambda_\sigma(i\omega_n) = \left[(i\omega_n + \mu_\sigma)S - F_\sigma - \Sigma^\lambda_{\sigma}(i\omega_n)\right]^{-1}, \quad (8.25)$$

where the Fock matrix has now both terms coming from the density functional and the Green’s function method

$$F_\sigma = H^{\text{core}} + J + V^{sr,\lambda}_{\chi,\sigma} + V^{sr,\lambda}_{c,\sigma} + K^{\text{lr,}\lambda}_\sigma. \quad (8.26)$$

The long-range self-energy $\Sigma^\lambda_{\sigma}(i\omega_n)$ describes the dynamical (frequency-
dependent) long-range correlation.

8. The long-range correlation energy is calculated using the correlated Green’s function \( G_\lambda^{\sigma}(i\omega_n) \) and the long-range self-energy \( \Sigma^{lr,\lambda}_\sigma(i\omega_n) \) according to Eq. 8.16.

9. The total electronic energy is calculated according to

\[
E_{\text{tot}} = \frac{1}{2} \text{Tr} \left[ (H_{\text{core}} + f_\alpha) P_\alpha + (H_{\text{core}} + f_\beta) P_\beta \right] + E_{\text{xc}}^{\sigma} + E_{\text{c}}^{lr,\lambda} + E_{\text{c}}^{lr,\lambda},
\]

where

\[
f_\sigma = H_{\text{core}} + J + K^{lr,\lambda}_\sigma.
\]  

10. The interacting Green’s function is then used to update the density matrix

\[
P_\sigma = \frac{1}{\beta} \sum_n e^{i\omega_n \theta^+} G_\lambda^{\sigma}(i\omega_n).
\]

11. The total electronic energy, density matrix, and Green’s function are checked for convergence and, if necessary, a new iteration is started by sending updated density matrix to step 2.

The above algorithm is in principle general and can be used in finite-temperature calculations to evaluate the grand potential as

\[
\Omega = \Phi - \text{Tr}(\log G^{-1}) - \text{Tr}(\Sigma G),
\]

where \( \Phi \) is the Luttinger–Ward (LW) [91] functional that is a scalar functional of a renormalized Green’s function and is defined as the sum of all closed, connected and fully dressed skeleton diagrams. The general \( \Phi[G] \) functional has the following form

\[
\]  
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where $E[G]$ is the correlation energy coming from frequency dependent $\Sigma(i\omega_n)$ and $G(i\omega_n)$. Since $\delta\Phi/\delta G_{ij}(i\omega_n) = \Sigma_{ij}(i\omega_n)$, we obtain the following expression for the self-energy

$$\Sigma_\sigma = J + K_\sigma + \Sigma_\sigma(i\omega_n). \quad (8.32)$$

Application of the decomposition from Eq. 8.3 can be understood as a splitting of interaction lines for every diagram leading to the following expression for the self-energy

$$\Sigma_\sigma = J + K_{\sigma,\lambda}^{sr} + K_{\sigma}^{lr,\lambda} + \Sigma_\sigma^{sr,\lambda}(i\omega_n) + \Sigma_\sigma^{lr,\lambda}(i\omega_n). \quad (8.33)$$

Finally, when a hybrid functional with DFT is considered, short-range exchange and short-range correlation self-energies are approximated by static (frequency-independent) corresponding potentials from the density functional approximation: $K_{\sigma,\lambda}^{sr} \rightarrow V_{x,\sigma}^{sr,\lambda}$ and $\Sigma_\sigma^{sr,\lambda}(i\omega_n) \rightarrow V_{c,\sigma}^{sr,\lambda}$ resulting in the following expression for the self-energy

$$\Sigma_\sigma = J + V_{x,\sigma}^{sr,\lambda} + V_{c,\sigma}^{sr,\lambda} + K_{\sigma}^{lr,\lambda} + \Sigma_\sigma^{lr,\lambda}(i\omega_n), \quad (8.34)$$

which enters the expression for the correlated Green’s function shown earlier in Eqs. 8.25 and 8.26. While in principle the presented formalism that merges DFT with Green’s function theory is temperature dependent and completely general, in our work, we use two simplifications. First, all practical calculations are currently limited to the $T = 0$ case due to lack of reliable explicit finite-temperature density functional approximations. Second, in our work, for simplicity, we employ the finite-temperature self-consistent second-order Green’s function theory (GF2) for evaluating $\Sigma_\sigma^{lr,\lambda}(i\omega_n)$. Consequently, in Eqs. 8.32 to 8.34, we use $\Sigma_\sigma(i\omega_n) = \Sigma_{2,\sigma}(i\omega_n)$, $\Sigma_\sigma^{sr,\lambda}(i\omega_n) = \Sigma_{2,\sigma}^{sr,\lambda}(i\omega_n)$, and $\Sigma_\sigma^{lr,\lambda}(i\omega_n) = \Sigma_{2,\sigma}^{lr,\lambda}(i\omega_n)$. The corresponding second-order Feynman diagrams for $\Phi$ are shown in Fig. 8.1. Since for the reasons discussed above, the DFT part of calculations is carried out at $T = 0$, we evaluate the GF2 self-energy and Green’s function for large $\beta$, corresponding to $T \rightarrow 0$. For gapped systems, these
Figure 8.1: A formal definition of the Luttinger–Ward functional as a skeleton diagrammatic expansion, shown here for the second-order theory. Black solid lines represent Green’s functions and red wavy lines denote electron-electron interactions (two-electron integrals).

calculations are equivalent to the \( T = 0 \) regime.

One of the key advantages of range-separated hybrid functionals stems from the partitioning in Eq. 8.3, which is chosen such that a singularity is only present in the short-range operator at electron-electron coalescence, while the long-range contribution is smooth. The absence of the singularity in the long-range part has significant consequences. Most importantly, a correlated method applied to the long-range electron-electron interactions will not need to represent a cusp using a finite set of one-electron basis functions, thus avoiding basis sets containing functions with very high angular momentum. In contrast to most electron correlation methods, density functionals are weakly basis-set dependent. Therefore, range-separated hybrid functionals usually exhibit faster convergence of the correlation and total energies with the size of the basis set. In Section 8.4.1, we illustrate that this indeed the case for the functional presented in this work.

In practical applications, a value of the range separation parameter \( \lambda \) has to be specified before a calculation is carried out. It is important that this value is chosen such that the respective approximations are evaluated within a regime that is optimal for their performance [14]. The simplest estimate of an optimal value of \( \lambda \) is based on a local approximation [31] \( \lambda(\rho) = r_s(\rho)^{-1} \). The physical motivation behind this value is related to the fact that an electron on average occupies the sphere with boundaries defined by the Wigner–Seitz radius (also known as a characteristic length of the exchange). Therefore, electrons begin to enter an occupation sphere of the other electrons when \( \lambda(\rho) \geq r_s(\rho)^{-1} \).
More sophisticated ways to find an optimal value of $\lambda$ are based on the first-principles approaches and amount to finding $\lambda$ satisfying some relationships that an exact theory should obey. For instance, a vertical ionization potential (IP) of a molecule containing $N$ electrons is defined as

$$\text{IP}_{E(N)}^{E(N-1)} = E_{\text{tot}}(N-1) - E_{\text{tot}}(N),$$

(8.35)

where $E_{\text{tot}}(N)$ is the total ground state energy of a cation and $E_{\text{tot}}(N)$ is the total ground state energy of a neutral molecule. In exact theory, $\text{IP}_{E(N)}^{E(N-1)}$ should exactly agree with the IP calculated from the real frequency Green’s function of an $N$-electron (neutral) system $G_N(\omega)$. The general idea of the IP tuning approach is therefore to require that the IP from $G_N(\omega)$ is as close as possible to the IP calculated from total energies of $N - 1$ and $N$ electron systems. Therefore, an optimal value of $\lambda$ can be found by a minimization of the following bijective function

$$\mathcal{T}_N(\lambda) = \left| \text{IP} \left[ G_N^\lambda(\omega) \right] - \text{IP}_{E(N)}^{E(N-1)} \right|,$$

(8.36)

where $\text{IP} \left[ G_N^\lambda(\omega) \right]$ is the IP calculated from the real frequency Green’s function for a given value of $\lambda$. The minimum of $\mathcal{T}_N(\lambda)$ defines an optimal $\lambda$ for which the ionization potential from a Green’s function calculated for $N$-electron system is the closest to the ionization potential calculated from total energies of $N - 1$ and $N$ electron systems. It is important to emphasize that such tuning procedure does not require any empirical input.

Several methods of calculating IP from a single-particle Matsubara Green’s function of an $N$-electron system including the extended Koopmans theorem (EKT) [92–95] have been proposed. In this work, we adopted the following approach. First, the converged Fock matrix $\mathbf{F}$ coming from the imaginary axis GF2 calculation is transformed to the canonical representation $\mathcal{E}$. Then the real frequency Green’s function is constructed.
according to
\[ G(\omega) = [\omega + \mu - \mathcal{E}]^{-1}, \] (8.37)
where \( \omega \) is the real frequency grid point. Then the second-order self-energy on the real frequency axis is calculated as follows [96]
\[ \Sigma_{ij}(\omega) = \frac{1}{2} \sum_{ars} \frac{\langle rs|ia\rangle\langle ja|rs\rangle}{\omega + \mathcal{E}_a - \mathcal{E}_r - \mathcal{E}_s} + \frac{1}{2} \sum_{abr} \frac{\langle ab|ir\rangle\langle jr|ab\rangle}{\omega + \mathcal{E}_r - \mathcal{E}_a - \mathcal{E}_b}, \] (8.38)
where \( i, j \) denote both occupied and virtual spin orbitals, \( a, b \) denote the occupied spin orbitals only, and \( r, s \) label virtual spin orbitals, \( \langle rs|ia\rangle \) are the antisymmetrized two-electron integrals. Occupied and virtual orbitals are defined with respect to the Hartree–Fock determinant. The self-energy is then used to construct an updated real frequency Green’s function according to
\[ G(\omega) = [\omega + \mu - \mathcal{E} - \Sigma(\omega)]^{-1}. \] (8.39)
The spectral function \( A(\omega) \) is then evaluated as
\[ A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega). \] (8.40)
All peaks of \( A(\omega) \) were shifted by the chemical potential \( \mu \) and IP was set to the closest to \( \omega = 0 \) peak \( \tilde{\omega} \) from \( \omega^- \) side
\[ \text{IP} \left[ G_N^\lambda(\omega) \right] = - (\tilde{\omega} + \mu). \] (8.41)
Results of the IP-tuning approach described above are illustrated in Section 8.4.3.

Another constraint that an exact electronic structure theory should comply with is based on the energy of fractional electron systems. It is well-known that the total electronic energy should vary linearly in the fractional electron occupancy between integer
electron numbers [97–99]. Inexact methods satisfy this condition only approximately. To the extent that a method deviates from this condition such a method possesses the many-electron self-interaction error. We have investigated this condition on the example of a two-electron system. Results are presented and discussed in Section 8.4.4.

8.3 Computational details

In this work, we present the range-separated hybrid functional srSVWN5—lrGF2 that combines the SVWN5 density functional with the self-consistent second-order perturbative many-body Green’s function method (GF2). In GF2, the long-range second-order self-energy is calculated in the imaginary time domain according to [54]

\[
\begin{aligned}
\left[ \Sigma_{\alpha}^{lr,\lambda}(\tau) \right]_{ij} &= - \sum_{klmnopq} \left[ G_{\alpha}^{\lambda}(\tau) \right]_{kl} \left[ G_{\alpha}^{\lambda}(\tau) \right]_{mn} \left[ G_{\alpha}^{\lambda}(-\tau) \right]_{pq} v_{ikmq}^{lr,\lambda} \left( v_{ijpm}^{lr,\lambda} - v_{pjln}^{lr,\lambda} \right) \\
& \quad - \left[ G_{\alpha}^{\lambda}(\tau) \right]_{mn} \left[ G_{\beta}^{\lambda}(\tau) \right]_{kl} \left[ G_{\beta}^{\lambda}(-\tau) \right]_{pq} v_{ikmq}^{lr,\lambda} v_{ijpm}^{lr,\lambda}, \\
\left[ \Sigma_{\beta}^{lr,\lambda}(\tau) \right]_{ij} &= - \sum_{klmnopq} \left[ G_{\beta}^{\lambda}(\tau) \right]_{kl} \left[ G_{\beta}^{\lambda}(\tau) \right]_{mn} \left[ G_{\beta}^{\lambda}(-\tau) \right]_{pq} v_{ikmq}^{lr,\lambda} \left( v_{ijpm}^{lr,\lambda} - v_{pjln}^{lr,\lambda} \right) \\
& \quad - \left[ G_{\beta}^{\lambda}(\tau) \right]_{mn} \left[ G_{\alpha}^{\lambda}(\tau) \right]_{kl} \left[ G_{\alpha}^{\lambda}(-\tau) \right]_{pq} v_{ikmq}^{lr,\lambda} v_{ijpm}^{lr,\lambda},
\end{aligned}
\]  

(8.42)

where \( G_{kl}^{\lambda}(\tau) \) is the imaginary time Green’s function. The algorithm outlined above has been implemented using a locally modified version of the Dalton [100] program for the calculation of long-range two-electron integrals and the short-range SVWN5 exchange-correlation energy and exchange-correlation potential. An in-house GF2 code [50] was used to perform the self-consistent procedure and to calculate the long-range second-order self-energy. The imaginary time Green’s function and self-energy that were optimized for realistic systems were evaluated using the Legendre representation [101] and a cubic spline interpolation algorithm [102] was employed to optimize imaginary frequency quantities. The convergence of the total energy with respect to the size of the Legendre expansion, imaginary time and imaginary frequency grids was verified.
Total electronic energies were converged to $5 \cdot 10^{-6}$ a.u. The inverse temperature was set to $\beta = 100$ a.u., corresponding to a physical temperature below the excitation energy necessary to occupy the lowest unoccupied level of all systems considered in this work. Results of standard methods: SVWN5, CCSD(T) and FCI, reported in this work, were obtained with Gaussian 09 [103] program.

### 8.4 Results and discussion

In this section, we present and analyze numerical results of the application of the srSVWN5—lrGF2 functional to concepts discussed above.

#### 8.4.1 Basis set convergence

In this section, for a series of aug-cc-pVXZ augmented correlation-consistent polarization Dunning basis sets [104–106], we investigated the convergence of the srSVWN5—lrGF2 total energy as a function of the range separation parameter $\lambda$ for three systems: He and Mg atoms as well as H$_2$ molecule at the equilibrium distance $R($H–H$) = 1.4$ a.u. We studied the convergence of the total energy with respect to the cardinal number $X$, corresponding to the highest angular momentum in a given basis set $\mathcal{L}$ (note that for He $X = \mathcal{L} - 1$). The following values of $X$ were used: $X \in \{D, T, Q, 5\}$ for He and $X \in \{D, T, Q\}$ for H$_2$ and Mg. Relative to the total energy, obtained for a basis set with $X=5$ for He and $X=4$ for H$_2$ and Mg, the total electronic energies of the srSVWN5—lrGF2 functional are plotted in Fig. 8.2.

In Fig. 8.2, SVWN5 energies corresponding to the orange lines with triangles confirm that density functional approximations converge very rapidly with respect to the basis set size. GF2 energies, illustrated by gray lines with diamonds, result in the slowest convergence for every system studied in this work. Any mixture of SVWN5 and GF2 leads to an improved convergence when compared to GF2. For $\lambda < 1$, srSVWN5—
Figure 8.2: Basis set convergence as a function of the range separation parameter $\lambda$. $\Delta E = |E_{\text{aug-cc-pVYZ}} - E_{\text{aug-cc-pVXZ}}|$ is plotted on the y-axis, while the cardinal number $X$ is plotted on the x-axis. $\Delta E$ is given in kcal·mol$^{-1}$. The shaded area shown in every plot corresponds to 1 kcal·mol$^{-1}$. Left panel: Results for the He atom with $X \in \{D, T, Q, 5\}, Y = 5$. Middle panel: Results for the H$_2$ molecule at the equilibrium bond length $R(\text{H-H})=1.4$ a.u., with $X \in \{D, T, Q\}, Y = 4$. Right panel: Results for the Mg atom with $X \in \{D, T, Q\}, Y = 4$. 

\[ \Delta E = |E_{\text{aug-cc-pVYZ}} - E_{\text{aug-cc-pVXZ}}| \]
lrGF2 converges as fast as SVWN5 for all the systems considered here. For values of λ > 1, for both H₂ molecule and Mg atom, the convergence of the srSVWN5—lrGF2 functional is much slower than that one of the parent SVWN5 functional. Filled area shown in every plot corresponds to a difference of 1 kcal-mol⁻¹ from the largest basis set used for the system. For all three systems, SVWN5 calculations converged within 1 kcal-mol⁻¹ away from the largest basis set for cc-pVTZ (X=3) basis set. For the same basis set, the GF2 energy became almost converged only for H₂ molecule. In Fig. 8.2, for each of the cases analyzed, we also show the largest λ for which the total energy for the cc-pVTZ basis set is 1 kcal-mol⁻¹ away from the energy in the largest basis set used in that system. It corresponds to λ = 5, λ = 4 and λ = 0.5 for He, H₂ and Mg respectively.

Similarly to wave-function methods, pure Green’s function methods converge fairly slowly with respect to the basis set size. By using the density functional method to describe short-range interactions a faster converge with respect to the basis set size is achieved.

### 8.4.2 Potential energy curves of diatomic molecules

The accuracy of popular density functionals around equilibrium geometries stems from a satisfactory description of the short-range dynamical correlation. In this section, we illustrate the dynamical correlation in the srSVWN5—lrGF2 functional by analyzing energy of diatomic molecules as a function of internuclear separation.

First, for the H₂ molecule, we looked at the absolute values of the total electronic energy near the equilibrium geometry. We performed spin-restricted total energy calculations using the srSVWN5—lrGF2 functional for different values of the range separation parameter λ scanning over values of interatomic distances around the equilibrium geometry using the cc-pVQZ [104] basis set. The results are illustrated in Fig. 8.3. Full configuration interaction (FCI) energies are shown for comparison. It is clear that GF2
energies are much closer to FCI than SVWN5 ones. This suggests that GF2 recovers
the dynamical correlation better than SVWN5. However, obviously due to a finite or-
der truncation, GF2 does not recover all of the dynamical correlation. GF2, SVWN5,
and srSVWN5—lrGF2 tend to be inaccurate far away from equilibrium. This is not
surprising since all these methods are not well-suited for systems with a significant
strong correlation. As the contribution from GF2 increases (orange line → green line
→ cyan line, etc), the total energy gradually approaches the FCI energy and when
λ ∈ [0.7, 0.8] the total energy becomes almost stationary with respect to changes in
λ. For example, E(λ=0.8) − E(λ=0.7) = 0.1 kcal-mol⁻¹. In particular, λ = 0.7 cor-
responds to the best match of the dynamical correlation coming from two respective
approaches and produces an equilibrium distance energy which is only 1.7 kcal-mol⁻¹
away from FCI. For the same internuclear distance, SVWN5 and GF2 errors are 23.1
kcal-mol⁻¹ and 4.5 kcal-mol⁻¹, respectively. Overall we conclude that the short-range
SVWN5 functional is efficient in adding the missing dynamical correlation to GF2.

The second case we considered was the energy of the HF molecule as a function of
internuclear separation. Rather than looking at the absolute values of the electronic
energy, here we focus on the electronic energies relative to the minimum of the curve.
These energies are responsible for the shape of the dissociation curve. The reference
energies are provided by CCSD(T) [9, 107] method. The cc-pVQZ basis set was used
in all calculations. The results are illustrated in Fig. 8.4. It should be noted that
the shape of the GF2 curve is in a very good agreement with that of CCSD(T), while
the SVWN5 energy grows too slow with the increasing internuclear separation beyond
the equilibrium distance. Mixing GF2 and SVWN5 for small λ up to λ = 0.3 − 0.4
fixes this behavior and produces the shape approaching the CCSD(T) quality. As λ
increases past λ = 0.4, the energy as a function of the internuclear separation starts
to grow too fast. Mixing in a larger fraction of GF2 turns this behavior around and
for λ > 1, srSVWN5—lrGF2 energies start to slowly approach GF2 energies. For in-
ternuclear distances up to $R(\text{H}^-\text{F})=2.3$ a.u., $\lambda = 0.5$ produces relative energies closely matching those of GF2 and CCSD(T) methods. We conclude that the srSVWN5—lrGF2 functional is able to reproduce correctly the shape of the dissociation curve near the equilibrium geometry. The srSVWN5—lrGF2 functional does not improve upon GF2, since GF2 being an \textit{ab initio}, perturbative method already correctly describes the dynamical correlations in the HF molecule. Nonetheless, an apparent improvement comes from the fact that with the srSVWN5—lrGF2 functional these energies can be reached using basis sets with a lower angular momentum when compared to standard GF2, as illustrated in the previous Section 8.4.1.

### 8.4.3 IP tuning of range-separation parameter $\lambda$  

Following the prescription given in Section 8.2, we have employed an IP-based tuning approach to find optimal values of the range separation parameter $\lambda$ for seven closed-
Figure 8.4: The energy of the HF molecule as a function of internuclear separation calculated using the srSVWN5—lrGF2 functional for different values of $\lambda$. The SVWN5, GF2 and CCSD(T) results are shown for comparison. All calculations employed the cc-pVQZ basis set.
Figure 8.5: The absolute difference, as a function of the range separation parameter \( \lambda \), between IPs calculated from the Green’s function \( G_N^\lambda(\omega) \) and \( E_{N-1} E_N \) (from Eq. 8.35) using the srSVWN5—lrGF2 functional for LiH molecule (left panel) and Mg atom (right panel). All calculations were performed in the cc-pVTZ basis set.

shell atoms: He, Be, Ne, Mg, Ca, Ar, and Kr, as well as fifteen closed-shell molecules: H\(_2\)CO, CH\(_4\), NH\(_3\), N\(_2\), Li\(_2\), CO\(_2\), CO, LiH, CH\(_3\)OH, H\(_2\)O\(_2\), N\(_2\)H\(_4\), H\(_2\)S, PH\(_3\), Na\(_2\), and HCN. Experimental geometries were taken from Ref. 108. The cc-pVTZ [104, 106, 109–111] basis set was used for calculations of both atoms and molecules present in this test set. For the cc-pVTZ and larger basis sets, the value of \( \lambda \) remained constant indicating that it is converged with respect to the basis set size.

To find an optimal value of the range separation parameter for each system in the test set, a series of calculations were performed for \( \lambda \in [0.1, 1.5] \) with the step-size set to \( \Delta \lambda = 0.1 \). In most cases, the \( T_N \) norm as a function of \( \lambda \) was found to have one pronounced minimum that was taken as an optimal \( \lambda \). For illustration purposes, we show \( T_N(\lambda) \) norm for LiH molecule and Mg atom in Fig. 8.5. In the case of Mg atom, a very small discrepancy between the two ways of calculating IP was found for \( \lambda = 0.6 \) with the error \( T_N \approx 7 \cdot 10^{-4} \) while for LiH molecule the smallest difference between \( \text{IP} \left[ G_N^\lambda(\omega) \right] \) and \( E_{N-1} E_N \) turned out to be larger and equal to \( T_N \approx 0.011 \).
corresponding to the optimal value of $\lambda = 0.2$.

Note that if smaller differences are desired, a further fine-tuning of $\lambda$ can be performed by using a root-finding algorithm such as bisection [112]. In this work, we adopted a commonly used approach and narrowed the optimal value of $\lambda$ down to only one decimal point. In a similar way, optimal values of the range separation parameter $\lambda$ were obtained for all systems in this test set.

To examine how accurately IPs can be calculated based on such an IP-tuning approach, we used the optimally tuned srSVWN5—lrGF2 functional to calculate IPs and compared them with IPs calculated using standard SVWN5 and GF2 methods, as well as experiment. The experimental vertical IPs were taken from Ref. 108. For consistency IPs for GF2, srSVWN5—lrGF2 with the optimal $\lambda$, and SVWN5 were calculated according to Eq. 8.35 and listed in Tab. 8.1. It is worth noting that noble gases starting from Ne atom require the same value of $\lambda = 0.5$ and, in general, moving down the periodic table leads to larger optimal values of $\lambda$. The mean absolute errors of the srSVWN5—lrGF2 functional, the standard SVWN5 functional, and GF2 are 0.24 eV, 0.26 eV and 0.23 eV, respectively. For the srSVWN5—lrGF2 functional, evaluating the IP either from a Green’s function (Eq. 8.41) or from the difference between energies of $N$ and $N-1$ electron systems (Eq. 8.35) leads to the same results and these results are converged with respect to the basis set size. In contrast, for GF2, evaluating the IP from Eq. 8.41 or Eq. 8.35 leads to significantly different results. The GF2 IPs calculated from Eq. 8.41 have large errors since the cc-pVTZ basis set is not large enough. The IPs calculated from Eq. 8.35 benefit from the cancellation of the basis set error. Consequently, the GF2 magnitude of the error that is presented in Tab. 8.1 benefits from fortuitous cancellations of errors. The benefit of using the range separated functional is in the agreement of IP when using both definitions and in avoiding the need of large basis sets. As we observe from Tab. 8.1, GF2 tends to predict better IPs for atoms while the srSVNW5—lrGF2 functional is more accurate for molecules.
Table 8.1: Ionization potentials (IP) calculated as $IP = E_{\text{tot}}(N-1) - E_{\text{tot}}(N)$ using SVWN5, GF2, and srSVWN5—lrGF2 methods. The cc-pVTZ basis set was employed in all calculations. For srSVWN5—lrGF2 calculations, the optimal value of $\lambda$ is listed in the second column$^a$.

<table>
<thead>
<tr>
<th>Opt.</th>
<th>srSVWN5—lrGF2</th>
<th>GF2</th>
<th>SVWN5</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>IP</td>
<td>Error</td>
<td>IP</td>
<td>Error</td>
</tr>
<tr>
<td>Atoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>He</td>
<td>0.9</td>
<td>24.59</td>
<td>0.00</td>
<td>24.36</td>
</tr>
<tr>
<td>Be</td>
<td>0.1</td>
<td>9.17</td>
<td>0.15</td>
<td>8.83</td>
</tr>
<tr>
<td>Ne</td>
<td>0.5</td>
<td>22.16</td>
<td>0.60</td>
<td>21.50</td>
</tr>
<tr>
<td>Mg</td>
<td>0.6</td>
<td>7.52</td>
<td>0.13</td>
<td>7.31</td>
</tr>
<tr>
<td>Ar</td>
<td>0.5</td>
<td>15.97</td>
<td>0.21</td>
<td>15.66</td>
</tr>
<tr>
<td>Ca</td>
<td>0.7</td>
<td>5.98</td>
<td>0.13</td>
<td>5.93</td>
</tr>
<tr>
<td>Kr</td>
<td>0.5</td>
<td>14.33</td>
<td>0.33</td>
<td>14.03</td>
</tr>
<tr>
<td>Molecules</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$CO</td>
<td>0.1</td>
<td>10.98</td>
<td>0.09</td>
<td>10.86</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>0.1</td>
<td>14.29</td>
<td>0.06</td>
<td>14.32</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>0.8</td>
<td>10.72</td>
<td>0.10</td>
<td>10.70</td>
</tr>
<tr>
<td>N$_2$</td>
<td>0.1</td>
<td>15.66</td>
<td>0.08</td>
<td>15.15</td>
</tr>
<tr>
<td>Li$_2$</td>
<td>0.3</td>
<td>5.34</td>
<td>0.61</td>
<td>4.94</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>0.1</td>
<td>14.32</td>
<td>0.55</td>
<td>13.88</td>
</tr>
<tr>
<td>CO</td>
<td>0.1</td>
<td>14.14</td>
<td>0.13</td>
<td>13.72</td>
</tr>
<tr>
<td>CH$_3$OH</td>
<td>0.1</td>
<td>10.89</td>
<td>0.07</td>
<td>10.96</td>
</tr>
<tr>
<td>LiH</td>
<td>0.2</td>
<td>8.30</td>
<td>0.40</td>
<td>7.75</td>
</tr>
<tr>
<td>H$_2$O$_2$</td>
<td>0.1</td>
<td>11.46</td>
<td>0.24</td>
<td>11.19</td>
</tr>
<tr>
<td>N$_2$H$_4$</td>
<td>0.1</td>
<td>9.53</td>
<td>0.55</td>
<td>9.56</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>0.5</td>
<td>10.54</td>
<td>0.04</td>
<td>10.33</td>
</tr>
<tr>
<td>PH$_3$</td>
<td>0.6</td>
<td>10.57</td>
<td>0.02</td>
<td>10.47</td>
</tr>
<tr>
<td>HCN</td>
<td>1.2</td>
<td>12.09</td>
<td>0.70</td>
<td>12.90</td>
</tr>
<tr>
<td>Na$_2$</td>
<td>0.6</td>
<td>4.94</td>
<td>0.05</td>
<td>4.68</td>
</tr>
<tr>
<td>m.a.v.</td>
<td></td>
<td>0.24</td>
<td>0.23</td>
<td>0.26</td>
</tr>
</tbody>
</table>

$^a$ Experimental geometries and vertical IPs were taken from NIST Database [108].
8.4.4 Many-electron self-interaction error

The one- and many-electron self-interaction error in approximate density functionals originates from an incomplete cancellation of the spurious electrons self-repulsion by the exchange energy. GF2 includes all the proper exchange and Hartree self-energy diagrams up to the second order and is, therefore, one-electron self-interaction free. We have previously illustrated that GF2 also has a very small two-electron self-interaction error [54]. On the other hand, LDA, is known to have pronounced one- and many-electron self-interaction errors due to a wrong asymptotic decay of the exchange-correlation potential [113]. It seems very likely that an application of GF2 to long-range interactions while keeping LDA within the short range would provide an improvement over LDA by itself. In this section, we analyze in detail the self-interaction error of the srSVWN5—lrGF2 functional. As we mentioned earlier, the fractional charge error is directly related to the self-interaction error. To observe it, we calculated the total electronic energy of He atom as a function of the fractional electron number: \( N = 1 + \delta \) for \( \delta \in [0, 1] \). In Fig. 8.6, we plot the deviation from the linearity: \( \Delta E = E^M(N) - E^M_{\text{lin}} \), where \( E^M(N) \) is the energy from method \( M \) calculated for a system with \( N \) electrons and \( E^M_{\text{lin}} \) is the linear interpolation between integer electron points for the same method \( M \). The IP-tuned optimal value of \( \lambda = 0.9 \) was used in srSVWN5—lrGF2 calculations. The aug-cc-pVTZ [105] basis set was employed in all calculations. It is clear from Fig. 8.6 that GF2 has a very small fractional charge error showing a small concave behavior, therefore indicating a small localization error. SVWN5 exhibits a massive fractional charge error and pronounced convex character. This opposite behavior of SVWN5 indicates a delocalization error common for local, semilocal, and hybrid density functionals [114]. On the other hand, srSVWN5—lrGF2 calculations for the IP-tuned range separation parameter \( \lambda \) display only a slightly convex behavior and errors that are very similar to GF2, thus greatly improving over SVWN5. We conclude
Figure 8.6: The energy difference $\Delta E = E^M - E_{\text{lin}}^M$ for He atom, calculated using the srSVWN5—lrGF2 functional with the IP-tuned optimal value of $\lambda = 0.9$ in comparison to that of SVWN5 and GF2 with the aug-cc-pVTZ basis set. $E^M$ is the energy evaluated with a fractional electron number, and $E_{\text{lin}}^M$ is the linear interpolation between integer electron points for method $\mathcal{M}$. 
that adding a fraction of the many-body Green’s function method can significantly mitigate the self-interaction error present in the standard density functionals. In this regard, the srSVWN5—lrGF2 functional is similar to popular range-separated hybrid functionals employing the exact exchange for long-range interactions.

8.4.5 Locality of self-energy

In this section, we discuss implications of using range separated hybrid functionals for the self-energy. It is expected that by varying $\lambda$ the magnitude of self-energy can be gradually changed. To illustrate this, srSVWN5—lrGF2 calculations were performed for three ethylene molecules, each at the experimental geometry [108], placed 2.5 Å apart from each other (see the top panel of Fig. 8.7). A matrix element of the imaginary frequency self-energy between $2p$ orbitals of the two most distant carbon atoms, denoted by red stars on the top panel of Fig. 8.7, is calculated as a function of $\lambda$ using the DZP [115] basis set. Real and imaginary parts of self-energy for different $\lambda$ values are shown in the bottom panel of Fig. 8.7 using solid and dashed lines, respectively. Colors from the lightest to the darkest correspond to an increasing fraction of GF2. The self-energy increases most rapidly for small values of $\lambda$, up to $\lambda \approx 0.7 - 0.9$, then it begins to slowly converge to the GF2 self-energy. To see it more clearly, in the top panel of Fig. 8.7, we plotted the real part of self-energy for the $n = 0$ Matsubara frequency. It grows most rapidly for the small fractions of GF2. Overall this behavior resembles the error function which is used to scale the two-electron integrals to obtain the long-range terms. The possibility to arbitrarily scale the self-energy in the range separated approach has important consequences. For example, the srSVWN5—lrGF2 calculation is less computationally demanding comparing to the standard GF2 calculation since the evaluation of the self-energy according to Eq. 8.42 can be carried over a truncated set of orbitals due to the faster decay of its matrix elements. Additionally, using a range-separated Green’s function functional as a low-level method e.g. in
Figure 8.7: Top panel: The real part of the srSVWN5—lrGF2 self-energy matrix element between two carbon atoms denoted by red stars for the $n = 0$ imaginary frequency as a function of the range separation parameter $\lambda$ for three ethylene molecules arranged as shown in the inset. Bottom panel: Both real (solid lines) and imaginary (dashed lines) parts of the self-energy as a function of the imaginary frequency calculated for different values of $\lambda$. All calculations are with DZP basis set.
self-energy embedding theory [51–53, 116] calculations of periodic systems can be beneficial since, as we demonstrated before, such hybrids require smaller basis sets than the original ab initio Green’s function methods. Consequently, they possibly eliminate many problems such as linear dependencies that happen when large, diffuse basis sets are used in calculations of periodic systems. Moreover, using these hybrid approaches, the number of unit cells required to evaluate the self-energy matrix is lowered due to a faster decay of its intercell matrix elements.

8.5 Conclusions and Outlook

In this paper, we have discussed the theoretical framework for building a range-separated hybrid functional combining both DFT and Green’s function methods. In principle, this framework is general and can be used to combine various DFT functionals and Green’s function methods. In particular, to maintain the generality of our discussion, we have focused on describing the relationship of this range-separated functional to the Luttinger-Ward functional which is temperature dependent. Since at present, only the zero temperature DFT functionals are well established, we executed all the practical applications of the short-range DFT – long-range Green’s function functional using the zero temperature SVWN5 functional in the short range and the temperature dependent GF2 method setting $T \to 0$ in the long range.

We believe that the presented range-separated hybrid functional called srSVWN5—lrGF2 is interesting for two communities. In condensed matter, among the LDA+DMFT practitioners, there has been a long-standing problem of removing the double counting of electron correlation present when LDA is combined with the DMFT treatment employing the Green’s function methods. We believe that our presentation of the short-range DFT – long-range Green’s function functional is directly relevant to this community and gives a rigorous prescription how to avoid the double counting
problem by employing the range separation of Coulomb integrals. Provided that the range separation parameter $\lambda$ can be optimized based on one of the exact properties of either the DFT or the Green’s function methods, such a range-separated hybrid provides an ab initio treatment of realistic systems.

On the other hand, the short-range DFT – long-range Green’s function hybrid functional is obviously relevant to the DFT community since it can be viewed as a higher rung of the “Jacob’s ladder” of functionals. Similarly to other high rungs, srSVWN5—lrGF2 employs unoccupied orbitals, is non-local, and has an explicit frequency dependence. Provided that explicitly temperature dependent short-range DFT functionals become established enough, the presented functional can also be made temperature dependent in a straightforward manner.

We have demonstrated that our functional offers several attractive advantages compared to the methods used in its construction. Similarly to range-separated hybrid functionals with other many-body methods such as CI, MP2, CASCF, NEVPT2, CCSD, and RPA, srSVWN5—lrGF2 exhibits a rapid convergence with respect to the one-electron basis set. This fast convergence with respect to the basis set size, for the Green’s function methods provides an additional advantage, since smaller basis sets require fewer imaginary time and imaginary frequency grid points, resulting in reduced computational cost. Additionally, we have illustrated that the srSVWN5—lrGF2 functional has a smaller self-interaction error in comparison with the standard SVWN5 functional. This is beneficial in calculations involving molecular thermochemistry, reaction barriers, binding energy in charge transfer complexes, polarizabilities, and molecular conductance. Even though the standard density functionals provide an accurate description of the short-range dynamical correlation, we have shown on the example of the HF and $\text{H}_2$ molecules that the srSVWN5—lrGF2 functional can describe the dynamical correlation even more accurately.

Moreover, we presented a first principles approach to finding an optimal value of the
range separation parameter based on the calculation of ionization potentials of atoms and molecules. While the overall accuracy of the IPs evaluated using srSVWN5—lrGF2 is similar to that of GF2 evaluated as the difference between total electronic energies of $N$ and $N-1$ electron systems, srSVWN5—lrGF2 results are converged with respect to the basis set size and do not rely on any fortuitous cancellation of errors. Moreover, for srSVWN5—lrGF2 evaluating the IP directly from the Green’s function poles or using the energy difference between $N$ and $N-1$ electron systems results in the same answer. This is not the case for GF2 when the calculations are carried out in a basis set that is not large enough.

We have demonstrated that using the range-separated Coulomb integrals the magnitude of the self-energy in the Green’s function method can be modified as a function of the range separation parameter $\lambda$. These results demonstrate that srSVWN5—lrGF2 functional can be useful for self-energy embedding calculations as well as for Green’s function-based calculations of extended systems since for certain values of the parameter $\lambda$ the decay of self-energy elements is fast and can contribute to an additional sparsity of the problem. Consequently, a fewer number of self-energy elements need to be evaluated resulting in an overall reduction of the computational cost.

Finally, we believe that there are several directions to further develop short-range DFT with long-range Green’s functions hybrid functionals. In its current implementation the local density functional describes not only the short-range interactions but also the coupling region between short-range and long-range correlations [36]. It has been shown [44] that when the coupling region is treated by many-body methods instead of density functionals, such a calculation results in a further improvement of the functional properties. Therefore, the development of such range-separated double-hybrid functionals [117] based on long-range Green’s function methods may be worth pursuing.

Another interesting direction for the functional proposed in this work is the study
of metallic systems or systems with small band gaps. Green’s function expansions that do not include the infinite sum of bubble diagrams such as a Møller-Plesset Green’s function diverge for metallic systems. Such divergences can be efficiently eliminated by screening the electron-electron interactions provided by e. g. the error function. Therefore, functionals employing a range separation similar to the one presented here, may also be applied to periodic calculations of metallic systems in order to avoid a divergent behavior. Furthermore, several choices other than GF2 such as GW or FLEX are possible as long-range Green’s function methods. On the density functional side, it is worth investigating short-range semilocal density functionals within the range separation framework.
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Chapter 9

Summary and outlook

This work shows the significant progress achieved in the understanding, development and application of finite-temperature Green’s function methods in computational quantum chemistry. New theoretical methods and numerical algorithms presented in this work can be applied to study realistic materials ranging from weakly correlated to strongly correlated in a rigorous and systematically improvable way. The work presented here successfully deals with the difficulties arising when established in condensed matter physics finite-temperature Green’s function methods are challenged by the \textit{ab initio} Hamiltonians describing real systems. The self-energy embedding theory is ideally suited to study realistic systems with multiple strongly correlated orbitals embedded into many weakly correlated ones. Quantum impurity solvers were applied to the strongly correlated orbitals and two such solvers were explored. SEET with configuration interaction based solver has been shown to produce very accurate results. The finite-temperature effects are only accounted for by the Matsubara grid which is used to represent correlated Green’s function. Therefore, the development of explicitly temperature-dependent configuration interaction based solvers is highly desirable and likely to provide even more improvement. Explicitly temperature-dependent continuous-time hybridization expansion quantum Monte Carlo solver was also examined in this work. Unfortunately, due to severe sign errors its use is restricted to diagonal hybridizations limiting its applications to model Hamiltonians and weakly
entangled realistic systems.

Several choices of weakly correlated methods are possible too. In this work only second-order Green’s function theory has been considered. It is based on truncation of expansion of the correlated Green’s function to the second order. Other alternative candidates for a low-level method include methods based on summing specific types of diagrams to infinite order such as GW approximation or FLEX which in addition to GW diagrams also includes ladder diagrams. These methods are frequently considered since they are computationally affordable and can be easily implemented. The work in this direction is currently underway.

Another promising direction that the ideas presented in work can be useful for is the further development of range-separated hybrid functionals. It is known that the second-order Green’s function theory applied to metallic systems diverges. However the reverse hybrid combining short-range GF2 and long-range nonperturbative (e.g. density functional theory) method is expected to produce convergent results. This should pave the way to the applications of Green’s function methods to realistic metallic systems.

Although several challenges remain, the methodology and algorithms presented in this work certainly advances the field of finite-temperature Green’s function methods to the realistic \textit{ab initio} domain.
Appendix

Details of the SEET(ED-in-GF2) scheme

Here we summarize the major algorithmic steps of the SEET(ED-in-GF2) algorithm.

1. We start by converging the iterative DCA procedure using GF2 as a solver for the chosen cluster. Here GF2 can be run either to the first iteration or fully self-consistently and we obtain a correlated Green’s function

\[ G_{\text{cluster}}(i\omega) = \left( [G_{\text{DCA}}^0(i\omega)]^{-1} - \Sigma_{\text{GF}}^2(i\omega) \right)^{-1}. \]  

(9.1)

2. Upon DCA convergence, we evaluate the one-body density matrix \( \gamma [G_{\text{cluster}}(i\omega)] \) in the cluster and find the natural orbitals. The natural orbitals are the orbitals in which the density matrix diagonal.

3. We choose \( n \) strongly correlated orbitals based on the occupations of the density matrix.

4. We construct an impurity model (or several impurity models, see below) using the strongly correlated orbitals.

5. The \( t \) operator and the \( U \) operator of the strongly correlated orbitals as well as the Green’s function are transformed to the basis of natural orbitals. In this basis
the operator $U$ is no longer local

$$[G_{\text{cluster}}(i\omega)]_{ij} = [i\omega - t - \Sigma_{\text{strong}}(i\omega) - \Delta(i\omega)^{-1}] . \quad (9.2)$$

6. Using $\Delta(i\omega)$ we define the bath orbitals and interactions in the impurity model containing the strongly correlated orbitals.

7. In this impurity model we calculate the self-energy $\Sigma_{\text{strong}}(i\omega)$ for strongly correlated orbitals using exact diagonalization.

8. We set up the total new self-energy as

$$[\Sigma]_{ij} = [\Sigma_{\text{strong}}]_{\mu \nu} + [\Sigma_{GF}^{GF2}]_{ij} - [\Sigma_{\text{strong}}]_{ij} . \quad (9.3)$$

Note that "strong" denotes the correlated subspace formed by $\mu, \nu = 1, \ldots, n$, while "$ij$" denotes indices of all $N$ orbitals. $[\Sigma_{\text{strong}}]_{\mu \nu}$ is the GF2 self-energy for the strongly correlated orbitals that must be subtracted in order to avoid double counting.

9. We evaluate correlated Green’s function using the Dyson equation and pass it to DCA

$$G_{\text{cluster}}^{\text{new}}(i\omega) = ([G_{\text{DCA}}(i\omega)]^{-1} - \Sigma(i\omega))^{-1} . \quad (9.4)$$

10. DCA performs an iteration to obtain the new Green’s function.

11. Using the DCA Green’s function go to point 1 upon convergence of total self-energy, exit.

It is possible to construct several impurity models using the correlated orbitals. In this case of four-site cluster we have constructed two impurity models with two impurity orbitals. This implies that cross-correlations between those orbitals will only
be treated on the GF2 level, an approximation that can be validated by choosing different impurities.