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Research Article

Coomassie staining provides routine
(sub)femtomole in-gel detection of intact
proteoforms: Expanding opportunities for
genuine Top-down Proteomics

Modified colloidal Coomassie Brilliant Blue (cCBB) staining utilising a novel destain pro-
tocol and near-infrared fluorescence detection (nIRFD) rivals the in-gel protein detection
sensitivity (DS) of SYPRO Ruby. However, established DS estimates are likely inaccurate
in terms of 2DE-resolved proteoform ‘spots’ since DS is routinely measured from com-
paratively diffuse protein ‘bands’ following wide-well 1DE. Here, cCBB DS for 2DE-based
proteomics was more accurately determined using narrow-well 1DE. As precise estimates
of protein standard monomer concentrations are essential for accurate quantitation, cou-
pling UV absorbance with gel-based purity assessments is described. Further, as cCBB is
compatible with both nIRFD and densitometry, the impacts of imaging method (and im-
age resolution) on DS were assessed. Narrow-well 1DE enabled more accurate quantitation
of cCBB DS for 2DE, achieving (sub)femtomole DS with either nIRFD or densitometry.
While densitometry offers comparative simplicity and affordability, nIRFD has the unique
potential for enhanced DS with Deep Imaging. Higher-resolution nIRFD also improved
analysis of a 2DE-resolved proteome, surpassing the DS of standard nIRFD and densito-
metry, with nIRFD Deep Imaging further maximising proteome coverage. cCBB DS for
intact proteins rivals that of mass spectrometry (MS) for peptides in complex mixtures,
reaffirming that 2DE-MS currently provides the most routine, broadly applicable, robust,
and information-rich Top-down approach to Discovery Proteomics.
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1 Introduction

Routine, quantitative, Top-down proteomic analyses are ef-
fectively carried out using gel-based techniques that re-
solve protein species from complex mixtures prior to iden-
tification via mass spectrometry (MS). In light of contin-
ued efforts to fully address limitations, two-dimensional
gel electrophoresis (2DE) continues to offer the highest
proteome resolution and information content with respect
to intact proteoforms in a single, reproducible assay, en-
abling comprehensive analysis of biological samples at a
level necessary for differentially profiling tissues, dissecting
molecular mechanisms, and identifying protein biomark-
ers [1–12]. However, the information that can be extracted
from a resolved proteome remains largely limited by the
sensitivity of subsequent in-gel protein detection meth-
ods [4, 13, 14], and proteins in lowest abundance, which
may be central to (patho)physiological processes, likely re-
main largely undetected and thus unexamined in routine
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analyses. Improving the sensitivity of a given detection
method is a crucial and ongoing challenge, and while this has
been substantially optimised for Western blotting and other
targeted approaches [18,20], high in-gel protein detection sen-
sitivity (DS) for Discovery Proteomics has lagged somewhat
behind.

In-gel protein staining is the most widely utilised tech-
nique for detection of resolved proteins prior to further anal-
ysis, with Coomassie Brilliant Blue (CBB) being the most
commonly utilised quantitative total protein stain. The use
of CBB has been entrenched in gel-based proteomics since
Neuhoff and colleagues developed a colloidal CBB (cCBB)
formulation that minimised non-specific gel matrix stain-
ing. This improved the lowest limit of detection (LLD) for
BSA from 1–0.2 �g to 1–0.1 ng (depending on gel thick-
ness) [21, 22], though many groups note an LLD of 30–4 ng
across a broader range of protein standards [14, 23–28]. In-
deed, relative to currently available fluorescent stains such as
SYPRO Ruby (SR), and densitometric stains such as silver,
cCBB as a densitometric stain is generally perceived as lacking
adequate DS for thorough proteome analysis due to higher
LLD and limited linear dynamic range (LDR) [16, 25, 29–33].
The continued widespread use of cCBB over many alterna-
tive technologies is thus largely attributed to its many re-
deeming features including ease of use, low cost, quantita-
tive capacity, ‘reasonable’ sensitivity, and compatibility with
MS.

Over a decade ago, in a comprehensive review of flu-
orescent technologies for 2DE-based proteomics, Patton re-
marked, "a stain that can be considered conceptually as a
fluorescent CBB stain offers the broadest applicability" [34].
Fortuitously, several years later, it was found that CBB ex-
hibits fluorescence in the near-infrared when bound to pro-
tein [16, 19]. This led to further studies into the use of cCBB
staining coupled with near-infrared fluorescence detection
(nIRFD) for the in-gel assessment of resolved proteins. More
recent studies have concluded that the DS of cCBB rivals that
of SR when using the original Neuhoff cCBB stain formu-
lation, or a variant with slightly higher dye content, coupled
with a novel NaCl destain protocol and nIRFD. Not only was
cCBB LLD shown to be comparable to that of SR, but mea-
sures of many other DS parameters, including LDR, were
equivalent or better [3, 13, 18, 35].

Assessments of stain DS generally utilise protein stan-
dards resolved via SDS-PAGE (1DE) as 2DE models from
which DS parameters are measured (e.g. LLD, LDR, inter-
protein staining variability (IPV), and signal-to-noise ratio
(S/N)). However, factors outside of stain performance per se,
including the purity and concentration of protein standards,
as well as resolving method, imaging instrumentation, and
image resolution, all likely influence 1DE-based measures
of DS [35]. Here we have examined these factors and opti-
mised as feasible in order to accurately determine the DS of
the modified cCBB staining protocol for application in 2DE-
based Discovery Proteomics.

Rather than be taken at face-value as seems often the
case in the literature, manufacturer-specified purity and

concentration of protein standards must be independently
assessed in order to accurately quantify the DS of a given
stain. Having more or less of a protein standard (i.e. the
pure, monomeric protein) leads to inaccurate determinations
of DS, and impurities may further distort measures of con-
centration and thus quantitative assessments, particularly if
standards are combined into single cocktails in which con-
taminants may co-migrate with target proteins. Here, the
purity and concentrations of commercial protein standards
were thoroughly characterised by combining two approaches
– UV absorption and gel-based analysis (coupled with MS)–
to accurately quantify DS.

A drawback of 1DE models is that resolved proteins form
relatively diffuse ‘bands’ as opposed to concentrated 2DE
‘spots’, likely significantly lowering S/N and leading to in-
accurate determinations of DS for application to 2DE. Here,
relatively narrow loading wells than typically utilised for such
studies were used to concentrate 1DE-resolved protein bands
to better represent concentrated 2DE-resolved protein spots,
thus enabling improved and more accurate measures of cCBB
DS relevant to 2DE.

Following protein resolution and staining, gels are im-
aged to enable subsequent quantitative analyses, necessitat-
ing that the acquired digitised data accurately represent the
analogue data (i.e. the stained gel) in as much detail as pos-
sible. Accordingly, imaging method can impact analytical
outcomes. A previous report comparing densitometry with
nIRFD for the detection of a cCBB-stained proteome follow-
ing 2DE showed that densitometry provided approximately
half the DS of nIRFD [14]. However, a less sensitive commer-
cial cCBB formulation had been utilised [8], and unspecified
imaging parameters (exposure, extent of data ’binning’) may
have been sub-optimal. Thus, the poor DS may have been
due to a combination of factors rather than being inherent
to densitometric detection. With the advent of higher cali-
bre instrumentation for densitometry, potentially capable of
higher DS (e.g. lower noise, higher resolution), as well as the
novel NaCl destain protocol which further improves cCBB-
nIRFD DS [13], reassessment of cCBB DS with densitomet-
ric detection is appealing due to generally greater simplicity
and cost-effectiveness of such instruments (i.e. specialised
filters and/or lasers are unnecessary). Here, the performance
of nIRFD (via laser scanning) was compared against that of
premium instrumentation for densitometry (using a camera-
based system) for detection of (i) protein standards follow-
ing 1DE, and (ii) protein standards and a native proteome
following 2DE. As the capacity of both instruments for high-
resolution imaging could also further improve DS, the impact
of image resolution on DS was also assessed.

Overall, the data indicate that proteins resolved via
narrow-well 1DE models more closely resembled 2DE-
resolved proteins, delivering more accurate, (sub)femtomole
DS assessments, confirmed following 2DE of protein stan-
dards. Furthermore, densitometric detection provided com-
petitive DS relative to standard resolution (100 �m) nIRFD
for 2DE-resolved proteome detection, and higher resolu-
tion (50 �m) nIRFD significantly improved 2DE analysis,
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increasing the quality and quantity of protein spots detected
– further still with nIRFD Deep Imaging.

2 Materials and methods

All consumables were of electrophoresis grade or higher.
Broad-range (7 cm, pH 3–10 non-linear) ReadyStripTM IPG
Strips, Bio-Lyte R© carrier ampholyte solutions (pH 3–10; 3–
5; 6–8; 7–9; and 8–10), Precision Plus ProteinTM Unstained
Standards, and tributylphosphine (TBP) were supplied by
Bio-Rad Laboratories (Hercules, CA). Isolated protein stan-
dards (�-galactosidase from E. coli (BGAL); Phosphorylase
B from rabbit muscle (PHOSB); Bovine Serum Albumin
(BSA); Bovine Carbonic Anhydrase (BCA); and Chicken Egg
Lysozyme (CEL)) (Supplementary Table 1), kinase and phos-
phatase inhibitors (staurosporine, sodium orthovanadate,
and sodium fluoride), and components of the protease in-
hibitor cocktail (PI) [36] were supplied by Sigma-Aldrich (St.
Louis, MO). Invitrogen (Carlsbad, CA) supplied the EZQ Pro-
tein Quantitation Kit, and all other consumables for elec-
trophoresis and stain preparation, including CBB G-250 dye,
and acrylamide/bis-acrylamide (37.5:1) solution, were sup-
plied by Amresco (Solon, OH). Double glass-distilled water
(ddH2O) was used throughout.

2.1 Sample preparation

Isolated protein standards (BGAL, PHOSB, BSA, BCA, and
CEL) were each solubilised in ddH2O and centrifuged at
2000 × g for 5 min at room temperature (RT, 21°C) to re-
move insoluble particulates [13]. Concentrations and purities
were assessed as detailed in Section 2.2 prior to snap-freezing
of aliquots and storage at −80°C until required. Prior to SDS-
PAGE, aliquots were thawed (once only) and serially diluted
in 1DE sample buffer (25 mM TRIS [pH 8.8], 12.5 mM DTT,
7.5% (w/v) glycerol, 2% (w/v) SDS, and 0.001% (w/v) bro-
mophenol blue [13,37,38]) to yield 1.6-0.006 �g/mL solutions
for 8–0.03 ng protein loads for 1DE DS estimates.

For native proteome 2DE, rat cortex soluble proteome
was extracted as previously described and supplemented with
kinase and phosphatase inhibitors and PI [1,2]. Total protein
concentration was estimated using the EZQ Protein Quan-
titation Kit (Invitrogen, Carlsbad, CA). Snap-frozen aliquots
were stored at -80°C until required.

2.2 Protein standard concentration and purity

assessments

Initial measures of protein standard concentrations were
according to the Beer–Lambert law [13, 18, 39]. For each,
path length-corrected absorbance (A280) was measured in
a quartz cuvette using the UV-2550 Shimadzu UV-VIS
Spectrophotometer (Shimadzu, Tokyo, Japan). Theoretical

percent-solution extinction coefficients were obtained from
ExPASy ProtParam (http://web.expasy.org/protparam/).

Gel-based purity analysis was essentially as described [15,
18]. Based on UV-absorption concentration estimates, each
protein standard was serially diluted to yield 1–0.0625 mg/mL
solutions in 1DE sample buffer for 10–0.625 �g protein loads.
SDS-PAGE was carried out as described in Section 2.3 using
7–20%T gradient gels for MS analysis of resolved proteins,
and 12.5%T uniform gels to measure percentage purity of
target monomer protein bands.

From gradient gels, following cCBB staining as de-
tailed in Section 2.4, all well-resolved bands were excised
and processed for LC-MS/MS analysis as described previ-
ously [4, 13]. Following database (Swiss-Prot) confirmation
of protein identifications via Mascot Daemon (version 2.2.2)
(www.matrixscience.com), it was apparent that ‘contami-
nants’ were predominately multimers and/or degradation
products of corresponding protein standards. To account for
these ‘impurities’, measured from uniform %T purity gels,
target protein monomer band signal was expressed as a per-
centage of total lane signal (using Multi Gauge v3.0 (FUJI-
FILM, Tokyo, Japan)) from the lowest protein load in which
all contaminating bands could be detected [18]. For each pro-
tein standard, initial protein concentration estimates were
adjusted based on the percentage of the total lane signal
that corresponded to the monomer band. To ensure there
was no further formation/degradation of multimers due to
freeze/thawing of standards (i.e. that target band percentage
remained stable and reproducible), gel-based purity analysis
using uniform %T gels was routinely carried out in parallel
with gels for 1DE DS analysis.

2.3 IEF and SDS-PAGE

Passive rehydration of IPG strips and subsequent IEF was
as described [1, 2, 16, 40, 41]. IPG strips were rehydrated for
16 hrs at RT with 100 �g of soluble protein from rat cortex in
2DE buffer (8 M urea, 2 M thiourea, and 4% (w/v) CHAPS)
supplemented with PI and 1% (v/v) carrier ampholytes
(0.5% (v/v) pH 3–10, and 0.25% (v/v) each of pH 3–5, 6–8,
and 8–10). Reduction and alkylation were carried out at 25°C
prior to rehydration, with the addition of 45 mM/2.3 mM
DTT/TBP in the first hour followed by 230 mM acrylamide
in the subsequent hour [2, 41]. IEF using the Protean IEF
system (Bio-Rad Laboratories, Hercules, CA) was carried out
at 17°C [41]. Immediately prior to SDS-PAGE, strips were
equilibrated in 6 M urea, 20% (w/v) glycerol, 2% (w/v) SDS,
and 375 mM Tris (pH 8.8), supplemented first with 2% (w/v)
DTT for 10 min, then with 350 mM acrylamide for a further
10 min [2].

SDS-PAGE was according to Laemmli [38] with minor
modifications [18,37]. Using the MiniProtean II system (Bio-
Rad Laboratories, Hercules, CA), resolving gels were cast
and stored overnight at 4°C following polymerisation at
RT. Resolving gels were 82 mm x �58 mm x 1 mm. For
1DE DS analysis, commercially sourced combs with 5 mm
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(wide/standard) and 2 mm (narrow) teeth were used to cast
loading wells in 5%T stacking gel, overlayed onto 12%T re-
solving gel. Samples in 1DE buffer were vortexed thoroughly,
heated for 7 min at 100°C, sonicated for 5 min, and cooled
to RT prior to loading. For 2DE, molecular weight marker
(blotted onto filter paper) and equilibrated IPG strips were
overlayed onto 5%T stacking gel and embedded in 0.5% (w/v)
low-melting agarose prior to SDS-PAGE in 12.5%T resolving
gels.

Electrophoresis was carried out in a cold room (4°C) at
constant voltage. 150 V were applied until samples entered
the stacking gel (5 min), followed by 90 V until completion
[2, 13, 18]. Fixation was in 10% (v/v) methanol and 7% (v/v)
acetic acid for 1 hr (minimum) at RT with gentle rocking
(60 rpm), and gels were washed 3 x 20 min with ddH2O prior
to staining [2, 13, 40].

2.4 Staining

Gel staining was according to Neuhoff et al, [21,22] with mod-
ifications described by Gauci et al, [13]. Staining solution,
made fresh immediately prior to use, consisted of 2% (v/v)
phosphoric acid, 10% (w/v) ammonium sulfate, 0.1% (w/v)
CBB, and 20% (v/v) methanol, made to volume with ddH2O,
combined in this order with thorough mixing after each ad-
dition. Stain was applied immediately following preparation,
and gels were incubated for 20 hrs at RT with gentle rocking.
Following staining, gels were washed 5 x 15 min with 0.5 M
NaCl and stored overnight in 20% (w/v) ammonium sulfate
prior to imaging [13, 21, 22].

2.5 Imaging

All gels were imaged individually. Purity analysis gels were
imaged by nIRFD using the TyphoonTM FLA 9000 (GE
Healthcare, Buckinghamshire, UK). All other gels (1DE and
2DE) were imaged by nIRFD, as well as densitometry us-
ing white light trans-illumination on the ImageQuantTM

LAS 4000 Biomolecular Imager (GE Healthcare, Bucking-
hamshire, UK) equipped with a 3.2 MP (11 �m pixels) charge-
coupled device (CCD).

Densitometry images were captured using ‘high resolu-
tion’ sensitivity and 5 sec (optimal; not shown) ‘precision’
exposure, at tray positions (TP) 1 – 4, yielding 37, 49, 61, and
72 �m pixel sizes, respectively. For simplicity, DS at TP1 and
TP2 (37 and 49 �m pixels, respectively) are shown for 1DE,
and DS at TP1 and TP4 (37 and 72 �m pixels, respectively)
are shown for 2DE.

For nIRFD, gels were imaged using 685 nm laser excita-
tion and �750 nm emission [13,16]. 1DE and 2DE DS analysis
gels were imaged with scanning pixel size set to 100 �m (the
standard resolution utilised for CBB-nIRFD [3, 13]), 50 �m
(higher resolution), and 200 �m (lower resolution). Unless
stated otherwise, PMT gain was set to 600 V (the standard
PMT setting for CBB-nIRFD [3, 13]), though 750 V PMT was
also assessed for increased sensitivity [3,4]. Prior to imaging,

1 mL of ddH2O was applied and spread across the gel surface,
and gel edges were lined with ddH2O to prevent dehydration
and distortions caused by overheating during extended laser
imaging.

Following whole-gel (i.e. first-pass) imaging, Deep Imag-
ing was carried out on narrow-well 1DE as well as 2DE
gels [3,4]. Comparatively ‘saturated’ gel regions were excised
prior to imaging again with all nIRFD settings detailed above.
From 2DE gels, protein spots contributing to the top 20% of
total signal (determined using Multi Gauge) were excised,
whereas the 8 and 4 ng protein bands were excised from 1DE
gels, with molecular weight marker and dye fronts removed
in all cases.

2.6 1DE analysis

All 1DE gel images (16-bit IMG (raw) files) were analysed
using Multi Gauge v3.0 (FUJIFILM, Tokyo, Japan). For 1DE
DS assessments, visible target protein bands were delineated
using the ’magic wand’ tool, and the smallest sized region
of interest was copied to the locations of bands that were
visually undetectable by systematically tracking their position
based on the spacing and positions of visible bands. Per band,
two background measurements were taken from immediately
adjacent, protein-free regions of the gel. Resulting raw data
were analysed in Microsoft Office Excel to establish values for
the detection criteria defined below.

LLD: Signal from all measured regions, quantified as vol-
umes (the sum of the pixel volumes within the specified areas)
in arbitrary units (AU), were normalised to yield signal/mm2.
Average local background signal was subtracted from cor-
responding protein signal, and linear standard curves were
generated using data points for 2–0.06 ng of protein (except
for PHOSB, for which signal for 8–1 ng of protein was plot-
ted). For each replicate, LLD was calculated using standard
linear regression, defined as the amount of protein signal
equal to three standard deviations from the mean signal of
all background measurements [13, 15, 42]. Average LLDs are
reported.

IMPS: To better gauge the DS of each assessed condi-
tion, IPV was also considered by integrating two measures
of DS – LLD and lowest practical sensitivity (LPS) – to ob-
tain the integrated measure of practical sensitivity (IMPS),
where IMPS = 1 / (LLD x LPS), and high IMPS values in-
dicate greater DS [15]. LPS was defined as the highest quan-
tity of protein (across all assessed proteins) that exhibited
background-subtracted signal that was statistically indistin-
guishable from background (i.e. equal to one standard de-
viation from the mean signal of all background measure-
ments [15]). As PHOSB was the most poorly detected protein,
all LPS values were derived from PHOSB gels.

S/N: Signal-to-noise ratio (S/N, the ratio of protein sig-
nal to local background [16]) was calculated for each detec-
tion method, averaged across all assessed proteins, using
signal/mm2 values without background subtraction (i.e. raw
target band signal over average local background signal). As
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S/N was proportional to protein load, for simplicity, only av-
erage S/N for 2 ng protein is reported.

2.7 Image analysis of 2DE-resolved proteomes

Using Multi Gauge, 2DE gel images (16-bit IMG files) were
cropped to uniform dimensions and boundaries, excluding
marker and dye fronts, and analysed using Delta2D v.4.0.8
(DECODON, Greifswald, Germany).

To compare spot detection (i.e. a measure of 2DE DS) be-
tween imaging modes, automated spot detection was carried
out on raw unfused images to assess variance, and on warped
‘union fusion’ images (i.e. weighted average gel images for
each condition), without image filtering, to minimise the in-
cidence of artefactual spot detection. No manual editing of
spots was performed except for Deep images in which cut-
ting artefacts were excluded, and excised spots were included
in the final total spot number. Parameters for spot detection,
i.e. average spot size (radius, in pixels) and sensitivity, which
enabled maximal spot detection and minimal artefacts/errors
(scrutinised by eye) were utilised, and adjusted according to
image resolution. Based on automated analysis of a gel re-
gion containing largely only distinctly resolved, moderately
abundant proteins, average spot size for 100 �m nIRFD im-
ages was set to two pixels. Thus, average spot sizes for 50 and
200 �m nIRFD images were adjusted to four and one pixels
respectively; and for densitometry images, average spot sizes
were adjusted to six, five, four, and three pixels for 37, 49, 61,
and 72 �m images, respectively.

2.8 Statistics

Errors are reported as standard deviation from the mean
(SD). Statistical analyses were with SigmaPlot (Systat Soft-
ware, San Jose, CA). To determine the impact of imaging
method on 1DE and 2DE (proteome) DS, all conditions as-
sessed were considered discreet treatments, and one-way
ANOVA with post-hoc Holm-Šı́dák pairwise comparisons [43]
was carried out. Statistically significant differences from con-
trol (i.e. 100 �m 600 V PMT nIRFD, of standard-well models
for 1DE, and whole gels for 2DE) are reported, as well as
significant differences between the various imaging meth-
ods versus 100 �m 600 V PMT nIRFD of narrow-well 1DE
models only. Student’s unpaired t-test was used to determine
statistical differences between standard versus narrow-well
1DE outcomes, and whole versus Deep Imaging outcomes
for 2DE. P values less than 0.05 were considered statistically
significant. Refer to figure legends for statistical analyses not
detailed here.

2.9 2DE of protein standards

To assess the accuracy of 1DE-derived LLDs for 2DE appli-
cation – as well as to examine how closely narrow-well 1DE

mimicked 2DE gels in terms of concentrating resolved pro-
tein – protein standards (BGAL and BCA) were resolved via
2DE as described in Section 2.3. Serially diluted, relatively
high loads of each protein (2–0.125 �g of BGAL (n = 2) and
2–0.25 �g of BCA (n = 3)) were resolved in order to detect
and adjust for charge variants, using 10%T gels for second-
dimension SDS-PAGE of BGAL. Following cCBB staining
and 100 �m nIRFD, Multi Gauge analysis (i.e. manual delin-
eation and subtraction of average local background) was used
to quantify the most prominent proteoform at the expected
MW and pI.

BCA resolved as multiple charge variants at the expected
MW (all confirmed as BCA by MS (not shown)), with the most
prominent protein spot consistently comprising 30 ± 3%
of the combined fluorescence signal. As the relationship
between protein quantity and cCBB-protein signal is lin-
ear across a broad dynamic range generally irrespective of
IPV [13, 15, 19, 44], the protein spot quantified in BCA gels
was considered to be 30% of the total BCA monomer con-
tent, and subsequent 2DE BCA gels were loaded accordingly.
Multiple proteoforms were not discernible following 2DE of
2–0.125 �g of BGAL, so the resulting ‘streak’ was assessed as a
whole and no adjustments to BGAL monomer concentration
were made. Briefly, 2DE LLDs extrapolated from microgram-
loaded 2DE gels were estimated to be 66 ± 20 ng for BGAL,
and 2 ± 2 ng BCA, though since protein spot shape and size
following 2DE (i.e. how concentrated the resolved proteoform
is), as well as protein load, determines protein spot signal, this
approach evidently could not be used to reliably measure 2DE
DS.

2DE of nanogram protein loads (160–0.06 ng of BGAL,
and 160–0.25 ng of BCA) was then carried out. Note that the
higher protein loads (160–40 ng) were routinely included in
the same IEF tray as lower protein loads (4–0.06 ng) since
IEF of low- and sub-nanogram protein loads alone resulted
in poor resolution and detection. Resulting 2DE gels were
cCBB-stained and imaged via 100 and 50 �m nIRFD (whole
and Deep Imaging, 600 V PMT) and 37 �m densitometry, as
described above.

Images were analysed using Delta2D to confirm the ac-
curacy of narrow-well 1DE-derived LLDs for 2DE application,
by way of assessing whether these exceptionally low 2DE-
resolved protein loads could be detected using the highly
automated 2DE analysis software. Per protein load, cropped
images were warped and fused, and the target protein spot
on the fused image was delineated using the ‘spot editing’
tool. While the more manual process of spot editing offered
some control over how much excess area was included for
analysis (i.e. spot boundaries were recalculated until a min-
imal inclusion area was achieved), which aided in achieving
consistency for meaningful comparisons, ultimately, the re-
gion analysed was software-determined. The ‘consensus spot
pattern’ (i.e. the single spot delineation) was then transferred
to all gel images to obtain absolute spot volumes (grey values;
black = 1). Spot volumes for 1–0.06 ng BGAL and 2.4–0.15 ng
BCA are reported. Note that fully automated detection of the
target protein of all loads assessed, with minimal detection
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of weaker ‘above background’ signal (i.e. any non-protein sig-
nal remaining following automated background subtraction),
could be achieved by decreasing the sensitivity parameter in
Delta2D to 5–8% rather than the recommended 20%.

Multi Gauge image analysis was carried out to compare
1DE band and 2DE spot size and signal, measured from
100 �m nIRFD and 37 �m densitometry images of 1DE
and 2DE BCA gels. A comparison of background-subtracted
signal/mm2 from 0.5, 1, and 2 ng BCA is reported.

3 Results and discussion

3.1 An integrated approach for accurate protein

quantitation

Accurate assessments of the concentration and purity of
protein standards are necessary for meaningful determina-
tions of stain sensitivity and selectivity. Apparent impurity
of commercial protein preparations has been seen to vary-
ing degrees [19, 25, 28, 45–47], and noted in other investi-
gations in which protein concentration and purity were as-
sessed [13, 15, 18, 48]. Yet it remains a problem in the field
that efforts to examine the content/purity of commercial pro-
tein standards (and detailing methods to do so) are rarely
reported if carried out at all. This signifies a root source of
variability both within and between investigations that must
be addressed in order to meaningfully measure the DS of any
given method.

Protein UV absorbance coupled with the Beer–Lambert
law is the method most commonly used to determine the
concentration of purified proteins [39]. In this study, concen-
tration determinations with UV absorbance indicated that the
assessed standards contained �99–200% of the protein con-
tent claimed by the suppliers (Supplementary Table 1), indi-
cating varying degrees of (im)purity and/or generally greater
quantities of protein than specified. The latter is noteworthy
and problematic if supplier-indicated protein amounts are
taken at face value in stain performance studies, particularly
if the protein content of the target band quantified in fact
accounts for only a fraction of the total protein loaded.

To validate UV-based protein estimates, i.e. assess sam-
ple purity and content, 1DE gel-based analysis was carried
out [15, 18], confirming substantial contamination (Supple-
mentary Figure 1A). MS analysis of contaminant bands in
each sample confidently identified peptides corresponding
only to the expected protein standard (not shown), indicat-
ing that these were predominately multimers and/or pep-
tides (i.e. degradation products) of the corresponding pro-
tein standards. Indeed, protein spots corresponding to the
approximate molecular weights of dimers and tetramers, as
well as charge variants, were apparent following 2DE of BCA
(Fig. 3A). Thus, while protein standard purity was high, the
‘purity’ of the target monomer protein band at the expected
molecular weight relative to other resolved bands was quite
low in most cases, consitituting 37–91% of total lane contents
(Supplementary Figure 1B; Supplemenetary Table 1).

Consequently, initial UV absorbance-based concentra-
tion estimates were adjusted according to these measures
of gel-based purity (Supplementary Table 1) [15,18]. This ap-
proach was highly reproducible, both in terms of monomer
band signal between gels, and monomer signal as a percent-
age of total lane signal (not shown) between initial purity
assessment gels and those run in parallel with gels used to
determine 1DE DS (Supplementary Fig. 1B), facilitating more
accurate quantitation of DS. We thus propose that compara-
ble assessments of purity and concentration should be used
and detailed in future studies in order to improve accuracy
and minimise variability so as to ultimately establish consis-
tent measures of DS for gel-based proteomics.

3.2 A better 1DE model to assess 2DE DS

DS is often assessed by resolving protein standards via 1DE
using �5 mm wide loading wells. However, as fully resolved
protein spots in 2DE gels are more compact and concen-
trated, such 1DE models cannot provide accurate estimates
of DS in terms of 2DE. Here, 2 mm (narrow) loading wells,
cast with commercially available narrow-tooth combs, suc-
cessfully served to concentrate 1DE resolved protein bands
to more closely resemble 2DE-resolved proteins in terms of
overall area and signal per unit area (Fig. 1A; Fig. 3E).

Qualitative improvements to DS with narrow-well 1DE
were generally apparent by eye (Fig. 1A) and were confirmed
following quantitative image analysis (Fig. 1B–F; Fig. 2). LLDs
with 100 �m nIRFD were improved from (i) 1.33 ± 0.17 ng
with standard wells to 0.29 ± 0.06 ng with narrow wells for
BGAL; (ii) 15.62 ± 4.52 ng to 3.53 ± 1.42 ng for PHOSB;
(iii) 1.05 ± 0.22 ng to 0.40 ± 0.19 ng for BCA; and (iv)
from 1.07 ± 0.25 ng to 0.61 ± 0.11 ng for CEL (Fig. 1B,
C, E and F). For BSA the difference in LLD fell short of
statistical significance, decreasing from 0.60 ± 0.20 ng to
0.35 ± 0.05 ng (p = 0.057) with standard versus narrow wells,
respectively (Fig. 1D). Overall, LLD with 100 �m nIRFD de-
creased by �43–78% with narrow-well 1DE models, with be-
tween 50.35 fmol (CEL) and 1.98 fmol (BGAL) detected.

DS following 37 �m densitometry was also significantly
increased with narrow-well models, with LLDs decreased by
�58–90%. LLDs improved from (i) 0.39 ± 0.18 ng with stan-
dard wells to 0.04 ± 0.03 ng with narrow wells for BGAL; (ii)
5.00 ± 1.96 ng to 2.08 ± 0.74 ng for PHOSB; and (iii) 0.17
± 0.08 ng to 0.05 ± 0.03 ng for BSA (Fig. 1B–D). Improve-
ments to LLD were not statistically significant for BCA (0.42
± 0.19 ng to 0.21 ± 0.05 ng; p = 0.074) and CEL (0.50 ±
0.16 ng to 0.33 ± 0.10 ng; p = 0.12) (Fig. 1E and F). Overall,
LLD with densitometry and narrow-well 1DE ranged between
30.07 fmol (CEL) to as low as 0.09 fmol (BGAL).

Regardless of imaging method, IMPS values confirmed
that narrow-well 1DE resulted in significantly higher DS
compared with standard-well models (Fig. 2A), regardless
of the protein assessed. The enhanced DS afforded by
narrow-well models is presumably due to greater local ‘pack-
ing’ of protein-CBB complexes, significantly increasing S/N
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Figure 1. (A) Representative gel images following 1DE of protein standards using standard (5 mm) and narrow (2 mm) loading wells,
stained with modified cCBB, and imaged via 100 �m nIRFD and 37 �m densitometry (indicated by ‘<’). Amounts of protein per load (ng)
are indicated. For representative visualisation and comparison, images were contrasted to their maximum and minimum grey values.
(B–F) Bar graphs showing cCBB LLD (ng and fmol) with varied imaging methods and well width. Statistically significant differences
(Student’s t-test) from standard versus narrow wells are indicated by ‘+’. Statistically significant differences (Post-hoc Holm-Šı́dák test)
from standard-well 100 �m nIRFD are indicated by ‘*’, and from narrow-well 100 �m nIRFD are indicated by ‘°’ One symbol indicates p <

0.05; two indicates p < 0.005; and three indicates p < 0.001 (One-way ANOVA, p < 0.001; n = 3–4).

(Fig. 2B) thereby improving LLD. Interestingly, Neuhoff et al.
suggested that dye diffuses in-gel to areas of greater protein
concentration (i.e. stain density increases with particle den-
sity [49]), thus an additional factor may be that DS was en-
hanced by recruitment of greater numbers of CBB molecules

per protein following the use of narrow wells to effectively
increase the local concentration of resolved proteins.

LLDs derived from narrow-well 1DE models were vali-
dated following 2DE of commercial standards (Fig. 3B–D),
demonstrating the translatability of these estimates for 2DE
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Figure 2. Bar graphs showing (A)
IMPS (ng), and (B) average S/N for
2 ng protein with varied imaging
methods and well width. Statisti-
cally significant differences (Stu-
dent’s t-test) from standard versus
narrow wells are indicated by ‘+’.
Statistically significant differences
(Post-hoc Holm-Šı́dák test) from
standard-well 100 �m nIRFD are in-
dicated by ‘*’, and from narrow-
well 100 �m nIRFD are indicated
by ‘°’. One symbol indicates p <

0.05; two indicates p < 0.005; and
three indicates p < 0.001 (One-way
ANOVA, p < 0.001; n = 3–4).

application. However, S/N was improved further with 2DE
in comparison to narrow-well 1DE, shown by significant in-
creases in background-subtracted protein signal following
2DE of BCA (Fig. 3E). Accordingly, LLDs following 2DE
surpassed those estimated from narrow-well 1DE models.
While significantly increased S/N following 2DE was most
consistently observed with densitometry, the trend was ob-
served with both imaging methods. This increased S/N likely
explains how 0.06 ng (0.52 fmol) of BGAL and 0.15 ng
(5.17 fmol) of BCA were detected with 100 �m nIRFD follow-
ing 2DE (Fig. 1B and E; Fig. 3C and D) – substantially less
than the amounts detected following nIRFD of narrow-well
1DE models.

Indeed, fully automated detection (i.e. no spot editing) of
nanogram protein loads was achieved by adjusting Delta2D
analysis parameters (namely, sensitivity) to exclude artefacts,
confirming that the signal(s) from resultant protein spots
were truly discernible from background and residual noise.
Note also that potential protein losses throughout the 2DE
protocol have not been considered. It is thus likely that even
lower quantities were detected. Certainly, it is evident that
narrow-well 1DE DS estimates still did not definitively de-
scribe cCBB DS with respect to 2DE. However, the DS es-
timates reported here are considerably more representative
of cCBB DS for 2DE than those derived from wide-well 1DE
models [13, 14, 19]. Naturally, this draws into question the
accuracy of DS estimates determined for all other stains as-
sessed in the ‘conventional’ approaches to date.

In terms of more accurately estimating cCBB DS for
2DE from narrow-well 1DE-derived assessments, correction
factors of up to �80 and �30% would apply following nIRFD
and densitometry, respectively, based on the 1DE and 2DE
data for BGAL and BCA (Fig. 1B and E; Fig. 3C and D).
However, empirical testing of resulting DS estimates must
follow. In terms of fully establishing the most simple and
direct 1DE method to assess 2DE DS, it may be worthwhile
to test still narrower wells (i.e. �2 mm), though this may
be impractical. It is thus notable that we did test narrow
shark-tooth combs, but the resulting diffuse V-shaped ‘band’
obviated any effective quantitative analysis (not shown).

3.3 Densitometry offers comparable DS to standard

nIRFD

In principle, as laser/PMT imaging systems (used here
for nIRFD) generally offer greater S/N compared with
CCD/camera systems (used here for densitometry) [50], and
largely only protein-bound CBB should fluoresce [16, 19],
nIRFD would be expected to have the advantage of innately
higher DS compared to densitometry. It was also shown
that nIRFD substantially outperformed densitometry follow-
ing cCBB staining – approximately twofold for 2DE (native
proteome) DS in particular [16] – even with nIRFD carried
out using a comparatively lower sensitivity instrument than
utilised here [13]. However, those findings may have resulted
from a combination of factors including staining with a lower
sensitivity commercial formulation [13], specifics of instru-
mentation and imaging parameters, and analysis software
employed (Progenesis Workstation 2005, which performs dif-
ferently to Delta2D [55]), rather than being due to an inherent
insensitivity of densitometric detection compared with fluo-
rescence. Certainly, the 1DE and 2DE DS results of this study
demonstrate that densitometry matches, and in some regards
outperforms, cCBB DS with standard 100 �m nIRFD. How-
ever, as discussed further below, densitometry did not enable
optimal detection of the 2DE-resolved proteome when cou-
pled with the 2DE analysis software utilised here.

Irrespective of well width, 37 �m densitometry of 1DE
gels consistently achieved significantly lower LLD (i.e. im-
proved DS) relative to nIRFD. From narrow-well models, be-
tween 40 and 95% less protein was detected with densitome-
try compared with 100 �m nIRFD (Fig. 1B–F). IMPS and S/N
values showed that densitometry provided the highest 1DE
DS overall (Fig. 2). LLDs following densitometry of narrow-
well models were also more accurate relative to nIRFD in
terms of predicting 2DE LLD (Fig. 1B and E; Fig. 3B–D).

Initially, for reasons outlined in Section 3.4, we suspected
that the high 1DE DS with densitometry resulted from the
comparatively high image resolution (100 versus 37 �m pix-
els for nIRFD and densitometry (TP1), respectively), which is
determined by gel size and proximity to the camera, as well
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Figure 3. (A) Represen-
tative whole gel images
following 2DE of 2 �g
protein monomer loads
of BGAL and BCA, im-
aged via 100 �m nIRFD;
and (B) representative
gel images showing
target proteoforms
following 2DE of 0.06–
1 ng loads of BGAL, and
0.15–2.4 ng loads of BCA,
imaged via 50 �m nIRFD.
37 �m densitometry im-
ages are shown for the
lowest protein loads. For
representative visuali-
sation and comparison,
images were contrasted
to their maximum and
minimum grey values.
Bar graphs show spot
volumes (grey values)
derived from Delta2D
analysis of whole and
Deep images of 2DE-
resolved (C) BGAL and
(D) BCA (n = 3–4). (E) Bar
graphs showing average
background-subtracted
1DE band signal/mm2

compared to that of
2DE spots following
Multi Gauge analysis
of standard-well and
narrow-well 1DE of 0.5,
1, and 2 ng BCA, imaged
via 100 �m nIRFD and
37 �m densitometry.
Statistically significant
differences (Post-hoc
Holm-Šı́dák test) are
indicated by ‘*’, where
one symbol indicates
p < 0.05; two indicates
p < 0.005; and three
indicates p < 0.001
(One-way ANOVA, p <

0.001; n = 3–4).

as CCD pixel size (11 �m) and number (3.2 MP). However,
lower resolution densitometry (i.e. lower TP) did not result
in poorer LLD, despite S/N being reduced in a linear fash-
ion with decreased resolution; nor was near-equivalent DS

achieved with comparable 50 �m nIRFD and 49 �m densit-
ometry (TP2), (Fig. 1B–F; Fig. 2B). Thus, rather than higher
image resolution, the high 1DE DS with densitometry may
be better explained by the nature of the imaging method and
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CBB binding characteristics, as well as by the NaCl destain
utilised.

It has been suggested that multiple CBB molecules
may bind at a given site and/or form CBB ’stacks’ [58, 59],
with such structures likely minimally fluorescent, as is the
case with unbound CBB molecules [19]. While nIRFD pre-
sumably detects only protein-bound CBB, densitometry (ab-
sorbance) would not discriminate between protein, self, or
gel matrix-bound CBB (or potential light absorbing con-
taminants that might be present in gel, stain, and protein
preparations), evidently resulting in comparatively higher in-
tensity signal. As background staining was minimised by
implementing the NaCl destain protocol [13], this likely
facilitated the exceptionally high S/N (Fig. 2B). Indeed,
protein signals (grey values, with black = 1) following
37 �m densitometry of 1DE- and 2DE-resolved standards
were at least hundredfold higher compared with nIRFD
(Fig. 3C–E), i.e. regions of interest were comprised of many
more ‘saturated’/black pixels. The same phenomenon was
observed following quantitation of various spots following
native proteome 2DE and 72 �m densitometry (TP4) versus
nIRFD (not shown).

Nonetheless, despite exceptionally high DS following
1DE and 2DE of protein standards (Fig. 1B–F; Fig. 2;
Fig. 3B–E), and that qualitative comparisons of 2DE gel im-
ages showed no marked variances in proteome coverage
(Fig. 4), Delta2D analysis of the 2DE-resolved native pro-
teome detected densitometrically resulted in spot counts only
comparable to first-pass 100 �m nIRFD. Spot counts were
976 ± 118 and 989 ± 102, and fused image spot counts were
790 and 887, for 100 �m nIRFD and 37 �m densitometry,
respectively (Fig. 5A and B). Both imaging conditions yielded
comparable spot patterns, though examples of differences are
shown (Fig. 5C). In general, smeared/streaked (i.e. poorly re-
solved) and relatively faint spots were better detected from
100 �m nIRFD images (Fig. 5C, A1, A6, A7, A9). Relatively
small, well-resolved spots seemed better detected from 37 �m
densitometry images (Fig. 5C A3, A8).

Using essentially equivalent imaging instrumentation as
in this report, a recent study comparing fluorescence DS
following 2D-DIGE concluded that the CCD/camera sys-
tem offered comparable sensitivity to the laser/PMT system,
though a tendency for improved spot detection patterns from
laser/PMT-digitised images was noted [57]. The compara-
tively poor image resolution of the CCD/camera images was
thought to account for the poorer 2DE DS (note that while
camera resolution was 3.2 MP, large-format gels were anal-
ysed). In the present study, however, spot counts following
72 �m densitometry were not significantly different com-
pared to 37 �m densitometry (1132 ± 71, and 910 for the
fused image), confirming that densitometry image resolu-
tion did not significantly impact DS. Nonetheless, examples
of apparently improved spot detection (Fig. 5C A2, A4, A8)
and poorer spot detection (Fig. 5C A3, A7) are noted. The data
thus suggest that the densitometry (CCD/camera-digitised)
images were not processed by Delta2D in the same way as
nIRFD images, perhaps due to the nature of the stored data

Figure 4. Representative 2DE gel images of cCBB-stained rat cor-
tex soluble proteome (100 �g protein) following 200, 100, and
50 �m (600 V PMT) nIRFD, and 37 and 72 �m densitometry. A
representative image of 50 �m (600 V PMT) nIRFD Deep Imag-
ing is also shown. 50 �m nIRFD images are annotated with spot
numbers corresponding to those shown in Figure 5C. For repre-
sentative visualisation and comparison, images were contrasted
to their maximum and minimum grey values.

(i.e. logarithmic versus linear conversion for the laser/PMT
and CCD/camera system, respectively [50]).

Interestingly, it has been shown that the performance
of Delta2D improves with increased noise [51]. nIRFD im-
ages processed in Delta2D presented granular residual back-
grounds to a greater extent than 37 �m densitometry images
following automated background subtraction, corroborating
that nIRFD-imaged gel backgrounds were measurably less
uniform (i.e. comparatively ‘noisier’). Certainly, densitome-
try achieved substantially higher S/N compared to nIRFD
(Fig. 2B; Fig. 3C–E), further suggesting software-related bias
in favour of the lower S/N nIRFD images. Clearly, further
investigation into the influence of 2DE analysis software and
DS outcomes is required.

3.4 nIRFD resolution affects DS

Since quantitative analysis relies on the conversion and
preservation of analogue data (i.e. the stained physical gel
and resolved proteins within) to digital data (i.e. image acqui-
sition), higher information/resolution images are expected
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Figure 5. Delta2D spot counts from
(A) raw and (B) fused 2DE gel im-
ages following whole and Deep Imag-
ing with 200, 100, and 50 �m nIRFD
(600 V (ˆ) and 750 V PMT), and 37 and
72 �m densitometry. Statistically sig-
nificant differences (Student’s t-test)
from whole versus Deep Imaged gels
are indicated by ‘+’. Statistically sig-
nificant differences (Post-hoc Holm-
Šı́dák test) from 100 �m 600 V PMT
nIRFD are indicated by ‘*’. One sym-
bol indicates p < 0.05; two indicates
p < 0.005; and three indicates p <

0.001 (One-way ANOVA, p<0.001; n =
3). (C) Select regions of analysed raw
images of a single replicate, which ex-
emplify differences in spot detection
patterns following varied methods of
whole gel imaging (A1–10) and 50 �m
(600 V PMT) Deep Imaging (B1–5), are
shown.

to improve analyses and facilitate greater DS [17, 34, 35]. For
both 1DE and 2DE, higher resolution imaging should mean
more defined band or spot boundaries, more detailed and
accurate capture of grey levels across the gel, and potentially
increased signal from a given region due to increased pixel
number. For fluorescence imaging, reduced sensitivity with
increased resolution / reduced pixel size is expected [50]. For
2DE, improved resolution should also enhance the ability of
a given analysis tool – be it the naked eye or analysis soft-
ware – to distinguish between two or more closely positioned
or overlapping spots. Here, the impact of image resolution
on 1DE and 2DE DS was assessed following 200, 100, and
50 �m-pixel nIRFD using the FLA 9000 (laser/PMT system),
for which pixel size refers to scanning step size.

In theory, reduced nIRFD resolution should have re-
sulted in comparatively higher S/N and thus overall higher
DS since more light emissions are able to reach the PMT
with larger pixel size [50]. Based on this rationale, 200 �m-
pixel laser/PMT imaging using similar Typhoon imagers has
commonly been used in 2D-DIGE analyses, presumably in
an attempt to maximise sensitivity as recommended in the
Typhoon User’s Guide v.3.0 (Amersham Biosciences / GE
Healthcare, Buckinghamshire, UK), though seemingly with-

out consideration for the impacts of low image resolution on
software-dependent analysis outcomes. For instance, stud-
ies have used 200 �m imaging followed by analyses with
DeCyderTM (GE Healthcare, Buckinghamshire, UK) [52, 53],
the user guide(s) of which explicitly stipulate that images with
no smaller than 100 �m pixels should be subject to analysis
(https://www.gelifesciences.com).

The data here show that 200 �m nIRFD resulted in the
poorest S/N (Fig. 2B) and equal or significantly poorer LLD
with generally higher variability (Fig. 1B–F). While IMPS val-
ues suggested that one may ‘make do’ with lower resolution
nIRFD imaging for sufficient 2DE DS at least in terms of LLD
(Fig. 2A), only �50% of the protein spots detected from 100
�m nIRFD images were detected from 200 �m images fol-
lowing Delta2D analysis of the 2DE-resolved native proteome.
Spot counts were 519 ± 26 and 436 from the fused image (Fig.
5A and B), marking a significant decrease in 2DE DS with
lower resolution nIRFD. Examination of spot detection pat-
terns revealed more frequent incidences of missed spots and
inaccurate spot boundaries (Fig. 5C). Many low-abundance
spots were indistinguishable from, and presumably auto-
matically subtracted along with gel background, and thus
were not detected (Fig. 5C A1, A4, A6); and poorly resolved
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proteoforms were generally indistinguishable from each
other and grouped within single boundaries (Fig. 5C, A5–
7, A9).

It is possible that the measured decrease in 1DE S/N
with 200 �m nIRFD may in part be attributed to the stain
utilised, consistent with some signal from stained matrix de-
spite the expectation that primarily only protein-bound CBB
should fluoresce [16, 19]. Again, however, evidence suggests
that poor S/N would not have so negatively impacted Delta2D
analysis [51], indicating that low image resolution was the pri-
mary cause of the decreased 2DE DS observed. Certainly, the
Delta2D imaging guide (https://www.decodon.com) high-
lights the need for adequate image resolution for opti-
mal analysis outcomes. Thus, laser/PMT imaging resolu-
tion should not be compromised if one wishes to maximise
the comprehensiveness of quantitative gel-based compara-
tive proteomics, which ultimately relies on the performance
of 2DE analysis software. The potential for improvements to
DS with high imaging resolution are exemplified by results
following 50 �m nIRFD.

1DE DS measurements following 50 �m nIRFD were
practically identical to those obtained following standard
100 �m nIRFD (Fig. 1B–F; Fig. 2A and B) initially suggesting
that 100 �m nIRFD offered sufficiently high image resolu-
tion for optimal DS. However, DS for the 2DE-resolved native
proteome was substantially improved with 50 �m nIRFD, ev-
ident not only by increased spot counts (1306 ± 141, and
1123 for the fused image (Fig. 5A and B)), but by improved
spot detection patterns (Fig. 5A–C). With few exceptions
(Fig. 5C, A10), 50 �m nIRFD resulted in better ‘split-
ting’ of spots, i.e. spot boundaries of overlapping proteo-
forms were determined with greater accuracy. Note, that
2DE of individual protein standards confirmed that 100 and
50 �m nIRFD achieved the same LLD, as determined from
1DE DS assessments (Fig. 1B–F; Fig. 2A; Fig. 3B–D). How-
ever, 2DE spot volumes were increased with 50 �m nIRFD
(Fig. 3C and D), i.e. 2DE S/N was improved with increased
nIRFD resolution. Significantly higher S/N with 50 �m
nIRFD was not observed following 1DE analysis (Fig. 2B),
and such inconsistencies again highlight that analysis meth-
ods (e.g. the software utilised, the ways in which background
values are determined and subtracted, and so forth) play a ma-
jor role in DS outcomes [54]. A quantitative analysis approach
that can be applied equally well to both 1DE and 2DE gel im-
ages may be instrumental to definitively characterising DS,
thus exploring the capabilities of other available image anal-
ysis packages is worthwhile in this regard. Briefly, although
reasonable attempts were made to quantitatively analyse 1DE
gels using Delta2D, this was ultimately unsuccessful due to
limitations in defining regions of interest. At most, qualita-
tive assessments suggested that 1DE DS with Delta2D versus
Multi Gauge would perhaps be higher, as low protein loads
were more visually apparent in Delta2D for both nIRFD and
densitometry images (not shown).

In addition to increased spot counts from 50 �m nIRFD
images, Delta2D automated image warping (i.e. a process to
align gel images) was more accurate than when performed

with lower resolution images, with frequency and accuracy of
matched warping vectors decreasing with decreased resolu-
tion / increased pixel size (not shown). Improved alignment
accuracy with higher resolution nIRFD minimised the need
for manual intervention, and very likely contributed to the
improved spot detection observed. As image analysis is uni-
versally regarded as the ’bottleneck’ for larger scale gel-based
proteomic investigations [55], improving 2DE analysis accu-
racy and outcomes while reducing overall processing time is
particularly advantageous. While these advantages come at
the cost of additional imaging time and increased file size,
these data demonstrate that such compromises are more
worthwhile, and less problematic with current computing
and storage capacities, than typically suggested in the past.
Notably, the FLA 9000 is also capable of 25 �m scanning,
though scan time was excessive and resulted in considerable
drying and distortion of gels despite attempts to maintain
hydration. Preliminary findings were that native proteome
2DE DS decreased to that of 100 �m nIRFD despite visi-
bly improved image quality (not shown), indicating that it is
the balance between high quality input and the capacity of
analysis software to maximise output that, in part, underlies
improvements to DS.

3.5 Deep Imaging improves 2DE DS

Fluorescence Deep Imaging of SR-stained 2DE gels im-
proves proteome coverage, achieved by increasing signal from
low-abundance proteoforms following the removal of satu-
rated gel regions and reimaging [3, 4, 56]. Here, we aimed
to quantify the DS of cCBB nIRFD Deep Imaging from
narrow-well 1DE models, and maximise 2DE DS by cou-
pling Deep Imaging with the nIRFD imaging conditions
assessed.

Deep Imaging of narrow-well 1DE models did not re-
sult in improved LLD or S/N compared with first-pass whole
gel imaging (not shown). However, following nIRFD Deep
Imaging of the 2DE-resolved proteome, Delta2D-derived spot
counts were significantly increased, by � �30% relative to
first-pass imaging (Fig. 5A and B). For 200 �M nIRFD, spot
count increased to 563 ± 8 (525 from the fused image, i.e. 88
additional spots); for 100 �m nIRFD, spot count increased to
1357 ± 63 (1066 spots from the fused image, i.e. 276 addi-
tional spots); and for 50 �m nIRFD, spot count increased to
1654 ± 154 (1449 from the fused image, i.e. 326 additional
spots). Examination of spot detection patterns revealed that
conjoined or otherwise poorly resolved spots were better de-
fined and detected, particularly when coupled with 50 �m
nIRFD (Fig. 5C and B1–5).

Notably, spot counts from both whole and Deep imaged
gels were unchanged using 750 V versus 600 V PMT (Fig. 5A
and B), and quantification of 2DE-resolved protein standards
showed that spot volumes were not increased following Deep
Imaging with 750 V PMT (Fig. 3C and D). Taken together,
these results suggest that the increased 2DE DS observed here
following native proteome Deep Imaging was not attributable
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to the fluorescence integration observed previously with SR
staining and CCD/camera nIRFD [4], likely due to a finite
opportunity for signal integration, i.e. excitation/dwell time
cannot be increased with the laser/PMT imager. Indeed, the
data instead suggest that the benefits of cCBB nIRFD Deep
Imaging using the FLA-9000 imaging system were largely a
result of Delta2D image analysis, perhaps being a favourable
consequence of the resulting narrower range of grey levels
following excision of saturated regions. One might there-
fore expect that densitometry ‘Deep Imaging’ would result
in similar improvements to DS, though no significant im-
provements were observed. 1075 ± 68 and 1178 ± 180 spots
were detected, and 917 and 963 spots (i.e. an additional 30
and 53 spots) were detected from fused images, following 37
and 72 �m densitometry, respectively (Fig. 5A and B). This is
likely explained by the comparatively immense spot volumes
from densitometry images (Fig. 3C–E; Fig. 5A and B) indicat-
ing that image dynamic range would be minimally impacted
following excision of saturating gel regions.

Accepting that improvements seen here with Deep Imag-
ing were in fact predominantly or purely attributed to the per-
formance of the analysis software, 2DE DS of cCBB nIRFD
with a laser/PMT system would thus heavily depend on the
dynamic range of proteins within a sample. Multiple rounds
of high-resolution nIRFD Deep Imaging may be necessary
to maximally ‘mine’ a given resolved proteome. The use of
a CCD/camera imaging systems for nIRFD should enable
full capitalisation of Deep Imaging based on genuine inte-
gration of fluorescence signals [4], provided instrument sen-
sitivity is adequate and resulting images can be optimally
analysed. However, such instrumentation, which generally
utilise lamps and LEDs rather than lasers, may be expected to
be less sensitive (depending on the fluorophore used) due to
broader wavelength excitation and emission hardware. Due
focus should continue to be placed on improving imaging and
analysis approaches in order to maximise outcomes of pro-
teomic investigations, as recently demonstrated by a number
of groups [48,51,54]. It is clear that the capacity for proteome
coverage and detection using 2DE and cCBB staining (and
thus likely many other stains) has in general been grossly
underestimated [3, 8, 13, 15].

4 Concluding remarks

Measuring DS from narrow-well 1DE models utilising com-
mercial standards independently assessed for concentra-
tion and purity indicates that the modified cCBB stain-
ing/destaining protocol described by Gauci et al. [13] achieves
low- to sub-femtomole DS for intact 1DE- and 2DE-resolved
protein standards, detected with either nIRFD or den-
sitometry. The data show that cCBB DS for intact pro-
teins/proteoforms rivals that of current peptide DS in Bottom-
up MS analytical approaches [60,61]. This is clearly of substan-
tial benefit in terms of Discovery Proteomics (e.g. analysing
molecular mechanisms and identifying critical biomark-
ers), and should thus also enable and promote genuine

complementary application of both Top-down and Bottom-
up proteomic approaches.

DS following densitometric detection of the cCBB-
stained native proteome was comparable to that of first-pass
100 �m nIRFD, providing simple, cost-effective access to
high sensitivity Top-down proteomics. Improved or alterna-
tive 2DE image analysis software than utilised here may fur-
ther optimise 2DE DS with densitometry. Higher resolution
nIRFD improved the process and outcomes of 2DE analysis,
enabling more accurate automated image warping and in-
creased spot detection, further still with nIRFD Deep Imag-
ing – although the increased 2DE DS seemed linked to the
performance of image analysis software rather than genuine
fluorescence integration. Overall, this study highlights the
importance of considering factors other than the stain itself
that can influence DS, and will hopefully prompt the pro-
teomics community to develop standard protocols to assess
DS.
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