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ABSTRACT

This study addresses the distribution of words in texts at different points of schooling. The first aim was to
identify a core vocabulary that accounts for the majority of the words in texts through the lens of
morphological families. Results showed that 2,451 morphological families, averaging 4.61 members,
make up the core vocabulary of school texts. The 11,298 words in the 2,451 morphological families
account for 58% of the approximately 19,500 most frequent words in written English. The majority of the
morphological families appear by the end of the elementary school period (85%), but a small group of
morphological families (15%) is added through the middle to high school period. Analyses of the ranks of
words acroess grade bands indicated that late-appearing words gain in prominence in higher level texts as
some elementary=level words become less frequent. The second aim of the study was to determine the

degree to which the core vocabulary accounted for the words in an independent but critical set of texts:
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the exemplar texts identified within the Common Core State Standards. The 2,451 families accounted for
97.1% (grades K and 1) to 89.1% (grade 11 through college) of the total words in texts and 95.6%
(grades K and 1) to 74.9% (grade 11 through college) of the unique words in texts. Implications of the
findings on the nature and role of the core vocabulary in complex texts are suggested for researchers,
curriculum developers, and publishers.

[Query: Throughout the text, please change all Common Core 2010c citations to 2010b and

delete the-reference if that appendix shouldn’t be cited anywhere.]

Vocabularysis.unarguably a critical contributor to the comprehension of texte{®Rid\ation,

& Bishop,2007; Sénéchal, Ouellette, & Rodney, 200®rndike, 1917). When readers do not
know the meanings of words that represent key ideas, successful comprehension can be
compromised. The question remains, though, as to precisely which words students need to know
to ensure thattheir vocabularies araado the task of comprehending the takitthey
encounterin‘college, communities, and careers. This question is espegliyaint when
considering the substantial diversity of vocabulary in school texts. Zeno, lvens, Mifidrd, a
Duvvuri (1995)identified 154,941 unique words in their analysis of 17.25 million words in

school texts from grade 1 through college. School vocabulary instruction does not—indeed,
could net==purport to comprehensively cover the English lexi¥eh.presumably, school

instruction coeuld support students in having a sufficient grasp of some key portionexitios |

to successfully negotiate textstthey read in workplaces and communities. The challenge is
establishing what part of the lexicon to teach at what time. Because the English written lexicon
has a high level of redundancy, we argue that identifying a core vocabulary based on frequency
and morphological relations can deepen understanding and provide instructional guidance
regarding the'word demantigtstudents face when reading school texts at different grade

levels.

When we examine theory and research, the literature is remarkably silent alaut whi
words and which lexical features merit instructional attention at different points in literacy
development..Words on vocabulary assessments, including sucktéomting measures as the
Peabody-Ricture Vocabulary Test, are chosen for their psychometric qualities to ensure that
performances of students are distributed on a normal curve (Pearson, Hiebertil &2B@)
rather than for their representation of particular word features or frequencies. In the core reading

programs that teachers often rely on for teaching vocabulargigh&to 10 new words selected
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for instruction along with each reading passage are oftesen without empirical or conceptual
basis GGraves et al., 20)4asGates (1962jound with reading programs in the late 1950s and
Stallman et al. (1989) confirmed in the late 1980s.

The most popular perspective on word selection in teacher education textbooks and
policy documents, including the Common Core State Standded®(ial Governors Association
Center for Best Practices & Council of Chief State School Offi¢¢@A Center& CCSSQ,

201039 and'the"National Assessment of Educational ProgresE\X¥ational Center for
Education Statistics, 20),ds the thredier model Beck, McKeown, & Kucan, 2033In this
model, the English lexicon is viewed from the perspective of three tiers loosely related to
frequency«(Ll)words of everyday speech,g@neral academic words and/or subtler or more
precise synonyms of common words, and (3) technical vocabulary. The authors of this model
suggestdthat the focus of instruction should be on the second tier. The tiers, though, are
notoriously difficult to differentiate. For example, of 13 words identified by therG@amCore
writers inAppendix A of the Standards as exemplifyingr2 words intextsfor grades 4 and 5,

11 are amongrthe 2,500 most frequent words in written English€arty,,poured NGA Center

& CCSSQ 2010h—words that, presumably, middle-grade students would know. Only two of
the 13 words could be described as general academic words or more precise synonyms of
common.werdseruptionandspouted This model provides a heuristic for teachieus does not
provide either theoretical or empirical documentation on what lexical knowledge is critical for
students to learn at particular developmental levels or whether the volume of vocabulary
addressedsin‘the tiered approach matches the taskutahtt face in reading school texts.

Another‘framework, offered bBiemiller (2010) builds onan existing database (Dale &
O’Rourke; 1981) to identify the words worth teaching. This framework uses summary dalta base
on the meanings of words recognizedNyrth American students to generate a list of around
11,000 word. meanings, 43% of which are identified as requiring instruction in the edeynent
grades. The list does not, however, provide information on how central (i.e., frequent) words ar
in the lexions of texts at different levels. For example, words sud¢auaetandsnoutthat are
predicted torappear twice in Zeno et a(I995) 800,000 word sample of secayrdde texts are
identified as worth teaching in second grdulé, words predicted to apgeoften in second-grade
texts (140 times or more; e.@ngry, build) are relegated to Biemiller's easy category (i.e., not
worth teaching). The worthiness of a word for teaching in Biemiller's scheme isfoohed by
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the frequency with which students are likely to encounter a word in textathbyfactorssuch
as the importance of the word in conveying meaning within a text.

These descriptions show that current models of vocabulary pedagogy fail to ctivesider
manner in which instructional recommendations address the overall lexicon oraetiemarly
salient parts.ef the lexicon. One study that considitre overall lexicon was that dfagy and
Anderson (1984)who estimated that approximately 415,000 words make up written English.
Thesewords;"Nagy and Anderson demonstrated, can be clustered into approximately 88,500
morphologicalfamilies. The conclusion of that study was that due to the extremely lange vol
of words in texts, students need instruction that moves beyond direct teaching of individual
words to experiences that promote the use of morphology and context when reading.

Even'88,500 families represent too large a corpus to be instructionally relevaiarSc
have not considered, let alone determined, which of these families should be erdghasize
students’ development. Neither has the relative weight of different families in texts been
considered, particularly across what thm@nonCore(NGA Center& CCSSO, 2018) calls the
staircase ofittext complexity, which describes the expected levels tiaéstudents need to
read at particular grade levels if they are to achieve the literacy levels required for participation
in the workplaces and communities of the 21st century by high school graduation.

A lack of understanding dhe size of the vocabulary required for success with school
texts persists, even though there is both the capabilitjhakethowledge to address the nature of
the lexicon.in school texts in a way that was not possible previously, even atdhs tlagy
and Anderso’sy(1984) analysis. A vast amount of knowledge about the lexicon has been
generated as«a result of digitization; however, much of this work exists in detamakin
journal articles within disciplines disconnected from educational reseagitiz&ion also
means that samples of texts, such as those exemplifying learning tasks at different grade levels,
can be scanned and analyzed with relative ease to determine the nature of the lexicon of school
texts at different developmental levels.

Thepurpose of thisirticleis to draw on available information and digital tools to identify
a core vocabularyrthe portion of the English lexicon that accounts for the majority of the words
in the texts that students are expected to read at particular ipasetsooling. Similar to Nagy

and Anderson (1984), we take into account word relatedness and frame this core vocabulary
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within morphological familiesYet, the changes in digital capacity in the last decade permit us to
extend Nagy and Anderson’s study in a number of ways.

First, we included all of the words in the portion of the lexicon predicted to be most
prominent in written texts. By contrast, Nagy and Anderson (1984) randomly sampled 7,260
words of the.word frequency database of 86,741 w&dsr¢ll, Davies, & Richman, 1970
draw conclusions about the entire lexicon. Second, we address a limitationdiatida
Anderson‘recognized in their studie lack of information as to when particular word families
are predictedto occur in students’ teXts.Nagy and Anderson notedp“gjet an accurate
picture ofthe vacabulary that students actually encounter in printed schodbfeateuld
require...asreanalysis of our data by grade level” (p. 322). The present study idémifresd
families as'a function of their presence at different grade levels. Third, the database available to
Nagy and Anderson was restricted to grades 3-9, leaving their conclusions confined tiica spec
grade span. By contrast, the database used in the current study spans the vocabxiafyamt
first grade.to college. A fourth extension of this work is the inclusion of a proof ofptonce
analysis [Levaey Colquhoun, & O’Brien, 201§ ang, 2005)jn which the word family database
is applied to a-distinct and separate set of texts from those on which the database was derived:
the texts'identified bthe Common Coralevelopers (NGACenter& CCSSO, 2010pas
exemplifying complex texts at different grade bands.

In summary, this study aims to establish a sweet spot, an optimal zone, in the distribution
of word frequency such that we can understand what words students are likely to confront in
different levels,of school texts. Armed with such information, we will be in arb@isstion to

create models<of vocabulary learning, curriculum, and instruction.

Review 0f Research

Core Vocabulary in Texts

Inventoriessof:the number and frequency of words in written American English have bee
conducted-fer-almost a century, as evident in the studies summarized in Appendix A.t&ffort
tabulate unique words in school texts in the United States began with Thorndike’s (1921)
analyses of almost 5 million words in texts that were deemed appropriatadot gxstruction

in the early 20th century (e.g., the Bible, texts on farming and sewing). Around 125 word lists for
use in schools were derived from Thorndike’s original list and its two expandeongersi
(Thorndike, 1932Thorndike & Lorge, 1944) over a 50-year period (Johnson, Smith, & Jensen,
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1972). For example, Dale and Chall (1948) generated a list of approximately 3,000 words on
which they based their readability formula for middle-grade texts, and Spach¢ i€%8ied
approximately 1,000 words to serve as the basis for a readability formula for the priathey.gr
Data on word frequary from Thorndike’s analyses were claimed to be the basis for the basal
reading programs that are often referred to as “Rintklane texts a textbook style that was
prominentfor a substantial portion of the 20th century (Hiebert & Raphael).1996

In the"1960s, scholars began using computers to count and characterize the words in large
sets of texts:"The first effothat ofKuc¢era and Francis (196®onsisted of a milliofword
corpus from texts aimed at adults in 1961. Shortly there&terpll et & (1971) analyzed
school texis fram grades-8. Carroll et al. introduced thé function, which predicts the
frequency of asword’s appearance per million words in texts. Zeno et al. (1995) eiieisde
work, includingthe use of tHg function, in an analysis of texts from beginning reading through
college levels.

Zeno_ et al.’s (19953nalysis was the last systematic effort to describe the distribution of
vocabulary#insschool texts, but it is by no means the last to rank the vocabulary in laaya cor
of text. The'Internet has made many more texts available to researchers, and several databases
based ontas many as a Hailfion words have been produced (see AppendixAgitization has
also meantithat numerous analytic techniques have been applied in which vocabujgedis ta
according to various features, such as age of acquisition or concreteness (ébgerBrys
Warriner, & Kuperman, 201&Kuperman, StadthageB@onzalez, & Brysbaert, 201.2

Reading,researchers have used words from some of thes&egrency lists-most
frequently that‘'oDale and O’Rourke (1981)#-their investigations (Scott, Lubliner, & Hiebert,
2006), but large corpora and new techniques for coding word features have remained largely
outside the purview of reading researchers, developers and publishers of guandutachers.

A review of textbooks used in teacher education courses showed little attention to or
interpretation. of the information from the various corpora analyses iddntifi@ppendix A
(Graves, Juel; Graves, &witz, 201Q Roe, Smith, & Burns, 20)1For exampleRoe et al.
devoted three,of 13 chapters to word recognition and vocabulary. This material enspthesize
need for students to develop a sight vocabulary, such as the words on the Dolchdist (Dol

1936 or Fry Instant WordsHry, 1980). Morphological components are discusetnothing is
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said about the size of the entire lexicon or which groups of words beyond the Dolch astsFry |
might be important at different developmental stages.

Large databases of words are mainly used in one prominent area of reading practice and
policy: systems that assign readability scores, or complexity levels, to texts. In current text
complexity systemsuch asATOS (Advantage/TASA Open Standard; Milone, 2p@Ad the
Lexile framework (Stenner, Burdick, Sanford, & Burdick, 2007), vocabulary complexity is based
on the ranks'ofithe words in a text according to their frequency in English. The rankings are
derived fromrlarge, digitized databases proprietorigachsystem’s owner.

One area in which worfilequency databases have been used in the creation of curricula
and texts is infEnglish as a Second Language (ESL) programs that are geared to young adults
learning English, often as preparation for attending Englpaking colleges (see, e.g.,
Hazenberg & Hulstun, 1996The General Service List has been used extensively in ESL
programs sinc&/est (1953) developed this list, including in the creation of leveled texts for use
with adult students (Hill, 2008). Morecently, Nation and his colleagues (Hirsh & Nation,

1992; Nationy201Nation & Waring, 199y have used KteraandFrancis’s(1967) corpus to
describe the Englistearning task for ESL learners. According to Nation and Wathmeyfirst
6,000 unique words account for 89.9% of all words idd€aandFrancis’scorpus. A similar
analysis_has not been conducted with texts of different grade levels used fotiorsttic
schoolchildren.

With that said, a series of studies that have used digitized corpodégéadtools to
analyze texts'suggest that a core vocabulary may be identifiable. The indialrsthis line of
work was directed at establishing the prominent vocabulary in ¢ginadde assessmentdiébert,

20032. In an effort to establish clarity abt what words students must know to be successful on
third-grade assessments, Hiebert examined the vocabulary irgthuld texts of three types of
assessments: normaferenced tests, state tests, and oral reading assessments. The texts were
analyzed ta@stablish the number of complex words per 100 words of text. Complex words were
defined as.those that were multisyllabic or did not appear among the first 1,000 woeds iet Z

al.’s (1995)TheEducator’'s Word Frequency GuidEWFG. On average, the six assessments in

the sample had 4.8 complex words per 100. The state assessments were the most challenging (six
complex words per 100), and the noreferenced tests were the least challenging (3.5 complex
words per 100).
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The use of singlayllable words as eriterion for word complexity itdieberts (2002)
study lacks nuance in describing students’ familiarity and exposure to words. Fquieximd
graders’ experience with singsyllable words such gsice andsneezédikely differs from their
knowledge of singlesyllable words such apiayandhue Hence, in a subsequent stublyebert
(2005) aimed.to determine the vocabulary that accounted for 90% of the tokens (totainvords
fourth-grade assessments of three states (Florida, New diodk] exas) and the NAEP. Fourth
grade was'chosen because this gtadel is the first assessed by the NAEP. The 90% level was
chosen because leading literacy schol@tay(, 1991 Stahl & Heubach, 2005) have proposed
this level of word recognition as sufficient for cormapension. The database consisted of the
EWFG(Zenogetal., 1995which was organized into seven zones based on the predicted
appearances of a word in a million words of text. These zones ranged from the 107 words that
are predicted to.occur 1,000 or more times per million to the 135,473 words that aregredict
occur fewer than once per million. Ninety percent of the tokens on all assessments were
accounted.for by the words in zones 1-5: words that are predicted to occur from 1,000 or more
times per pilion (zone 1) to 10 appearances per million (zone 5).

Themext study in this line of work (Hiebert, 2013) consisted of an evaluation of the
excerptsfrom 168 exemplar texts in Appendix B of then@ionCore(NGA Center& CCSSO,
2010c). Results showed that the corpus used in the 2005 study (Hiebert, 2005)—the 5,586 words
that are predicted to occur 10 or more times per million words eHastounted for 92.5% of
the words'in texts in grades 2 and 3 and 88% of the words in texts at the gtaaselEhe and
careerready(CCR) level.

The'eansistency of the patterns reporteHigbert’'s (20052013 studies andNation and
Waring’s (1997) analysis of KeraandFranciss (1967) corpus suggests that further
examination of a core vocabulary in texts acrosdatavels is warranted. A more intensive
examination,of the exemplar texts identifiedtbg CommonCorewriters (NGA Center&

CCSSO, 2010 .also merits attention. The corpudieberts (2013) study, which relied on the
excerpts provided withiAppendix B of the Standards, consisted of approximately 80,000
words—a relatively small corpus of text. A more extensive and comprehensive sample of texts,
including texts for grades K and 1, is required to make conclusive statements abot dtie rol

the core vocabulary in the Commonr€'sexemplar texts at different grade levels. Furthermore,
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as the following discussion shows, a view of morphological families calls for@imalepth
examination of the core vocabulary.
Morphological Learning
English has &exicon that, because of its history, is larger than that of most languages
(Mugglestone;,2013); however, the two languages that have contributed heavily to thre déxic
English—German and Frenehare both morphological, or made up of meaningful wordspart
(Venezky,"1999). When words are categorized according to shared morphemes, the size of the
lexicon decreases substantially. In their study of the size of the school lexampnahd
Anderson (1984) called for considering—and teaching—words as morptellégnilies. When
reflecting on the concept of a word, they noted that “absolute vocalsigzagan only be
discussed'in terms of some theory of relatedness among words” (p. 306). Considering
morphological families, they argued, takes into account the fact that knowledge of ohermem
of a family very likely provides leverage in figuring out the meanings of other fanaipbers,
at least those with relatively transparent semantic relations to the known wor

SineeNagy and Anderson’s (1984dnclusion themorphological connections are
critical for 'students to negotiate the many rare words present in text, the researcheliaratur
students™ability to use morphological relations and also to become moreradsitg this
knowledgerthrough instruction has grown. The ability to infer the meanings of words that are
morphologically related to known words has been used to explain the dramatic aoresdes
in children’s word knowledge-+rcreases estimated Byglin (1993) at 20 words per day
between grade,1 and grade 5, far exceeding the number of words instructed in school. According
to Anglin, thedmpressive growth in students’ knowledge of derived words is attributghaet i
to their ability to infer word meanings through morphological problem sol@mgilarly,
Carlisle and Stone (2005) showed that second through sixth graders read morphologically
complex words.(e.gwinner) more accurately than matched morphologically simple words (e.g.,
dinner) of the.same length, frequency, and spelling. Additienalence of a facilitative effect of
morphologieally organized words comes from studies that have demonstrateddbatshave
faster and more accurate recognition of words after they have been exposedwmttsse
morphological relatives (e.gMcCutchen, Logan, & Biangardi-Orpe, 2Q0®abin & Deacon,
2008.
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Even young children are able to recognize and manipulate relatively transpkateoise
among some morphologically complex words to determine word meanings. For exiompke,
(1991) found thafirst grades understood the relations between inflected words and their base
morphemes. The students were able to delete morphemes from inflected and compdard wor
create new.words and provide semantic information about the new wordplénts,— plant,
windshield— wind).

Furthermore, a series of reviews in the last debade confirnedthe efficacy of
instruction'in“supporting students’ morphological knowledge and problem soRawegge(s,

Kirby, & Deacon, 2010Carlisle, 2010Goodwin & Ahn, 201QReed, 2008 All reviewers
describé the benefits of integrating morphological instruction with other strategies, such as
using context, supporting Nagy and Anderson’s (1984) focus on the application of
morphological knowledge within the context of reading.

When considering morphological families as an organizing principle within a core
vocabulary, frequency of root words atherived words becomes critical. All of the
abovementionedtudies reliedn students being able to apply knowledge of at least one family
member to'decipher new words. Students are more likely to know or have been exposed to
higher frequency root words or family members. For example, Carlisle and Katz (RB00&ds
that for faurth and sixth graders, root word frequency, average family frequency, derived word
frequency, and family size contributed to being able to read morphologically complex words.
Goodwin and colleagues (Goodwin, Gilbert, & Cho, 20&8odwin, Gilbert, Cho, &earns,

2014) showdsimilar supports of root word and derived word frequency for adolescents in
reading andsbuilding lexical representations. These findings support the framingref a
vocabulary within the context of frequent morphological units, edlatords, and families.

The Present Study

This study-aims to determine the size of the core vocabulary when viewed from thetparspe

of morpholegical families rather than individual words. We begin by examining the core
vocabularyithat, in an exploratory studyi€bert, 2013 accounted for a sizable portion of the
vocabularies imexcerpts of the exemplar texts acrossahma@nCore’sstaircase of text
complexity. A particular interest in the current study is in determining at which developmental
levelswords within the morphological families become prominent. The second major aim of the

present study is to apply the database of the core vocabulary of word familiesqaea uni
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databasgthat is, a set of books thatsnot used to establish the origimtabase of word
families. The set of texts chosen for this proof of concept analysigi€ et al., 201,0vang,
2005) consist of the Commorof&’sexemplar texts, which have been offeredhi®/Standards’
writers as illustrating the kinds of texts thatd#nts need to read if they are to attain literacy
levels necessary for success in college and careers (¢G#r& CCSSO, 2010c

These goals translaiteto four specific questions regarding morphological families within

core vocabulary, and core vocabulary in the Common Core’s exemplar texts:

1. How,many morphological families are present among words predicted to haast at le

10 appearances per million words of written English?

1a. How many additional members of lead words in the core vocabulary are

amang words with one to nine predicted appearances per million words?
1b. How are morphological families distributed across grade bands?

2. What.percentages of the total and unique words withindhen@nCore’sexemplar

texts at different grade bands areaated for by the core vocabulary?

Method

In analyzing'texts and corpora, numerous choices need to be made. We describe choices made in
this study-aceording to the two fundamental research foci: establishing tloé gieecore

vocabulary when viewed as morphological families and establishing the numbex ahtbt

unique wordsraccounted for by the core vocabulary in tmer@nCore’sexemplar texts.

Establishing Size of Morphological Families in a Core Vocabulary

Selection of 'Word Corpus

TheEWFG(Zenoet al., 199%was chosen as the corpus for examining the presence of a core
vocabulary andirelated morphological family members for a number of reasonghkrst

database is‘the'most recent analysis of school texts and is more comprehensive, covering grades
1-13, than'the“only other available analysis of school t€stspll et al.’s (1971 )which

sampled.texts from grades® Second, thEWFGprovides graddéevel appearances of the

19,469 mosfrequent words, permitting an investigation into when warah be expected to

become prominent in school texts. Third, Brysbaert and New (2009) concluded that a corpus of 1

to 3 million words is sufficient to obtain a reliable estimate of irgquency words. ThEWFG
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meets this criterionwith 154,941 types (unique words) based on 17,272,580 tokens (total
words)?!

Criteria for Inclusion ina Core Vocabulary

TheU-function metric (a prediction of the number of appearances of a word per million @fords
text) is an‘indication of the prominence of a word in written English and the likelihaod tha
students will encounter a word by particular points in their reading developmecnhdse 10
appearances per million words of text as the minimum criterion for inclusion in the core
vocabulary*primarily because this group of words had accounted for a majority of theorols

in a preliminary study (Hiebert, 20L3Ve label this criterion dd10+, which refers to 10 or

more predicted,appearances per million words of text.

The:5,586 words witki10+ in theEWFG (Zenoet al., 1995) formed the database for
identifying lead\words and the initial morphological families. As is typical endentification of
vocabulary, proper names and individual letters (exaepidl, which function as words) were
eliminated.from thelatabase (a total of 312 words). The sample that became the basis for
generationsof-morphological families consisted of 5,275 words.

Thewrepresentative of a famiyheretofore called thiead word—was the word with the
highestU-function within theU10+ group. We began to use the téeadrather tharhead(the
conventiopal'term used to describe root words) when our analyses made it evidiet hast
prominent member of at least a portion of the morphological families was anedflafixed,
or compounded form, not the root or head word.

Thessource for categorizing the 5,275 words into morphological families was the
database generated by Becker, Dixon, and Anderson-Inman (1980). Becker et al. assigned a root
word to each word within a corpus of 25,782 words taken from Thorndike andd_(it§44)
list; they defined a root word as the smallest word from which a given word can be sahyanti
derived. For exampl@rrangewas judged to be the root word mranged arrangement
arranging, disarrange prearrange rearrange rearranged rearrangementandrearranging

We departed from the procedures used by Becker et al. (1980) in the coding of compound
wordsbecause theidecision to treat compound words as distinct root wordsdtilrecognize
the senantic and morphological connections among words. Nagy and Anderson (1984), who

conducted their analysis after that of Becker et al., placed compound words witlordst
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Consequently, we developed guidelines for placing compound words within morphblogic
families rather than treating them as unique words.

The interest of the present analysis was in endocentric compound wosthg;hrthe
two most typical patterns atleat themodifier is either descriptive of theadword (e.g.,
blackboard.a.type of board that is black) or determinative of the head wordgdlegground a
ground where games are played). The decision was made to place a compound word with the
primary‘word(e.g.basketballwith ball rather tharbaske}, except for cases of pronoungiw
the wordself"'which were placed with the pronoun (eyaqurselfyou). Exocentric compounds,
because af their idiosyncratic meanings, were not included in morphologicaéfarfbr
example, in the,exocentric compourdighhousingtheheadword does not describe a type of
house but'is asmetaphorical referent to a type of activity that may or may noiroachouse.

Nagy and Anderson (198#)entified two types of semantic relatedness between a
derived word and its root word:)($emantically transparent, where readers should be able to
infer a word’s meaning immediately or with reasonable textual context, based oedgewf
the root word+(e.gmisrepreseritepresent and @) semantically opaque, where readers require
eithersubstantial textual context to connect a derived word with its root word or where the
connection.is not readily discernible.q.,condescendescend)An analysis to determine the
degree to.which Becker et’al(1980)designations are semantically traagent was conducted,
the results of which can be found in AppendixT@is analysis suggests that Becker et al.’s
coding for derivative words follows a similar pattern as thdajy and Anderson (1984yjth
approximatelysene of every 10 family members having a semantically opaque relatiotesalthe
word.

Identifying( Additional Members of the Core Vocabulary Morphological Families

In choosing the criterion d#10+ as the minimum requirement for identifying the core
vocabulary, we were aware that mariyhe words in this group would have less frequent family
members that, when combined, could add to the likelihood that students will encounter one or
more family meémbers in school texts. For example, the woosvhas a predicted appearance
rateof 140"p& million words. None of its inflected or derivative forms appear within the

U10+ group, but four forms are evident in the portion of the corpus with predicted appearances
of one toninetimes per million wordssnowedone),snowing(two), snows(four), aaxd snowy

(eigh?. All but one of these words is an inflected ending, meaning that these family rsearder
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highly transparent. Further, the likelihood that students will see these words iis tagts in
that the four inflected and derived forms combine to account for 15 predictedap@saper
million words.

To provide a comprehensive representation of the size of a morphological family, we
extended our.analysis to include family members among words predicted to ocaunoree t
times per million word of text—a group that we refer to ax<lU < 9. This group consists of
13,882 words within thEWFG(Zeno et al., 1995 The aim of this analysis was to identify
family members for the original group of lead words, not to account for new lead wolrthea
morphological families in the 4 U <9 group. For example, the wonagracle andmiracles
appear in the"¥\U < 9 group, but this family was not added to the core vocabulary.

The assignment of words to morphological families occurred in three skgsthe
principal investigator coded all of the words within th&0+ group. Next, the second
investigatorcoded 700 of thél0+ sample of the words. The intatter agreement between
investigators:was 95.7%. In the third stage of coding, the prinoysstigator identified the
family members of the original lead words within the W < 9 group. A research associate with
substantial experience in conducting corpora analyses independently coded 10% of this group
with an interrater level of 90.3%.

Most discrepancies in coding pertained to compound words, which were more prominent
in the coding of the ¥ U <9 groupbecause&eompound words increase as frequency rankings
decreaseNagy“& Anderson, 1984).A second discrepancy in the coding of #hd & 9 group
was the failure of a coder to exhaustively include all family members, ebpamads with
prefixes and suffixes. For example, changes in spelling from a lead word to desivad¢iaa that
searches using a lead word (ergviersé could miss pdicular derivatives (e.greversible
irreversible=-All'disagreements were discussed between coders. Once consensus was reached,
agreedupon adjustments were made to the database, and guidelines for scoring wertedlabora
Identification of ~ Core Vocabul ary at Different Developmental Levels of Text
The EWEG(Zeno et al., 1995) provides data on appearances of words at individual grades (1—
13). These dataiwere the basis for determining grade bands at which lead words become
prominent. We clustered the appearances of lead words and family members accohairsixto t
grade bands that make up the CommoneG staircase of text complexity (NGBenter&

CCSSO0, 20148). grades K and $grades? and3, grades4 and5, grades6—8,grades9 and 10,
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and grade 11 t€CR.An illustration of the number of predicted appearances at different grade
levels for members of a word family is givenTiable 1
[COMP: Please insert Table 1.]

The grade band at which a family of words becomes prominent was established by
compuing the,percentage of a word family’s appearances as a function of the total words for
each grade band in tE&VFG(Zeno et al., 1995database. The criterion for prominence within a
grade band'corpus was the same as the one used for including words within the overall corpus:
10 appearances per million words. As illustrated in Tapteelword familyimproveattains this
level at thebandfor grades 4 and 5.

Multilevel Mogdels to Explore Changesin Rank

The sums of the total appearances of families at grade bands were transformed into ranks. We
then used multilevel modeling to determine whether the ranks at each grade band changed a
textsbecame more complex (i.e., grade bands got higher) and whether these variations depend
on the word’s overall frequency. For these analyses, each word’s rank at each gildomteve

was considered’'as multiple observations for each word nested withir-irsiea twelevel
unconditionalgrowth model was used to answer the question of whether ranks varied across
grade bands. Next, the predictor frequency was used to predict the intercept atal slope
determine.how variation in rank related to a word’s overall frequency. A randomfefféog
intercept and slope was also included due to the variability present in the data. Grade bands were
considered timepoints, with the data centered at the foaigdades 4 and 5, meaning that rank at
the interceptwouldbe interpreted as the rank of the word within fouathd fifth-grade texts. In

terms of the.interaction with frequency, we used case 3 (becaase @bsdevel interaction

v11) within‘Preacher, Curran, and Bauer’s (2006)ine tool to determine regis of

significance.

Identifying Exemplar Texts

The Common_Core’s Exemplar Texts

The proof of eoncept analysis that applied the word family database to a new set of texts was
conductedwwith the 200 exemplars identifiedttgwriters of the @mmonCore in he Standards

and in Appendix ENGA Center& CCSSO, 2018, 2010¢. The CommonCore’sdevelopers

described these texts as exemplifying the level of complexity and quality that students need to
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attain at particular points across their school careers to ensure attainment of reading levels
associated with CCR at high school graduation.

The process for identifying the Commonr€’'sexemplar texts is described Appendix
B of the StandarddNGA Center & CCSS02010c). First, the @nmonCore’swork group
asked teachers, educational leaders, and researchers to suggest texts with the level of complexity
and quality,of texts appropriate for different grade levels. From the nominatiensork group
selected classic or historically significanttieand contemporary works of comparable literary
merit, cultural'significance, and rich content. Finally, the work group vetted ldatises
according to the quantitative and qualitative recommendations in Appendix A of ttaSia
(NGA Center&CCSSQ 2010h and other criteria that included subject matter, publication date,
and authorship.

Copies of all 200 of the @nmonCore’sexemplar text$NGA Center & CCSS020109
were obtained. Numbers of texts and words at each grade band in the analysisaaiga 2
When texts had 40 or fewer pages, the entire text was scanned. For texts longer than 40 pages
10% of thestext from the middle portion of the text was scanned. The principal invastigat
conducted“ansanalysis of seven texts chosen randoontytfre entire set of exemplar texts
longer than,40 pages to determine whether a sample from the middle of a text pradiaed s
outcomes«as samples from the first and laststufdhetext. All analyses produced similar
outcomes, confirming the choice of sampling from the middle of texts that were tbagetO
pages. Two independent reviewers checked the accuracy gitib& characterecognition
process forallscanned texts.
[COMP: Please insert Table 2.]
Analytic Scheme for Vocabulary in the C ommon Core’s Exemplar Texts
A unique text analysis program was developed for this study to establish the deghéshtthe
word family database (i.e., the 2,451 word families and their members) accountezlttmat
and unique words in thedadhmonCore’'sexemplar text¢NGA Center & CCSS02010c). The
digital program provided two forms of output: (1) the percentage of tokens and types in the
exemplartexts accounted for by 120+ portion of the word family database anggZimilar
analysis for the X U < 9 portion of the word family database. Each exemplar text was analyzed
separately. Data ahe exemplar texts were averaged for each text type (i.e., narrative,

informational) and the two text types combined at each of the six grade bands.
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Results
Establishing the Size of Morphological Families in a Core Vocabulary
In answering research questibifHow many morphological families are present among words
predicted to have at least 10 appearances per million words of written Enghshéalysis
identified 2;454 lead words within the group of words with frequenci€klof in theEWFG
corpus (Zenes€t.al, 1995). Each family had an average of 2.15 members. Of the 2,451 families,
42.3% had one member (i.e., the lead word), 50% had dhesemembers iraddition to the
lead word, and 7.7% had four to 13 members and the lead word. The final row in Table 3
summarizes the predicted appearances of the lead words and family members in a dorpus of
million words‘of texts: 62.5% of a millieword corpus for the former and an additional 19% for
the family members.
[COMP: Please insert Table 3.]

We. thensturned to answering reseagaestion 1lalow many additional members of the
2,451 morphelegical families are present among words with predicted appearance$ qfet t
million words?. As summarized in the final row dfable 3, 6,023 members of the original 2,451
morphological families were identified withthe group of words with frequencies o£1J <9
within theEWEG (Zeno et al., 1995 With the addition bthese words, the size of families
increases by an average of 2.46 members. The portion of the 2,451 morphological faatilies
continue to consist only of the lead word decreases from 42.3% to 7.5%. This group includes
words suchsasalmon for which the singular and plural forms are the samach which refers
to a generalized quantity; and function worslssh asvith andat. The majority of families
(54%) haveone tothreemembers in addition to the lead word. Typical of this group is the word
map with the plural and inflected forms ofaps mapping andmapped The number of families
with four_or more family members in addition to the lead word rises to 39% with theoadufiti
family members from the 4 U < 9 group.

Theinformation in the bottom roef Table 3indicates thaalthough the number of
family members from the 4 U < 9 group ( = 6,023) is greater thahat ofthe group from
which the morphological families were originally identified<5,275), the addition of these
family members iareases the predicted number of appearawsicesrds in textdy only 1.9%.
The volume of words that belong to the 2,451 families, however, is substantial. When viewed
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from the perspective of the 19,469 mfssgjuent words in written English (i.e., thosghw
U > 1), 58% are members of the 2,451 morphological families.

We then proceeded to answer research questiodd &re morphological families
distributed across grade bands?). Table 3 summarizes the grade band dataE\MMR@E{Eeno
et al., 1995)-fer the 2,451 morphological families. These data indicate that ovet tha!f
morphologicalfamilies (53%) appear in texts at the grades K and 1 level. Most nogipabl
families'have appeared by the end of the elemestdrgol period (85%). Morphological
families continue to be added to the core vocabulary during the middle to high school period,
although the total percentage of the core vocabulary (15%) does not match the volume of
morphologicalfamilies that are present in elemensahpol texts.

We emducted an additional analysis to consider whether, as word families such as
principles regulations anddoctrinebecome more prominent in the higher grades, word families
that appear.with frequency in the lower grades (ea.Juck, andneatin grades K and Xales
rough andherdin grades 2 an8@) decrease in frequency. Results of these analyses are shown in
Table 4 Ranks'of words varied significantly across the bands of deagétexts with an
average rank'of 649.77 for the lead words within fouatid fifth-grade texts (se€able 4,
model 1)."Hoew these ranks varied across time depended on the word’s overall frequency value
(seeTable4 model 2: Tme x Freq= 0.44,standard error 0.004,p < .001). Overall, for each
incrementdly higher grade band @, moving from thegrades4 and 5 band to thgrades—8
band), the average rank for the lead words increases significantly by 1j05.080(). Keeping
in mind that'a“larger number indicates a lower rank (e.g., a word with a raok of less
prevalent relative to other words in a text than a word with a rank of 100), thisésdilcat, on
average, particular words in the core vocabulary become less prevalent as texts became more
complex. Thus,.core words are most prevalent itstatthe lowest end of the gradevel
spectrum and.less frequent words begin to displace them as texts become more complex in the
higher grades«With that said, there is significant variability in the intercept and the slope.
[COMP: Please insert Table4.]

In terms.of the interaction with frequency, results suggested that the interaction between
grade-level band and frequency is significant for all words withf@nction greater than 50.77,
which was about 42.3% of the lead words in the sample. Thermpatgraphically illustrated in

Figure 1. For words with higher values (i\d.functions of 150 or 300), rank increases (meaning
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less prevalent compared with other words) across the-tgaelebands with words of higher
frequency. In contrast, wordstiwiaU function of 50 (or less) tend to have similar ranks across
gradelevel bands. These results may suggest that the most frequent words become less prevalent
in texts whereas words that are somewhat less frequent retain their overall prevalence as texts
become increasingly complex. A significant variability in the intercept apmstontinues,
however, suggesting that these trends should be interpreted as average trendsnaivdbat
word trajectories can vary significantly.
[COMP: Please insertFigure 1.]

Table 5presents examples of this variation with six wolitée, much a, abandoned
baked andacegasionally. The ranks of each word are shown at each grade asnetll as the
difference between ranks gnades K and fextsrelative to gade 11 taCCR texts. What is clear
is that even for'words of similar frequency, different trends are occurring.
[COMP: Please insert Table 5
Core Vocabulary in the Common Core’'s Exemplar Texts
Our secondresearch questidvinat percentages of the totadd unique words within the
CommonCore’'sexemplar texts at different grade bands are accounted for by the core
vocabularypaddresses the degree to which the morphological families lnlte and
1 < U < 9.groups account for the total and unique words in a new and unique set of texts—the
exemplar texts of the Common CoMGA Center & CCSS02010c¢). In discussing these
results, we\will use the termiskensto refer to the total number of words in texts gmesto
describe the'number of unique wordsearts. Summary data dhe exemplar textdypes and
tokens are ‘provided ihable 6
[COMP: Please insert Table §
Tokens
With the exception of the texts at the grades\@3 band, percentages of tokens accounted for
by the 2,451 morphological familiestwipredicted appearanceslbt 1 per millionwordsof
text are ansaverage of 1.04% higher for narrative texts than informational. Atdes grand 3
band, the pereentage of tokens accounted for by the 2,451 families in the two text genres is quite
similar.

Across the six gradeand ofthe Common Gre’sexemplaitexis (NGA Center &
CCSS0.2010¢ see Table ¥ the average percentage of tokens accounted for by the 2,451
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morphological families is 91.5%. The percentage is particularly high for grades K and%)97.1
The percentage drops to around 92% at grades 2 and 3 and, across the remaining grade bands,
hovers close to 90%, with approximately 0.7% fewer of the tokens in texts accounted ébr at ea
successive gradegnd. One grade band shows a someéuwitiierent patternTokens for the

grades 68 band show a slightly larger drop from the previous grade band (4 and &je quite
similar to the texts of the next grade ban@u(@10).

Types

The numberofdifferent words in a text is also a criticatudee that can influence word learning
(Endress & Hauser, 2011n the texts at the gradesakd 1 band, approximately 96% of the
unique words,eome from the 2,451 word families. The percentage drops by 6.7% in texts at
grades 2and3 and then continues to decline by an average of 2.7%hmgrade 11 t€CCR

band, forwhich the total percentage of types from the core vocabulary is 74.9%.

Discussion

In the decades.since the shift away from texts with controlled vocabulanhentatexts (with
unknown yocabulary characteristics) in school reading programs (Hieber}, &t Belative
frequencies ofwords have been used to index text complexity (e.g., Stenner et al., 2007), but
rarely havesthey been used to understand the task of learning words and their meanimgs withi
school texts. An exception is the work of Nagy and Anderson (1984), which estimated the
number of words in written English based on morphological families. Implicit initiegiiry
was the goal of finding a way to reduce the enormity of the task of discovering from ¢batext
meaningsof the huge number of unknown wdhads students will encounter in their school
texts over their k12 school careers.
[Query: Please provide the Hiebert (2015) reference.]

Like Nagy and Anderson (1984)efocused on viewing the vocabulary demands of
school texts.from the perspective of morphological relatedness. Our work is &lsgudisable
from theirsin.asnumber of ways: (a) a focus on the presence of families within the words
predicted.tefoccur most frequently in school text, rather than to predict the number of
morphologicakfamilies within the entire lexicon of written Englig¥) use of a database
representing texts from grade 1 through college, rather than only gradés)3®9ablishing
when across students’ school care¢nese word families are predicted to become promjnent

and (d) conducting a proof of concept study (Levac et al., 2010; Yang, 2005), in which the
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presence of the word families is examined in a unique set of texts—ethen@ Core’s

exemplar text§NGA Center & CCSS02010c).

The Size of the Core Vocabulary When Viewed as Morphological Families

Nagy and Anderson (1984) concluded that the ability to make morphological inferences coupled
with proficieney in contextual analysis could go a long way in aiding students in dealmthevi

many words inthe English lexicon. In their meta-analysis of 20 studies of incidental wor
learning;, Swanborn and de Glopper (1999) found that approximately 15% of the unknown words
in texts weredarned in context or incidentally. Among the variables that Swanborn and de
Glopper identified as influencing whether a word is learned in context isdaperfion of

unknown te kmewn words in a text. That is, a lower density of unknown words in a text produced
a higher likelihood of learning the unknown words from context.

If morphelogical problem solving coupled with contextual analysis is to work for
students as a way of dealing with the many unknown words in text, we assume tlsttpatrtea
of the lexicon needs to be known well. Several scholars have suggested ratios of known to
unknown yecabulary required for students to comprehend texts (e.g., BettsCle846991
Stahl & Heubach, 2005), although considerable ambiguity and dedsgerrounédthese
estimates«(e.gHalladay, 2012). The current study confirthe presence of a core group of
words that«is predicted to occur frequently in texts: 2,451 lead words with 4.61 rsefnobe
theU > 1 group. At the present time, we simply do not know Femility with the meanings of
the 2,451 morphological families affects students’ ability to negotiate text, butlierechinat
the core vecabulary merits the attention of researchers to determine its role in proficient reading
at different'levels and theotential to support incidental acquisition of word knowledge during
reading through morphological inferencing.

Haying identified a core vocabulary in which the majority of words have relatively
frequent relatives that students are likely to encountechonol makes it possible to conceive of
vocabulary.pregrams that capitalize on and nurture students’ problem-solvitigatfiiudies
involving asrange of different learners have demonstrated that providing studéniisstvuiction
in and practicevith using morphological components supportsrtability to solve unknown
words Bowerset al, 201Q Carlisle, 2010Goodwin & Ahn, 2010Reed, 2008 Although
studies of morphological instruction alone have not demonstrated effects on gederali

comprehensionWright & Cervetti,2016), a hypothesis to be tested is whether instruction of
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word families that occur frequently at particular developmental levels might be successful in
improving students’ generalized comprehension.

Prior vocabulary studies have focused on a broad array of words, not on morphological
families that students are likely to encounter in texts at particular grade levels. Choosing families
of words that.students are likely to see often at a particular grade level provides naturalistic
opportunities for repeated exposure and for practice in applying their knowledge of these words
to solving'the'meanings of new words. The identification of morphological familiearéha
prominent-atparticular developmental levels, one of the contributions of the mrEbntcould
be useful in designing interventions that aim to increase students’ compoghensi

We.want to caution, however, that the availability of a database of morphological
families does not mean that a list should be widely distribiotstlidents so they can memorize
the lead words.\Gaining mastery over the corpus will likely require a mix of activiieme
explicit instruction, some creative wordplay, lots of wide reading, and many oppeguaituse
these words in writing activés. In addition, if we want students to leverage this knowledge for
word solvipggrinstruction in multiple contextual and morphological problem-solving gieate
may be neededet, these suggestions are nothing more than informed hunches—hunches that
requre sold, extensive pedagogical research prior to establishing best practice policies.

Core Vocabulary Within the Different Grade Bands

The present analyses identified when words become prominent at different grade bands on the
basis of predictions in an existing word datab&#&KG Zeno et al., 1995). The database of

word families'was then used for a proof of con@aplysis to determine whether these
predictionstheld up with thedthnmonCore’sexemplar text$NGA Center & CCSS02010c).

Neither of thes@analyses provides data on students’ ability to recognize the words and their
meaningsBiemiller (2005)showed that, at least for English-speaking students, the meanings of
particular words are acquired in a predictable developmental sequence. Thatpshith

students know.words in different grade band vocabularies need to be established beforé the wor
family database is useful for instructional or intervention purposes. \éasat the

vocabularies ef a cohort of primary-level students’ vocabwdaie considerable, reflecting
linguistic, economic, and social factoBiémiller & Slonim, 200). Determining what portions

of a grade-level vocabulary require instruction for which students and how thifiostig best
provided for students with varying needs should be a priority in future research on the core
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vocabulary. Furthermore, variations in the complexity of words for students withide lggiad
cohort can also be considerable. For example, factors such as concreteness amdl lemgen
the complexity of words (Balota, Yap, & Cortese, 2006

Most morphological families of the 2,451 word families are predicted to have appeared i
students’ texts by the end of the elemensaiyool period (85%), but the core vocabulary is not
stagnant acrogbe grades. Over time, two types of changes can be seen in the core vocabulary.
First, there"continue to be additions to the core vocabulary at all grade leslelding grade 11
to CCR. The'number of words added to the core vocabulary gets smaller with mouprtient
CommonCores(NGA Center & CCSS02010a)staircase of text complexitput the words that
are added.areslikely important additions to grade-level corpora. Morphologiciéfaadded in
the grade 21 t€CRband includaiscriminationandtransmitted for which both the lead words
andtheir family ' members illustrate the layers of affixation tdagy and Townsend (2012)
attributed to complex academic vocabulary (engliscriminately transmission

We also hypothesize, from our exjgeice with the KX U <9 database, that there are
additionalmorphological families within this group that, although not having a single membe
with a predicted value 010+, havea substantial predictive value in high school texts. For
example, werds witin the 1< U < 9 group,such agalculatewith six additional family
membersrandodifywith sevenadditional member$iave predicted appearances, as a group, of
143 and 125, respectively, in texts at gihade 11to CCRband These examples suggest that a
productive line.of future work would be to identify additional morphological families wéd |
words within the X U < 9 corpus and to determine their prominence in texts over the middle to
high school period.

Anather way in which the core vocabulary does not remain stagnant is the changing
prominence of some words in the corpus at different grade bands. The analysis of té ranks
words at particular frequency levels provides insight into these changedsRegglested that,
on averageywords within the core vocabulary decreased in prevalence (i.e., had a higker num
rank where“lower ranks meant more prevalence). This pattern lends sugperypothesis
that the core vacabulary is particularly dominant in the earlier years ainaddahdswithin the
core vocabularyvith lower frequencies come into play at higher grade levels. The decrease in
prevalence was most prominent for the most frequent words, suggesting thatiaeos®rds
that were less frequent within the core vocabulary stayedssiyngrevalentwhereas the most
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frequent words decreased in prevalence. This suggests that less frequent core vocabulary words,
many of which are academic in nature, take on a more importarh tebets in higher grade
bands.
Core Vocabulary in the C ommon Core’'s Exemplar Texts
The grade-level analyses of the 2,451 word families were based on the predictechappeara
written English/according to tteWFG(Zeno et al., 1995). According to Zeno et al., their
database 0f17,274,580 total words came from 60,527 text samples drawn from 6,333 texts. Our
second interest'in the present study lay in the degree to which this database of Wies fam
accounts for the total and unique words in an independent but important set of texeseattdif
grade bands-#hose identified within the @nmonCore(NGA Center & CCSS02010c)as
exemplars'of the appropriate complexity from kindergarten through college. The analyses
showed that the 2,451 lead words and family members with predicted frequendied of
accountedor.an average of 91.5% of the words in the CommoreSexemplar texts from
kindergarten.to. CCR. The drop of 5% in the percentage of core vocabulary from textkeat gra
K and 1 torgrades 2 and 3 was substantial, but even after that point, the core vocabulary
continued to account for most of the words in texts.

Thesrhetoric surrounding complex texts and the challenges faced byuhfarsgudents
on the NAEP (National Center for Education Statistics, 2@dight lead to the expectation that
differences ircore vocabulary distributions between early primary texts and CCR texts would be
even greater than was the case in the present analysis afrtimdd @re’sexemplar{NGA
Center & GCSS02010c) Wesawdifferences in how ranks of words within the core vocabulary
changed across texts of different grade band levels, with moderately frequent wordsgdginni
take on higher ranks as students move through the grades. However, the core vocaburesy rema
prominent.throughout the texts of schooling, suggesting that it may continue to provide leverage
for meaning.making in texts of higher grades.

The.percentage of total words accounted for by the 2,451 morphological familiesgemai
high acrosstthe grade bands, but the amount of lexical diversity increasastsalbsat higher
grade bands.’At grades K and 1, less than 5% of the unique words are not within the core
vocabulary. By the middle school grades, 20% of the unique words in texts are not part of the

core vocabularyand at high school, approximately 25% of unique words are not in this group.
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The demands of vocabulary in texts can be seen to escalate substantially irsofiddieand
beyond as the diversity of vocabulary increases.

Subsequent analyses are also needed to address qualitative differémeearna
vocabulary in texts across the grades. Tablestrates the nature of tokens and types at each of
the six grade.bands. Even a cursory examination of the rare wardblen7shows noticeable
differences,across the grades. The noncore words in the pigreatdg examples pertain to
familiar"eoncepts (e.gham pumpkin. In grades 4 and 5 amplade$-8, the noncore words may
be easily explainable (e.glimpled grumble$ butmay not be immediately familiar to students,
especially when reading independently. Across the high school to CCR period, rareegands s
to becomesinereasingly more abstract (engular).
[COMP: Please insert Table 7]

Texts are also changing in ways other than vocabulary as students move through the
grades. For one, texts get longer at higher grade levels. Especially for strugglerg rdse
presence of an additional rare word per 100 likely means something quite different in a 1,000-
word text thann a 100-word text. Sentences in texts are also getting longer and more complex as
students moveracross the grades. Longer sentences reflect the presence of clauses and phrases,
which make,demands on memory and comprehension processes (Just & Carpg@)ten 19
addition testhose made by unfamiliar and often abstract concepts.

Limitations

Any projectypatticularly one with the focus of the present study on a large dataldesiso a
large text corpus, involves numerous choices, all of which influencautbemes. One such
choice wasto'use thé10+ criterion as the cutoff point for inclusion in the database of lead
words. How quickly a word becomes part of students’ repertoires of known words is likely a
complex interaction of word features (e.g., polysemy, orthographic transparency, cassete
interest) and-text factors (e.g., ratio of known to unknown words, repetition of known words)
The criteriensofJ10+ was chosen because words with this frequency and higher accounted for at
least 90%-0f the worda elementary textdHiebert, 2005, 2013

Anothercritical choice was to regard compound words as morphological variants of the
lead words, which was usually the second root word in the compound word. We think the case is
strong for our decision. At an intuitive level, a fishhook is more about hooks than fish, and a

basketball more naturally falls into the ball than the basket bu¢kgtwe have taken only a
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tiny step into a domain of scholarship that should become a particular focus of futlies bat
consider proficiency with the core vocabulary.

We also chose to exclude proper names from the 2,451 morphological families. This
choice is typical in the identification of academic or scHmaded vocabulary (see, e.g., Anglin,
1993 Coxhead, 2000Gardner & Davies, 2014ANagy & Anderson, 1984). Proper names are not
part of morphological families because most proper names do not have connectiorstacsem
networks."Forexample, the nametroitrefers tothe Frenchword for strait (détroit) but, in
English, is'netassociated with that meaning. In designing instruction, of courstoatieeds
to be paid to proper names. Some texts can be quite dense with proper names, especially the
magazine articles that are often the text types that dominate state and national assessments
(Hiebert, 200%:

The choice to limit morphological members to those with 1 means that this database
does not provide an exhaustive listing of all members of the 2,451 families, aat#dgiy the
identification d the wordunspeakablén the grades 9 and 10 excerpiable 7as rare, even
thoughthewwordspeakis part of the 2,451 word familieshe EWFG(Zeno et al., 1995
database has'124,403 words wiifunctions less than 1. A database of this size requires a
sampling“precedure, which is typically done in studies of morphological family size, stiat as
of Nagy.and Anderson (1984). A sampling procedure, however, is not feasible in a digital
analysis that seeks to identify all of the types and tokens in texts representerphglogical
families, as.was the case in the present study.

Ourinterest in the developmental appearances of the words in the 2,451 morphological
families wassanother reason for not including words withfunction less than hecausehe
EWFG(Zeno et al., 1995database does not provide information on the glexkd-appearances
of these words.,We condecta preliminary analysis of 5% of the 2,451 lead words, randomly
selected, to.determine the level of prediction that was lostebgitbice to limit the analysis to
theU > 1 pertion of the corpus. This preliminary analysis showed that 123 lead words had an
average of13.7 family members within tde< 1 group. The number of additional family
members wasiwgreaiut across the 123 lead words, these family members added only an average
of 1.3 additional appearances per million words. The insubstantial addition to thegatedic
appearances of this large group of words confirmed our decision to focus on the portion of the

corpus that accounts for the majority of words in texts.
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Conclusion

This descriptive study does not prescribe what, how, or when to teach particular vibnashei
English lexicon. At the same time, the analyses sliilvat a majority of the words texts
across the school years can be parsed into a relatively small number of mogaihddogilies.
These findings,suggest a shared vocabulary in texts across the grade bands—a coeeyocabul
that merits additional investigation.

We offer the core vocabulary as a resource to researchers for theoretical and empirical
investigations of the relation of vocabulary to comprehension at different developleesit
and with different types of texfsThe amenability of this vocabulary to intervention and the
effects of such'interventions on comprehension and knowledge acquisition alsotergrdrat
We believe that such research can contribute to models of vocabulary learningractionst
and comprehension that, over time, could increase the robustness and efficacy otiouarall
instructionsUltimately, digital databases and tools hold promise for aduyebsi vocabulary
gap and proeviding instructional solutions that could enable many more students to enter

workplaces and communities with thesfiacy levels required for the 21st century.

Notes

! A comparisen of placement of words in 8&/FGand five additional corpora was conducted,
validating Brysbaert and New’s (2009) claim of similar rankings of fighuency words across
databases. Thanalysis can be found in Appendix B.

% The wordmisswas added to the database because it became evident from numerous
applications of th&WFG interactions with colleagues using 8¢/FG and examinations of
databasegrsuch as fBerpus of Contemporary American Engli€fqQCA; Davies, 2009)British
National*CorpusgBNC), and KueraandFranciss (1967) word list that this word appears with a
frequencyof 10 or more times per million words.

3 We describe the first grade bandkasdergarten and gradeto maintain consistency in
describing thesdevelopmental levels of words inER¢FG (Zeno et al., 1995and in analyzing
the core'wvecabulary in the Commonr€'sexemplar{NGA Center & CCSSO, 201003ven
though the first level in thEWFGwasgrade 1 only.

* The 2,451 lead words and their word families can be famhtip://textproject.org/classroem

materials/listsandforms/.
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Number of | Number of
Word | ist Publication (s) Source of sample tokens types
The Teacher’s Thorndike Children’s literature, the Bible and 4,565,000 10,000,
Word Book (1921, 1932) English classics, elementary school 20,000, and
and Thorndike & | textbooks, books on trades and 30,000,
Lorge (1944) domestic arts, daily newspapers, respectively
correspondence
The General West (1953) Visual inspections by semanticists of | 5 million 2,000
Service List 5 million words from various sources highest
(e.g., encyclopedias, magazines, frequency
textbooks, novels) words
Computational Kucera & 500 samples from 15 categories of 1,014,232 | 50,406
analysis of present- || Francis (1967) adult printed material in 1961
day American
English
The American Carroll et al. 1,045 titles used in schools (grades 5,088,721 86,741
Heritage Word (1971) 3-9) based on a survey of educators
Frequency Book in 1969; 1,000 different publications
College Board Breland, Jones, | High school and first-year college 14,360,884 | Not
corpus & Jenkins courses, including articles from specified
(1994) newspapers and magazines
The Educator’s Zeno et al. 60,527 text samples from 6,333 17,274,580 | 154,941
Word Frequency (1995) textbooks, literature, popular fiction,
Guide and nonfiction texts in use in U.S.
schools and colleges
Hyperspace Lund & Burgess | 3,000 Usenet newsgroups in 131 million | Not
Analogue to (1996) February 1995 specified
Language
SUBTLEXys Brysbaert & Subtitles of U.S. films and television | 51 million Not
New (2009) series gathered from the Open specified
Subtitles website
(http://www.opensubtitles.org/)
Corpus of Davies (2009) 160,000 texts, including 20 million 450 million | 100,815
Contemporary words each year from 1990 to 2011,

American English

with each yearly corpus evenly

divided across five genres: spoken,
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fiction, popular magazines,

newspapers, and academic journals

Corpus of Davies (2012) Transcripts from 10 U.S. soap 100 million | Not
American Soap operas from 2001 to 2012 specified
Operas

British National Leech & Rayson | 90% from written samples from 100 million | 794,771
Corpus (2014) newspapers, fiction and nonfiction

books, and speeches and 10% from
oral samples

APPENDIX B

A Comparison of the Rankings of the 5,500 Mogtrequent Words Across Databases

To consider whether rankings of high-frequency words iresv&G (Zeno et al., 1995re
similar to those of other databases, the rankings of the first 5,500 wordsE\WH®&were
compared with those of the same words in five databases: (a) three datehassSCA
(Davies, 2009); thBNC (Leech& Rayson, 2014), anuc¢eraandFranciss (1967)word list—
from conventional texts (i.e., books, newspapers); and (bjlatabases-Corpus of American
Soap Operas (Davies, 2012) é8ldBTLEXys (Brysbaeri& New, 2009)—from written
languagescorpora that approximate oral language (e.g., televisipts)cri

The correlations in Table B1 indicate that rankings of words oBWEG (Zeno et al.,
1995) are similar to those in the three databases of conventional written languaG©CA,
BNC, KweraandFranciss 1967 word list but have less overlap \Wwithe rankings of databases
that are proxies of oral language (i.e., Corpus of American Soap OpeMaF|EXys). In that
our interest is in the lexicon of written text, this analysis validated our choice BYWR&
[COMP: Please,insert Table B1.]

APPENDIX C

Analysis of. Semantically Transparent and Semantically Opaque Assignments Becker et

al.’s Database

Becker et al.’s (1980ssignments of derived words to a root word were compared with those of
Nagy and Anderson (1984¥ho coded words acconalj to six levels of semantic relatedness

between a word and its root word or immediate ancestor. Their coding systemiads ogily
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when the six categories were collapsed into two groups. Consequently, they usedtagmy-ca
dichotomy: (3 semanticall transparentwhereina word’s meaning can be inferred immediately
or with reasonable textual context (ergisrepreseritepreseny, or (2) semantically opaqye
whereina word’s meaning requires either substantial textual context to cantexved word
with its root.werd or is not discernible.g.,condescendescenil

In Nagy-and Anderson (1984) sample, 13.2% of all words had affixes. Of this group,
84.4% had'semantically transparent relations to the root word, and 14.6% had sdsnantical
opaque relations. Nagy and Anderson provided 32 examples of target words and immediate
ancestors for the semantically transparent group. Becker gt18i86) coding of semantically
transparent words agreed 100% with Nagy and Anderson’s coding.

To exemplify semantidly opaque words, Nagy and Anderson (1984) provided 35
examples. Becker et 411980) coded 67% of this group in the same manner as Nagy and
Anderson (e.gyisualizévisual ominougsomer). For the other 33% of the words in this group,
Becker et al. leftie target word intact and did not place it with an ancestor. For example, the
word prefixwas classified as having the root wprefix and not the semantically opaque choice
of fix identifiedsby Nagy and Anderson.

If'our. database follows the distributiofisemantically transparent and opaque words
described-within the lexicon by Nagy and Anderson (1984)would anticipate that
approximately 9.3% of the affixed words in Becker és §lL980)samplewould have
semantically opaque connections to the lead word. That is, approximately one in every 10
morphologicalfamily members would have an opaque connection with the root word.

Semantic opagueness, however, may be a function of frequency. In Nagy and Aaderson
(1984)sample of words with semantically opaque relatioite root words, 48% had predicted
frequencies ot < 1, 43% were in the 4 U < 9 group, and only 9% were in thd0+ group.
Additional.analyses are required to understand the natwenwdntic opaqueness as a function
of developmental level of text and also in the challenge that these words pesel@srat

different developmental levels.

[Query: Please check whether Figure 1's three graph lines and key a re distinguishable in b&w. | f
they aren't, please resupply the art with different styles (e.g. , dashed, solid, dotted) for the graph
lines.]

FIGURE 1
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Note. Time = 1 for kindergarten and grade 1 texts; time = 2 for grades 2 and 3 texts; time = 3 for grades 4 and 5

texts; time = 4 for grades 6-8 texts; time = 5 for grades 9 and 10 texts; time = 6 for grade 11 to college texts. The

figure shows how slope differs depending on a lead word’s frequency. For words with a frequency of 50, ranks of

words do notlincrease significantly across grade bands. For words with a frequency of 150 or 300, ranks of words

increase significantly (suggesting lower prevalence) across grade bands.

TABLE 1
lllustration of Predicted Appearances of a Word and Its Family Members by Grade Levels
Grade 11 to

Grades | Grades | Grades | Grades | Grades 9 | college and
Word Kandl | 2and3 | 4and5 6-8 and 10 career ready
improve 0 8 45 132 111 239
improved 1 3 21 65 64 154
improvement 0 0 20 24 79
improvements 0 0 2 13 19 59
improves 0 0 7 5 10
improving 0 0 5 14 13 56
Appearancestinithe grade 1 11 78 251 236 597
band corpus
Predicted appearances per 1 7 47 99 140 233
million words
TABLE 2

Number of Texts'and Words in the Common Core’s

4 Exemplar Texts

Grade band Number of texts | Totalwords | Average length of texts (words)
Kand 1 14° 7,647 546.21

2and3 25 33,396 1,335.84

4 and 5 29 61,730 2,128.62

6-8 33 157,905 4,785.00

9and 10 46 268,960 5,846.96

11 to college and career ready 53 386,288 7,288.45

Total 200 915,926 4,579.63

*National Governors Association Center for Best Practices & Council of Chief State School Officers. (2010c).

Common Core State Standards for English language arts and literacy in history/social studies, science, and technical

subjects: Appendix B: Text exemplars and sample performance tasks. Washington, DC: Authors. ®The three wordless

books recommended by the Common Core for grades K and 1 are not included.
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TABLE 3
Analysis of Family Members Within  the U10+ and 1 < U <9 Frequency Groups
Lead word U10+ 1<U<9 All words in families
Predicted Predicted Predicted Predicted
Number jfappearance | Number | appearance | Number | appearance | Number | appearance
of in_A‘million of in 1 million of in 1 million of in 1 million
Grade band words words words words words words words words
Kand 1 1,307 582,219 1,932 166,684 3,419 10,518 6,658 759,421
2and3 480 24,993 518 14,987 1,078 3,351 2,076 43,331
4 and 5 290 10,758 258 5,475 680 2,328 1,228 18,561
6-8 221 4,776 97 1,701 485 1,640 803 8,117
9and 10 108 1,814 18 235 261 848 387 2,897
11 to 45 556 1 10 100 297 146
college and 863
career ready
Total 2,451 625,116 2,824 189,092 6,023 18,982 11,298 833,190

[COMP: Please set the equations in RRQ's font for tables’ column

TABLE 4

heads.]

Models for Examination of Variation in Ranks of Words Across Grade Bands

Model 1: Unconditional growth m odel® Model 2: Effect of frequency P
Standard Standard

Effects and fit Estimate error p Estimate error p
Fixed effects
Intercept 649.77 81.396 <.001 137.55 27.786 <.001
Time (grade band) 105.06 18.505 <.001 -6.13 8.193 454
Frequency 2.01 0.015 <.001
Time x Freq 0.44 0.004 <.001
Random effects
Variance (intercept) 15,979,364.20 | 463,882.060 | <.001 | 1,599,134.85 | 53,216.435 | <.001
Covariance (intercéept, slope) 3,139,222.45 97,351.454 | <.001 17,411.37 11,093.596 A17
Variance (slope) 757,389.24 24,002.891 <.001 79,673.74 4,760.920 | <.001
Model fit
Akaike information criterion 263,266.445 256,901.271
Bayesian information criterion 263,312.021 256,962.039
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. b .
aL1: Rank” = BO] + BijTlme” + rij; L2: BO] =Yoo + qu; 81] =Y10 + ulj. L1: Rank” = BO] + BijTlmeU + Tij; L2:

Boj = Yoo + Yo1Freds; + ugj; B1j = Y10 + v11Freqqs; +uqj.

TABLE 5

Illustrations of<TFrends for Differences in Ranks of Words at Differe

nt Grade Bands

Most frequent ( U function > 50)

Less frequent ( U function < 50)

Exemplar little much a abandoned | baked | occasionally
U function 1,067 1,026 24,070 18 10 31
Rank K and 1 3,112 698 21,811 0 35 1
Rank 2 and 3 3,214 1,795 43,052 5 53 9
Rank 4 and 5 2,676 2,116 47,790 17 38 50
Rank 6-8 3,155 3,458 74,090 43 57 214
Rank 9 and 10 1,820 2,202 49,620 36 35 202
Rank 11 to college and career ready 1,871 2,938 71,694 73 32 390

A (Time 6 - Time 1) -1,241 2,249 49,883 73 -3 389

TABLE 6

Means (and Standard Deviations) of Types and Tokens in the Common C ore’s * Exemplar Texts of

2,451 Marphological Families (  Percenta ges)

Grade 11 to
Grades K and Grades 2 Grades 4 Grades 6— | Grades 9 and | college and
Word frequency 1 and 3 and 5 8 10 career ready
group N I N I N I N I N I N I
Tokens
u10+ 97.2 928 | 89.7 | 836|896 | 87.6 | 88.1 | 863 | 876 | 855 | 87.0 | 85.0
With1<U<9 97.7 96.6 | 919 | 923 | 91.7 | 90.7 | 90.4 | 89.5 | 90.0 | 89.0 | 89.8 | 88.6
(0.5) | (0.08) | (8.7) | (1.6) | (22) | (1.2) | (2.4) | (3.4) | (6.2) | (13.3) | (6.0) | (6.6)
N and | combined_[n_97.1 (0.65) 921 (1.7) 91.1 (1.0) | 89.8(2.6) 90.0 (13.3) 89.1 (6.3)
Types
U10+ 951 90.2 873 | 814|778 |80.7 | 715 | 722 | 68.1 71.7 64.6 | 66.7
With1<U<9 96:4 94.9 906 | 87.0 | 843 | 86.2 | 788 | 799 | 76.1 79.4 73.6 | 75.7
(0.01) | (0.4) | (2.4) | (5.9) | (1.1) | (2.5) | (8.5) | (2.8) | (13.9) | (25.8) | (7.8) | (9.1)
N and | combined | 95.6 (0.52) 889(6.7) | 855(1.0) | 79.6(11.2) | 76.1 (21.4) 74.9 (5.7)

Note. | = informational text; N = narrative text.

#National Governors Association Center for Best Practices & Council of Chief State School Officers. (2010c).

Common Core State Standards for English language arts and literacy in history/social studies, science, and technical

subjects: Appendix B: Text exemplars and sample performance tasks. Washington, DC: Authors.
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Excerpts of Texts ?in Six Grade Bands lllustrating Tokens and Types From 2,451 Morphologica

Families
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Grades Ksand

Grades 2 and

Grades 4 and

Grade 11 to

college and

1 3 5 Grades 6-8 | Grades 9 and 10 | career ready
Text title GreensEggs From Seedto | Tuck Roll of “I Have A Dream: | “Society and
and Ham by Pumpkin by Everlasting by | Thunder, Address Solitude” by
Dr. Seuss Wendy Pfeffer | Natalie Babbitt | Hear My Cry | Delivered at the Ralph Waldo
(1960) (2004) (1975) by Mildred March on Emerson
D. Taylor Washington, (1875)
(1976) D.C., for Civil
Rights on August
28, 1963” by
Martin Luther
King, Jr. (1963)
Token 96.4 (96.0) 90.9 (87.2) 92.2 (85.4) 89.8 (75.1) 90.5 (77.7) 88.4 (76.2)
(type)
percentage
Excerpt “I would not “The farmer “tall water “He sulked “We can never be | “But how
eat them'here™| tends the grasses for a while satisfied as long insular and
or there. | pumpkin whispering with a few as the Negro is pathetically
would noteat-| patch to keep | away fromits | audible the victim of the solitary are all
them weeds out. sides, grumbles unspeakable the people we
anywherel Weeds take releasing it. which no horrors of police | know! Nor dare
would not'eat™| water from the | Here and one paid brutality . We can | they tell what
green.eggs soil. Pumpkin | there the still any never be they think of
and ham =kdo='| plants need surface of the | attention to, | satisfied.” each other
not like them:=| that water to water but finally he when they
grow.” dimpled , and | fell asleep meet in the
bright rings and did not street.”
spread awaken.”
noiselessly
and
vanished .”
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Note. Lightface words are members of the 2,451 morphological families (predicted to appear once or more per million
words of text). Bolded words are not within the 2,451 morphological families.

@Samples of approximately 25 words.

TABLE B1
Correlations Between 2,451 Lead Words: Six Data bases (U Functions)
1 2 3 4 5 6
1. EWFG? —
2. COCA® 948 | —
3. BNC* 950 | .996 —
4. Kugera and Francis’s word list’® 949 | 986 | .994 —
5. Corpus of American Soap Operas® | .651 715 | 673 | .619 —
6. SUBTLEX{s' .689 | 653 | .673 | .653 | .841 —

¥Zeno, S.M., vens;'S.H., Millard, R.T., & Duvvuri, R. (1995). The educator’s word frequency guide. Brewster, MA:
Touchstone Applied‘Science Associates. *Davies, M. (2009). The 385+ million word Corpus of Contemporary
American Englishs(1990-2008+): Design, architecture, and linguistic insights. International Journal of Corpus
Linguistics, 14(2), 159-190. °Leech, G., & Rayson, P. (2014). Word frequencies in written and spoken English: Based
on the British National Corpus. New York, NY: Routledge. Kugera, H., & Francis, W.N. (1967). Computational
analysis of present-day American English. Providence, RI: Brown University Press. ®Davies, M. (2012). The Corpus
of American Soap Operas: 100 million words, 2001-2012. Retrieved from http://corpus2.byu.edu/soap/. fBrysbaert,
M., & New, B(2009). Moving beyond Kucera and Francis: A critical evaluation of current word frequency norms and
the introduction of:a'new and improved word frequency measure for American English. Behavior Research Methods,
41(4), 977-990:
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