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Abstract

PurposeiPatientspecific IMRT QA measurements are important components of processes designed to
identify discrepancies between calculated and delivered radiation @ise®pancytolerance limits are
neither well,defined nor consistently applied across centd@ifse AAPM TG218 report provides a
comprehensive‘review aimed at improvithg understanding and consistency of these processes as well

asrecommengdations for methodologies and tolerance limits in pafpeaific IMRT QA.

Methods: The performance of théose difference/distande-agreement (DTA) ang dose distribution
comparison metrics are investigated. Measurement methods are reviewed and fojl@avaiddussion
of the pros and cons of each. Methodologies for absolute dose verification are disodssed dVIRT
QA verificationtools are presented. Literature on the expected or achievable agreemesn bet
measuréements and calculations for different types of planning and delivery syatemeviewed and
analyzed. Tests of vendor implementationshefy verification algorithm employing benchmark cases

are presented.
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Results: Operational shortcomings that can reduceyth®ol accuracy and subsequent effectiveness for
IMRT QA are described. Practical considerations including spatial reswlutiormalization, dose
threshold, and data interpretation are discussed. Published data on IMRT QA& alngic¢hl experience

of the group members are used to develop guidelines and recommendations on tolerancendirditsct
for IMRT QA. Steps to check failed IMRT QA plans are outlined.

Conclusion:,Recommendations on delivery methods, data interpretation, dose normalitedicse ofy
analysis=routines and choice of tolerance limits for IMRT QA are made fotus on detecting
differences.between calculated and measured doses via the use of robust analysis methadsiaepthan
understanding of, IMRT verification metrics. dmecommendations are intended to improve the IMRT

QA process and establish consistent, and comparable IMRT QA criteria among imstitutio
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I. Introduction and statement of the problem
a. Background and importance
The idea of conformal radiotherapy using intensity modulation was presented imlyh£988’s® with

delivery systeméirst contemplated anshortly thereaftedeveloped®. By the mid 1990'’s, reports of the
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first clinical experience with intensity modulated radiation thgrdMRT) were publishell’ with the
commissioning and quality assurar{€®) of such systems published simultaneotiSlyIMRT delivery
technigues can be divided into two broad categories, fixed and moving gantry.-gkixed IMRT
delivery employs stepndshoot (or segmental), sliding window (dynamic), or compensstsed
methods. Moving gantry IMRT delivery includes spior sequential tomotherapy® and volumetric
modulated™ arc_therapy (VMAT). The tomotherapy technique uses specialized matiyleaf
collimators MLCs), with only open and closed positions. VMA&quires dynamic MLC delivery along
with continuously variable or quantized dose rate and gantry mbtionlMRT dose distributions are
typically much more heterogeneous than ¢hog3-dimensonal (3D) plans employingcomplex fields
that incorporateydifferent degrees of modulation. Since the inception of IMREedures fothe
delivery systemi and patiespecific IMRT plan QA have emergéd based on measurement and
calculation/ techniques including independent monitor (Mit) calculations for IMRT. IMRT QA
verification_is an important processployedto check the accuracy of IMRT plan dose calculati@mms

to detect clinically relevargrrors in the radiation delivery, thereby ensuring the safety of patients and
fidelity of treatment.

Several components must be addressed wlieically implementing IMRT such as acceptance
and commisening of the delivery devicandtreatment planning syste(iPS) and development and
implementation,of a comprehensive IMRJA program. An earlAmerican Association of Physicists in
Medicine BAPM) report onIMRT clinical implementatiordescribedielivery systermandpretreatment
QA™. In 2009 additionatletails concerningMRT commissioning were addressed including tests and
sample ‘acuracy results for different IMRT planning and delivery systémdn 2011, strengths and
weaknesses of different dosimetric techniques and the acquisition of aatatattdr commissioning
patientspedific measurements were addre$sef comprehensive White Paper on safety considerations
in IMRT was also published, which clearly specified thattpeatment validationsiere necessatyfor
patient safetybutthe goal of the White Paper was not to explicitly address how that validtamdbe
done. Other. possibilities besides measuremdrage been published dluding independent computer
calculaions checksum approachesand log file analyst§ **2%
[AAPM, American College of RadiologyACR), American Society foRadiationOncology ASTRO)*
16.18.25 have strongly recommended patispecific IMRT QAbe employedis part of thelinical IMRT

Severalprofessional organizatien

process. A _series of New Yorkmesarticles highlightedo the general publithe hazard to patients
when patientspecific IMRT QA was not performed after a change to a patiein€atmentplan was
madé® ?’.

While the value of patiergpecific IMRT QA has been debated among physitist§*
especially whether computational methods can replace physical measuremeassiremerbased

patientspecific IMRT QA methods are widely useuhd are the core element of most IMRT QA
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programs.In many centers, & A measurement is routinelyerformed aftea patient's IMRT plan is
createdand approved by the radiation oncologigihe treatment plan consisting of MLC leaf sequence
files (or compensators)s a function of gantry angndMUs from the patient’planis computed ora
homogeneouphantom to calculate dose in tA measuremengeometry. The physicagdhantom is
irradiated underthe same conditiondo measure the dose. The calculations and measurements are
comparedand_approved or rejectadsing the institution’s criteria for agreement. If the agreement is
deemed acceptablehen one infes that the deliveredpatient planwill be accurate within clinically
acceptable.tolerances. This phantom plan does not check the algorithm’s manadémimbgeneities,
segmentatiomrrors or patient positioningrrors The details ofmethods used to evaluatee agreement
between measured and calculatkzbe distributionge.g., howa y evaluationhas beerimplemented)
however areoften poorly understooby the medical physicig For example, ithe tolerancdimits have

not been thoroughly evaluatedwill be difficult to assessvith any degree of confidence that$bémits
were clinically_appropriate. To this end, the AAPM Therapy Physics Committee (TPC) foFasd
Group {TG)-218 with the following charges:

1. Tomreview literature and reports containing data on the achieved agreement between
measurements and calculations for fbgathtry IMRT,VMAT, and tomotherapyechniques.

2. Te"review commonly usedmeasurement methadsomposite of all beams using the actual
treatment parameterperpendiculacomposite, angerpendicular fieleby-field. Discuss pros
and cons of eacimethod

3. Toureview singlepoint (smalaveraged volume), 1D and 2D analysis methodologies for
absolute dose verification with ieshamber and 2D detector arrays, mainly performed with
dose differences comparison, distat@@agreement (DTA) comparison between measured and
calculated dose distributions, and a combination of these two metnegifod).

4. To investigate the dosdifference/DTA andy verification metrics, their use and vendor
implementation variability, including ¢ choice of various parametensed to perform the
IMRT QA analysis.

The objectivesof this report is to addredwesecharges. The repongprovides recommendation®n
tolerancdimitstand measurement metho&gpecifically, \arious measurement methods are reviewed and
discussed.==The dose difference/DTA anderification metrics areexamined irdepth. Data on the
expected.arachievable agreement between measuremensl@ridtions for different types of planning
and delivery systems are reviewed. Results fraesesuite developetty TG-218to evaluate vendors’
dose comparison software under weljulated conditionare presentedRecommendations on the use of

v analysis routines and choice of toleratiggéts are made
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b. Uncertaintiesin the IMRT planning and delivery process

Acceptance criteria fanitial machine andPScommissioning arevell establishett *2. The acceptance
criteria forpatientspecificMRT QA, however, are more difficult to establish because of large variations
amongIMRT planning systems, delivery systems, and measurementtSol$here are many sources of
errorsin IMRT planning and delivery. In terms of treatment planning, eitver sources camclude
modeling of the MLC leaf end, MLC tongue and groove effextleaf/collimator transmission,
collimatorsMLC penumbracompensatosystemgscatteringbeam hardening, alignmenbutput factors

for small fieldsizes, heathackscatterandoff-axis profiles. They can also includselection of the dose
calculation grid size and the use and modelingeiérogeneity corotions. Accurate IMRTTPS beam
modeling is" eSsentiato reduce the uncertainties associated witle TPS planning process and
consequenthensure good agreement between calculations and measurements when performing patient
specific vefification QA" .

Spatial and dosimetridelivery systenuncertainties alsaffectIMRT dose distribution delivery
accuracy These uncertainties include: MLC leaf position errors (random and systematiC),)ddt
speed acceleration/deceleration, gamtational stability, tablemotion stability, and beam stability
(flatness, symmetry, output, dose rate, segments with low Mdsaddition, differences and limitations
in the designyofithe MC and accelerators, including the treatment head design, as well as the age of the
acceleratorfequipment caiave an impact on the accuracy of IMRT delivery technitii&s

Anothersourceof uncertainty among clinics using measuremmgedoatientspecificlMRT QA
programss thesmeasurement and analysis tools useuterpretthe QAresult$®***>* These software
tools have several parameters that must be chosen to perform thsisamaly the results can vary
significantly depending on thoshoices. Onexampleis theselection of whether to use global or local

dose normalizatioto compare measured and calculated dose distributions

c. Tolerancesand action limits
Quality measureare employedto validate systenperformanc& *°, such as IMRT QA In this report,
actionlimits aredefinad asthe amountthe quality measures are allowedd®viatewithout risking harm
to the patiedf.as.well as definingimit valuesfor when clinical action is required. An example for IMRT
QA is the decisiomot to treat the patient ithe comparison betweenpaintdose measurement and the
planned valu@xceeds predefined acceptance criteri@lg. +5%). Thesdimits will depend on whether
one is using,relative or absolute dose differences ardfuicitly excluding low dose regiorfsom the
analysis Action limits should be set based on clinical judgment regarding the actigptaftéa specific
guality measure deaiion

Tolerancelimits are defined as the boundarieswithin which a process is considered to be

operating normally, that is, subject to only random erroResults outside dhe tolerancdimits (or
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trends moving rapidly towards these boundaries) provida@icationthat a system is deviating from
normal operation. The measuremegguls that lie outside the tolerance limighould be investigated to
determinef their causecould be identified and fixed. The intent of this approach is taskxes before
they reach clinicalljunacceptable thresholds action limits When using action and tolerance limits, it
is assumed that_a careful commissioning process was followed. During the commispiatess,
systematic errors should be identifiand eliminated to the degree possiblEhis approach can also
inform thechoice of action limits when ambiguity exists about the clinical dmpfaexceeding action
limits. This.report will provide recommendations one procesbased method to choofigeselimits

and accounts for both random errors and any residual systematic errors from thestonimgj process

I1. Dosedifference, DTA, y analysis and verification metrics

Dose distributions are almost always represented as arrays of pointdgeéaeld by a location and dose
value. The spacing between the points is the spatial resolution of the distribution andtdue=d to be

the same in all spatial dimensiooslocations The spatial resolution of the dose distribution plays an
important role=ins its display and evaluation. Coarse dose distributions may require some type of
interpolationyto.display in an easily interpretable form, such as isom@sedr dose color washes. Dose
distributiongresolution also plays a role in dose distribution comparisons. S&ommgarison techniques

are degraded by coarse resolution, so interpolation is employed.

This_discussion of dose comparison techniques will assume that there are two dissjbuti
termed a “reference” and an “evaluated” dose. The reference distribution is typicallyettayainst
which the evaluatedistribution is being comparedithough the specific mathematics and limitations of
the comparison techniqgues may require these roles to be reversed. Some of the cotepansues
are invariant with respect to selection of the reference and evaluated distributiomanarsmot.

The process of dose comparison is part of a clinical workflow, in vihielgoal igo determine if
the reference_and evaluated dose distributions agregthin limits that are clinically relevant. The
question of.clinical relevance involves more than the dose itself, it also invodvdesh gradients as lve
asdose errors resulting frospatial uncertainties. There is therefore a need to undetstémthe spatial
and dosimetriesuncertainties when conducting dose distribution comparisons. afiaé apalog to the
dose difference.is the DTA, which in general refers to the distance between common fegheds/of
dose distributions.

Thewpositimal accuracy specification of a steep dose gradient region should at least in part be
based on the accuracy of patient positioning. Setting IMRT QA tolerdigtdsr than the ultimate
clinical requirement will lead to unnecessary effort in attempirmgduce respective errors. Finally, in
some cases the spatial uncertainty can be related simply to experimental error. veséf insists on

having zero spatial error in a calculation, or if the calculation is being usad xtremely accurate s®
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delivery process, the dose distribution measurements have some spatial upceftaénefore, the DTA

criterion can also be partly definbdsed othe measurement error.

a. Challengesfor comparing dose distributions

On the surface, comparing dose distributions would appear to be straightforwardstiibatitins are no
more than ‘arrays of numbers, and a straightforward method for compatmgalculate their numerical
difference.. Howevelin steep dose gradierggions,the dose difference is extremely sensitive to spatial
misalignments....This sensitivity leads lavge dose differencethat easily exceed the dose difference
criteria even for clinical irrelevamspatial misalignments.

A common method for comparing dose distributions is to overlay their contours. Thigjtechni
provides a rapid and qualitative method for comparing the distributions. If théulismis agree exactly,
the contours will overlay and if not, they will separate. The separatiomckstaill depend on two
factors; the difference in the doses and the local dose gradients. When the graglistgsparcontours
move onlyslightly with changes in dose, so even large dose errors will correspond to smallr contou
separationss.Thereforeprmmparing contours in steep dose gradient regions provides little insight as to the
dose differences. because it takes very large differences to significantly move the limeke @her
hand, evenssmall dose differences will move isodose lines fiawirdose gradient regions. The only
places wherecontour plotsasily provide quantitative information are where isodose lines cross or
superimpese. If the isodose lines are the same values, the distributions agree ekasttylatations. If
two different_isodose lines cross, for example the 30% from one distributiorandthe 60% linefrom
the other distributionthe dose difference is known at the crossing point. Otherwise, superimposed
isodose contours provide little quantitative information.

Figlire 1"shows an example of superimposed isodoses from Badlwale?’. The isodoses
represent measured dose distributions from radiochromic film and a 2D dosifhbgercorrespondence
between the two dose distributions is clear, and shows that there is no extensive disagattbmagtt
disagreements of a few percent drtficult to determine. Figur@ shows two dose distributions that
greatly disagre®.» The fact that they disagree is instantly clear from the vastly different isodeselfin
this case, additional quantitative dose analysis may be unnecessary.

One_of _the more challenging aspects of pharbased dose distribution comparisons is the
difference between the phantom and patient doses due to theiinditfeometrie€. For measurements
intended tonevaluate planned dose accuracy, the comparison criteria would ideally benbelsedab
organby-organ tolerances. For example, thenor dose tolerance specification might be 3%, while a
looser criterion of 10% might be acceptable to some muscle receiving 10 Gy aladlysiwith spaial
tolerances. The spatial accuracy requirement might be 2 mm at the edge of theosdjralit 5mm or

more in the muscle. Because the measurements are conducted in phantoms, the plamced flu
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distribution does not lead to the clinical dose disition, even if there are no planning or delivery errors,
simply because the dose deposited in the phantom has a different pattern than the dided ohepus
patient. Even if the spatial locations of the organs and tumor are superimposed on the, thardose
distributions will typically not conform to #m because of the differencestlie attenuation and scatter
properties between the phantom and patient. Therefore, for evaluations such aspetiéotQA in
phantom, we_have conventionalljieel on more generic acceptance criteria, based on overall goals of

dosimetric'and spatial accuracy in the domain in which we are able to measure.

b. Dosedifferencetest
The dose difference test is the most straightforward test to understand anetint€h@ dose difference
at location(#)=is the numerical difference & between the evaluated dose D, () and the reference dose
D,(#) at that location. Mathematically the dose difference can be written as

8() = D.(¥) — D, ()
Note that the doses are sampled at the same positions. This analysis is straightforwaite vdose t
distribution.,elements occupy the same locations (i.e. same grid resolutiospabial interpolation is
required when,they do not. The dose differetest is invariant to within a sign with respect to the
selection of'thewreference and evaluated distributions; all that happens if they gredsisapat the sign
of the dose difference changes.

The dose difference test is excellent at providing tlee unsight as to the concordance between
the two distributions inow dose gradientegiors. In these regions, the dose changes slowly with
location, and the dose difference is indicative of the disagreement between traistsilmutions
independent of spial uncertainties. Therefore, the spatial error tolerances, or DTA criteria,ecan b
ignored. The opposite is true in regions of steep dose gradient. Even large doseikknmressivin
effectively moving the dose only a short distance in a steepgiladeentregion. Therefore, if there is a
nonzero DTA tolerance, it may not be violated even for a large dose difference.

Because small spatial shifts can lead to large dose differences, regions may fail a dosedlifferen
test but still be clinicallyacceptable because the shift is small. Since the clinical reality is that the spatial
relationship=between the planned and delivered dose almost always méiterdpse difference
distribution_alone is insufficient to determine if the dose distributions agresithin the clinical
tolerances. [Figur8ashows an example of two dose distributions, a-fil@asured and calculated plane
from an IMRT treatment plan, shown in grsgalé®. The dose difference is shown in Fig@ie ard
highlights two regions of discrepancy. The regions to the left and right correspond toepjgpsitof the
dose discrepancy and have differences of up to 15%, all within the steep dosetgegdons. Dose
differences such as these are very large considering the 3% dose difference criterion seldated b

investigators.
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c. DTA test
350 Van Dyk et al” used the concept afistanceto-agreement@TA) in 1993 for treatment planning QA.
They specified that the distance between two dose distributions tiadimethe dose difference should be
the acceptance criterion in steep dose gradient regions.
Harms._et af codified the Van Dyk et & distance criteria into an algorithm. They defined the
DTA for a point in the reference distribution as the closest location in the evaluatedstidisetidn with
355 the same dose.as tpeint in the reference distribution. Unlike the dose difference test, this algorithm
required a search of the evaluated dose distribution to identify the closest distaheepoint in the
reference distribution that had the same dose as that point, lequieafinding the closest distance of the
evaluated distribution isodose line.
The DTA evaluation is ideal for determining the separation between steep dd&ngregions.
360 However,as a comparison between dose distributions, it becavesensitivein low dose gradient
regions, where even a small dose difference cathse relevant isodose line to move far from the
reference peint==Because of this, and because most dose distributions areetbbyilvat dose gradient
regions, DTA distributions are difficult to interpret and by themselves ngtussful.
Becauserthe DTA test involves a search, the DTA value is not invariant to the seléuetfooho
365 distributionvisiselected as the reference. The referatistribution can have any resolution and
dimensionality because the DTA is calculated point by point in the refemistiébution, but the
evaluated distribution usually has at least the same or greater resolution andiatialiy than the

referencaistribution.

370 d. Compositetest
Given that/the dose difference and DTA tests were complementary in their sensitloity dod steep
dose gradient regions, respectively, it made sense to combine the two so one auhhelef a
reference point had passed both the dose difference and DTA tests. Harfistermald thisthe
composite test. A reference point was said to have passed if it passed eittoeretlogference or DTA
375 tests. Only,ifit.failed both tests was it determined that it had failed the comparison.théhdlemposite
test automatically managed both gtesndlow dose gradient regions, it suffered from being strictly a

passfail test.lfa'point failed, the test did not indicate by how much.

e vytest
380 The lack of insight as to the magnitude of failure with the compositéetdstow et &* °* to generalize
the test. They treated the dose distribution comparison from a geometric perspgativa@uating the

displacementbetween the reference and evaluated distributions. This evaluation was conducted
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independently for each reference dose point. Similar to the DTA test, the dinaitgiof the reference
distribution could be a single point, while the evaluated distribution needed to bstatrie dimensional.

The queson of thedisplacemenbetween dose distributions was complicated by the fact that
there were n+1 degrees of freedom, where n referred to the spatial dimensionaétgarhffarison (e.g.
a film plane contains two spatial and one dose dimension). The dose distribution cdwdddbg of as
an ndimensional sheet within the n+1 dimensional space. The problem with determulisgacement
in that space was that one of the axes was dose, while the others were distadtspladement
measurement. was meaningless in this muHiplantity space.

In order _to allow the measurement to be defined, the dosed@pthcementscales were
renormalize@o be unitles®y dividing them by the dosAaD) and DTA Qd) criteria, respectively.

The “displacemenbetween two points;. and 7, in the reference and evaluated distributions,
respectively, in the renormalized space was terimed

5 o 2(Feiy) | 6%(Fer)
G, ) = [0 4 20 &)

wherer (7, ). was the distance between the refeeeand evaluated points, ad,,7.) was the dose
difference.“The minimurdisplacementvas defined ag
y(#) = min{T (7%, 7)}v{7.} (2)

Values.ofy between 0 and 1 indicated that the comparison passed with respect to the dose and
distance criteria.Values greater than 1 indicated failure. Becausas thedisplacemenbetween the
two distributionsy was essentially the radius between the reference point and the evaluated distribution,
so the pass/fail criteria were essentially the circle, sphere, or hypersphere in 1, #jraadstonal dose
distributiongcomparisons, respectively. This was similar to the compositanesin fact comparisons
between the two tests showed little in the way of differences between points that passed and failed
although they test was shown to be slightly more forgiving than the composite test for cldosal
distributiong?,

While the y test provided more than a pass/fail comparison, this did not itself allow a
straightforward=interpretation of the test's mewy. The most effective method of gaining an intuitive
understanding of the test’s performance was to examine how the test behaved in twe eatrditions,
one of nearzero dose gradient and one of steep dose gradients.

Figure 4 shows examples of 1@ose distributions withow and steep dose gradients. The
calculation found, the closest approach of the evaluated dose distribution to the reference dose
distribution. With low dose gradients, the vector connecting the reference point to the evaluated
distribution by nearly parallel to the dose axis (Figdi@. The dose difference tesbuld be interpreted

as the distance between the two distributions along the dose axis, which iseyhisthdefauktdto in
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the conditions of a zero dose gradient. Thereforey thet defauktdto the dose difference test (within
the normalization of the dose difference criterion) in low dose gradienngegicecisely where the dose
difference testvasmost useful.

Figure 4b shows thetest under conditions of steep dose gradients. In this caseyel®or lies
nearly parallel to,the distance axis, or distance axes for 2D and 3D dogmutii;is. The DTA test
could be interpreted as the closest point where the evaluated dose distribudsau ¢hee distance axes
(with the origin placed at the reference point). Therefore, as the gradient inctbasddst became the
DTA testrassnormalized by the DTA criterion.

The-mainsbenefit of the comparison tool &s that it automatically reduced the sensitivity of dose
distribution comparisons in steep dose gradient regions. Fjusbows an example affor the dose

distribution comparisons shown in Figure. 3

f. Other tools
A number ofJIMRT QA evaluation tools have been developed and reported in the lifératuiehe
gradient compensation method was developed by Moraf’etiey computed the local dose gradient
for each point“in the dose distribution. A usefected distance parameter vdmsento allow for
geometric uncertainties due, for example to experimental error or calculaioregplution. The dose
gradient at each point was multiplied by this distance parameter to yield a dose vasearating to the
resulting uneertainty in dose due to the spatial uncertainty. Dose differenceg$s ex this uncertainty
would be.displayed and analyzed. The gradient compensation method would remove daseakffe
that mightbe due to the spatial uncertainty. Presumably, the remaining differences wobkl cod to
spatial errars and the physicist could evaluate the magnitude and clinical relevdrose afrtors.
The_noermalized agreement test (NAT) values and NAT index were defined by Childress and
Rosenr’. The NAT index represented the average deviation from the percent dose diffed@nteand
DTA criterion"(Ads,) for everypixel calculated, ignoring measurement areas having errors lesa Hsin
criterionsThey=developed an algorithm that started with computing the dose difference and D&# va
If the dose difference for a point was less than the criterion, the NAT waseset to zero. If the DTA
value was less than the criterion, the NAT was set to zero. If the calculated dose was less tifah& 5%
maximum calculated dose, the pixel was assumed to be outside the PTV, and if the messuvessd
less thapsthe computed dose, the error was assumed to have no biological stgnsitcéime NAT was
again set to zera. If, on the other hatitt measured doseasgreater than the computed dose, or if the
percent dose was greater than 75%, the NAT value was compuled,a65>1), whered was the lesser
of the ratiosABS(AD/AD,,,) or Ad/Ad,,, andD.,;. Wasthe greater of the computed or measured dose at

the pixel of interest divided by the maximum computed dose
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450 Bakai et a° developed alosedistribution comparison tool based on gradigependent local
acceptance thresholds. The method took into account the local dose tgradien reference dose
distribution for evaluation of misalignment and collimation errors. These comiiliotthe maximum
tolerable dose error at each evaluation point to which the local dose differeresrbebmparison and
reference data were compared. They identified two weaknesses ofesiethat they were addressing.

455  First, that with,an exhaustive search, thiool would take a considerable amount of time to calculate,
especially for 3D dose distributions. Second, interpolation would be required do#ee distribution
spacingwasrsinsufficiently fine. They concluded that the search process inherentévaluation should
be avoided-and:so they defined an alternative process.

First, the'dose axis was rescaled to units of distance by rgiriipthe dose by the ratio of the

460 DTA to dose difference criteria. Without interpolation, for relatively largd gpacings and steep dose
gradients, the tool overestimated the valuey.ofThe difference between the evaluated and reference
doses wasndivided by a quantity caltédvhich was related to the local dose gradient, resulting in the
dose distribution’comparison topl They compared dose distributions calculated using the y and y tools
and showed both methods gave essentially the same réswitsser, the calculation of y was more

465 efficient thanthe calculation of

g. Practical considerations
Users of theystool should understand its performance in some detail. While the mechanics of the
calculation are relatively straightforward, there are operational details that cae redeffectiveness and

470 accuracy.

1. Normalization
Normalizatien plays a critical role in the interpretation of dose comparisoitse The dose difference
criterion isfa'case in point. The dose difference criterion is typically described pertientage of the
475 maximumrdose“for one or both of the dakstributions being compared (global normalization), or the
percentage of the prescription dose. It also can be described as a lsealpeloentage (local
normalization). Specifically in global normalizatiothe dose difference between any measured and
calculated dose _point pair is normalized using the same value for all point psirsthedf maximum
plannedrsdose point On the other hand, in local normalizatitime dose difference for all point pairs is
480 normalized to the planned dose at the locahipoSelecting the local normalization allows one to have
the same relative tolerances in the target and critical structure volumes. Hoivewkmlso cause the

low dose regions to have unrealistic dose accuracy requirements.
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The process of selectirthe normalization involves compromises that are based in part on the
differences between the patient and phantom geometries. Ideally, one would likeetoliheally
485 relevant criteria. The target volumes will receive nearly homogeneous ilosemposite delivery
which are also near the maximum dose. Criteria for dose accuracy within the target vatuime c
straightforwardly defined, say at 3%, becausectiwce of usinglobal vs. local normalization withake
little differencewhen the target is concerned. However, the phantom and target shapes are different, so
the dose level and dose heterogeneity in the phantom measurement wiletentifian the calculation.
490 One way to.manage the difference in target shapes is to reconstruct the tleseatient using the
measured ‘data_and thus determine dose delivery and calculation errors in the patiestryg (see
section V.- This allows the passing thresholds to be clinically guided.
The “problem is compounded when determining criticaictire dose tolerances. The dose
difference [criterionvould ideallybe customized for each organ and the dose level found in that organ.
495  For example, the dose tolerance in the spinal cord for a predicted cord dose of 45 Gy tighteihan
the toleance when the expected cord dess20 Gy. This would allow the physicist to select clinically
relevant criteria=so they would detect only clinically relevant errors. However, ehamgose gradients
and absolute. dosdistribution differences betweethe measurement and calculation within the organ
make the gprocess of selecting orggecific dose difference criteria more difficult. Also, such a
500 comparisonbetween the measurement and calculatoronly possiblefor composite typedelivery.
Furthermoe, customizing the dose difference criterion for each organ with the commonly uR&dQm
methods is_currently not feasiblespecially with the uncertainties from the calculated bpanumbra
near inhomogeneities.
Like the dose difference criterion, the DTA criteria can also be varied as deshed:oncept of
505 the allowance of spatial dose errors comes from the reality that there are always spatiahtieséntai
patient setup and in internal tumor and organ positions. Like daws,ehe DTA should be a function
of the clinical necessity of placing steep dose gradients. Thedeedanctions of both organ and dose.
For example, the DTA critem for the dose gradient near the spinal cord might be tighter than the DTA
criterion fomnon-critical normal tissues. Steep dose gradients often exist in such tissues fegdntey
510 IMRT due tosthesentry or exit fluence, yet the absolute spatial accuracy ofgtemients might not be
clinically important. Discovering where these dose gradient errerga@ng to be located in the patient
with the commonly used IMRT QA methods is difficult.

2. Spatial resolution
515 Spatial resolutiorhas a great impact on the accuracganparing dose distributionsAs shown in Low
I

et al,” without interpolationthe spatial resolution of the evaluated distribution impacts the accuracy of

the y calculation. Figure®a and 5bshow representations of a 1D dose distribution in a steep dose
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gradient region. The distribution in Figusais drawn such that the evaluated dose point closest to the
reference point is closer than any interpolated points. Figbrdiffers from 5a in that the closest
evaluated dose point lies farther than the interpolated evaluated dodmitigstri Without interpolation,
the determination ofy in this case would be greater than the closest distance of the intedpolat
distribution. The, error in the calculation is a function of the local dose gradient, the spacing between
evaluated dose,points, and the D@terion. Coincidentally, in clinical radiation theraplge spacing of
measured ‘or calculated doses is typically similar to the DTA criterion. Forpéxamany dose
distribution=ealeulations are conducted on 3x3x3°mgmids, while the DTA criterion i®ften 3 mm.
When the desesspacing and DTA criteria are similar, the calculated erréam steep dose gradients is
largeif no finterpolation is usedAssuming the dose difference is O in thealculation, he maximum
error iny is roughly the ratio othe spacing to the DTA criterion, so for exampleill be accurate to
within 0.33.in a steep dose gradient region if the spacing resolution ratio is 3:1. Thexefoos rule of
thumb is thatsthe resolution of the evaluated dose should be no greater than 1/3 the &xioh.crit
Interpolation=can be used to satisfy this rulot following this rule may degraddose distributions
comparisoraccuracy

This“problem with spatial resolution had been assumed to be significant dhéy éase of steep
dose gradients. ‘However, as shown in Fighrewhen the evaluated dose distribution hdeva dose
gradient regionsimilar errors can occuif the location of one of the evaluated points does not coincide
with the reference point. Interpolation can reduce these errors, but decreaseatbalation speed
performance Ju et a described an algorithm that reduced the interpolation to a geometric problem.
They proposed that each evaluated dose distribution line, surface, or hyperdorfdé® @D, and 3D
dose distributions) be subdivided into simplexes, namely the represestafitine or surface elements
with the smallest possible number of vertices. These constituted line segmergedriand tetrahedra.
When this 'subdivision was completed, the closest distance between the reference pachasichplex
could easilybe=ecomputed using only matrix inversion. This sped up the process of calcylating
considerablyrasswell as caused each calculation to be implicitly linearly interpotatealing the errors

caused byoarseevaluated dose distribution spacing.

3. Interpretation
Both the.dose difference and DTA criteria can also be used as universal error bars when gdmparin
measurements:wThe DTA criterion can be used to allow for mezaeut positioning error, for example
positioninga phantomio the lasers, andéhability to position film within a phantom.

While the ideal method for setting the dose difference and DTA criteria wouldyhe and dose

specific and based on heterogeneous phantoms mimicking patient geomttisess not currently
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practical. Oneimple way of managing the current standard of practice is to apply dose thresholding for
they analysis. The doses smaller than a ssbected value are not included in ther other analyses.
This allows the user to focus on greater, clinically relevant doses.

555 Two dimensional dose distributions can have thousands of points being evaluated (a typical
20%20 cn film scanned with a 0.5 nmhresolution yields 160,000 points). There are a few ways of
reviewing the.resulting comparison data. The doderdifice ang distributions can be presented as iso
maps or colorwashes. Thelistribution can also be summarized bytdastogram.

The"passifalil criteria are selected in advance of ttedculation, but care should be taken when

560 reviewing theyresuts. In many cases, some points will not passyttest andusingthe exact number
that can pass as the sole determinate of qualithallenging and may not yield clinically useful results.

A point that fails may not indicate a severe problem. Most of the time,dtiteria are fairly strict. One
of the advantages of thaistribution is that it provides an indication not ortigtt the point failed, but by
how much. A"y value of 1.01 is indicative of a failutaut fora 3% dose difference and 3 mm DTAy a

565 value of 1.01"¢oulindicatea dose difference of 3.03% inawv dose gradient region or a DTA of nearly
3.03 mm in a steep dose gradient regiBoth of these are examples of failures, but failures that exceed
tolerances by 0.03% and 0.03mm in tbe and steep dose gradient regions, respectiv&lyoint that
fails they test by 0.03% or 0.03mm needs to be considered eliffigr than a point that fails by a
substantially. wider marginTherefore, the user should look not only at the percentage of points that fail,

570 but also make"an analysis of the maximuwalue, the percentage of points that excegd@ue of, say
1.5, the y histegram and possibly other statistical valueExaminingy calculations with different dose
difference/DTA criteriae.g. 4%/3mm, 3%/3mm, 3%/2mm, 2%/3mm, and 2%/2natt, canalso help
the user understand the sources of discrepancies and their impact.

Without dose comparison statistics specific to tumor or organ systems, atetogemember

575 that any histegram or statistical analysis neglects the spatial information.uld Sieonoted that thetest
could underestimate the clinical consequences of certain dose delivery errors whetir¢heose
distribution is evaluated together. This was demonstrated in the Wollms et & where the specific
dose delivery error they evaluated caused the high dose regions to be delivered ouisig¢otérance
while the dose delivery accuracy for lower doses was within tolerance. This comrefatiose error and

580 dose meant thatrthe errors were clusteénethe high dose region, which corresponded to the tumor. A
comparison, of the doselume histograms clearly showed a systematic discrepancy between the dose
distributions in the target, while thestatistics(relative humbers of points with> 1) appeaed to be
clinically acceptable. Another reason for the acceptabdtatistics waghat the ratio of tumor to
irradiated volumesvasvery small, so even if the tumor is incorrectly irradiated, the fraction atgpthat

585 failed they test might also be small. This highlights the fact thaf: dtptistics should be provided in a
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structure by structure basis and 2) thdistribution should be reviewed rather than relying only on

distilled statistical evaluations suchydsistograms.

III. Review of measurement methods

Several methodscan be used to performpretreatment patienspecific IMRT verification QA
measurementss, shown inFigure 6. The most common methods in clinical practice are: a) true
composite(TC), b) perpendiculafield-by-field (PFF) and c)perpendicular composite (PClror each of
thesemethods;ythe patient’s plasrecomputednto a phantom thaxistsboth physically and within the
planning systemas The TPS calculates the dose in the phantom (hybridhplaa)same geometry as for
the subsequent measurem&htdn a surveyon planar IMRT QA analysis with 2D diode array devices
Nelms and Simotl found that 64% respondents reported using the-Eglfleld methodand 58%
performed|absolute dose analysiBhe survey results showddat 76.3%o0f the clinicsused 3%, 2.9%
used 4%, and-15:1% used 5% dose difference limits. In addition, it was noted that 82.7% usBd3nm
usal 4mm and.2.6% used 5mm DTA limits. They reported 34.5% used,86.7% used-20% and
28.8% used10% standard lower threshold dose limits. In the following sections, eactmethod is
described along=with thtypes of data thatreobtained. Furtheithe pros and cons of each methak
discussed For all methods described below, the recommendation$Gefi20'" can be utilized for

dosimetric methods.

a. Truecomposite (TC)
The TC methoaimulates the treatment delivery to the patiefihe radiation beams are delivered to a
stationary imeasurement device phantom on the coualsingthe actual treatment parameters for the
patient, including MUs, gantry, collimator, couch angles, jaws, and MLC leaf pwsifibe method has
been usednost oftenby physicistsperforming film dosimetryalthough more recently, diode and chambe
aray devices.have been usedypically with film dosimetry anion chamberIC) is placed inside the
phantom and. irradiated along with one or more sheeReatlyPadk EDR2 (Eastman Kodak Company,
Rochester; -NY)ar Gafchromic EBT film(International SpecialtyProducts, Wayne, NJ)providing
simultaneous measurementsabisoluteC dose and relative planar dosé¥ (Figure6a). The measured
IC readingean=be converted to dose by taking the ratia céference field reading tokaown dose (e.g.,
10x10 cri.atréference dep} in phantom.

The film,or detector array is usualppsitionedin a coronalbrientationon the coucl{Figure 6b)
but can be in a sagittakientation(Figure6c) (or transverse plane for filngr a rotatedplane Because
the recorded doses are from all the beams in the plan at their planned positionse thestdbsition

mimics the dose distribution inside thatient distorted and modifiednly by the difference between the
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patient and phantom external con®@anda lack of heterogeneities in the phantom. Within the film or
detector arrayuniform high dose regions will be present along vgtilar dose gradients and low dose
regions that occur in the patient’s plan.

Detector arrays designed foerpendicular irradiation have been used tegrdte the dose during
the TC irradiation. Additional phantom material surrounding the array has been uebthio at least 5
cm depth inall directions.Since the 2D arrays are designed for perpendiculasanemery the array
detectois radiation responsés angulaly dependent. Tis angular dependencis caused bybeam
attenuation. frominternal electronig device encapsulation materials, diode detector packaging materials,
and air cavitie¥®®. The diode array may have significaahgular dependence within £10f the
horizontal axis, primarily due to air cavities between detectdfS. The angular dependence may be
smearedout'when usingbeams frommany angles,such aswith VMAT delivery. However, caution
should be takemwhen using2D arrays for IMRT QAwhen more than 20% of ttaose comes frorthe
lateral directior?”. Another limitation for diode ofonization chamber arrays comes into play for non
coplanar beams, which can irradiate #utive electronics of the devic®r certainfield sizes and beam
angles. Compared to film dosimetry, these ion chamber/diode arraysrhagk lowerspatial resolution.
This becomes._a disadvantage in measuring doses of very small tumor volumes etegjttiose
gradients asswell'as commissioning IMRT systenisis important to note that with arrays, unlike films,
an independentC reading is noessential becausbe QA analysis can be performed in absolute dose
mode

The measuremempiane forafilm or array can be placegither inside thérigh dosevolumeor in
a planethat samples doses received by a particular critical strucduo®emmon position for film is
immediately anterioor posterior to the ion chamber. The mean dose to the ion chamber volume (the
chamber volume'is contoured in the planning system phantom) as well as the 2D dibstiatisin the
same plane(s) as the film or arnaycalculated. The percentelative differences between the measured
and calculated chamber dosa® thencompared to the acceptance criteria. The film dose inmge
registered to the 2D TPS dose image using pin pricks on the film or other fiducialwhéckselate the
film to thedinac isocentewhile the array dose image is aligned to the planning system dose image by
deliberate pesitioning of the isocentetdive to thearray origin After registration, an isodose overlay
and/ory analysis is perform&f®. If an IC is used, it isoften placedat the isocenter when it lies in a
uniform highdose region. Ithe isocerdr lies in a noruniform dose regiontheIC can be placed away
from theisoeentelin a more uniform dose region. Note that an ion chamber reading alone without a 2D

dose plane measurement is not sufficient for detecting ertioes than athat single poirif.

Advantages and Disadvantages
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There are three main advantages to @& method. The first is that the measuremémtludes
655 inaccuracies of the gantry, collimator, couch angles, and MLC leaf pasitittm gantry angle (gravity
effects) as well as the attenuation of the couch top. The second advantage is ¢saltthg planar dose
distribution is closely relatetb the dosethat will be deliveredo the patient, so that the relationship
between tk high dose region and organs at tighg in the same plane can be assessed. Third, there is
only one dose_image to analyze (per plane of interest). The main disadvantage istitireg pbmany
660 beamswill not traverse the film or detect@lane. This is particularly true if the filetectorplane is
transversand.irradiated by only one pair of MLC leaves. Thus, not every part of every beampied.
However, detector devicedesigned to measur¢ MAT beams such as ArcCheck (Sun Nuclear
CorporatiomMelbourne, FL)or Delta4 (ScandiDos, Uppsala, Swedgaperally sample the entire beam
area.
665
b. Perpendicular field-by-field (PFF)
In this method, the gantry is fixed at 0 degree (pointing down) for all beams and thetwllis fixed at
the nominal.angle (Figuréd). PFFis usedmost often with diode or chamber arrays although film and
EPIDs have been used as w@8antry mountindgixtures are available for some arrays so that the actual
670 gantry anglesean be used during irradiation to include the gravity effects diLtbdeaves(Figure6e).
The TPS calculates the dose to the same plane as the measurement aetattar dose planés
registered.to the measured dose imasgjag pin pricks or other fiducial marls the case of film oby
aligning the_array dose image to the planning system dose image by their copmtenm the case of
2D arrays. A comparison of the planned vs. measured dose is then performed for eadihdixdd
675 analyses can be performed in absolute dose mode so that an indep€ndsading is not needed.
Isodose and profile overlagsealsoused to compare the dose distributiofhen anlC is used, Bnilar

to TCdelivery, the chambeis typically placedat the isocentan auniform highdose region.

Advantages and Disadvantages
680 The advantage dhe PFF method is that it samples every part of every &islthe dose from each of the
IMRT fields.is.delivered and analyzed separately. Hgtdield analysismay reveal some subtle
delivery errors.lt preventsthe dose washout that can occur in a composite measurement geometry when
underdosing.in‘some areas in part of one beam may be compensated by an increased dose én the sam
region by“another beanPFFmay be more stringent because the dose distribution from each beam is so
685 highly modulated, small differences in dose and its location can cause largendifein the analysis
result. To a greater extent thdor TC, the agreement between the calculations and measurements is more
dependent on theormalization values for relative dose analysis or shifts from the initgétration

(Table 3. In addition, the significance of a summation of discrete dose errors in each bagen which
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commonly occuws, is not generally knownln this situation,analysis resudt can be misleadings
suggested bg number oktudieswhich have found a po@o moderée correlation betweefield-by-field
3%/3mm DTAresults and the actual measured to calculated 3D dose differences patitdra or
phanton® ¢”7°. While these findings magast doubt on the value of these measurements, it emphasizes
that the method and results should be carefully interpreted. It also emphadizésitiah interpretation

of QA failure resultss a challengingrocess

c. Perpendicular composite (PC)
The PCmethod is similar tahe PFF method described above in é@Xcept that the dose is integrated for
all the perpendiculafields, resulting in a single dose imafyg analysis(Figure 6d), and making the

method fasterthan PFER he same measuring equipment and analysis methods are used.

Advantages and Disadvantages

The advantagef the PC methodis that all portions of each beaane incorporated in a single image.
EPIDs can be.used if each beam’s dose image is acquired separately and then added tegétbieglat
the EPID toyobtain an integrated image for VMAT is considered H@. disadvantage is thidte method
may mask semdosedelivery errors, such as those in the scattered regionsicmaderrors from any one
beam, within the'composite, may blescuredy the superposition of the other beam d8sdzurther, for
VMAT delivery the dose rate variation vs. gantry may be obscured using this methed@isdcaused
by using uniferm’ dose rate delivery vs. namiform dose rate delivery was not caught using Ae
dose digtbution'is unrelated to that in the patient and can be difficult to interpret cliniealymay not

have large_areas of uniform dose despite the compositing effect.

d. Method selection

It is difficult to choose one of the three methodsclsically preferable for IMRT QA The clinically
preferredmethod would be the orhat best identifiessignificant differences between delivered and
calculated \doses: THEC methodhas the advantage of providing a 2D dose slice out of the 3D dose
distribution.while the PFF method onlyprovides information oreach beam with limited ability to
interpret the 3D.dose consequence of regional errors in a single beam. Of ¢dlesgeifield y result is
perfect for every bearfi00% passinglisinga specific acceptance criterithen it is highly likely that the
delivered ‘doesewill closely match thecalculateddose although Nelms et al showed that even that
scenario is not always trife The PC method has the distinct disadvantage of potentially masking errors
due to the sumation. Regardless of the advantages of any particZiabased method, none of the

methods discussed provides information abouBihéosedeviation in the patient.
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When comparing the failure rate results for the same plan tested by each of the three methods,
little if any correlationhas been observedzor example, AAPM TGL19" reported confidence limits as
baseline values for IMRT commissioning based on the measurement results fof tesetases from
several institutions. The cases were designed to test overall IMRT planning aedydmicuracy. sing
the same set of test platise TG-119reportshowed a differencie the confidence limit oi2.4%6 for TC
vs. 7% for PEE®, This means that care must be exercised when attempting to relate results fromione cl

using one method to that of another clitiat employsa different method

V. Review of methodologies for absolute dose verification
A number of techniques can be used for absolute dose verificalimglepoint measurements such as
thoseobtained using individudCs can be considered dose distributions of zero dimension. Radiographic
and radiochromic films, diode rays, chamber arrays, and ERpibvide 2D distributions, andBD dose
distributions_areneasured witim gel and other 3D dosimeters

Absolute/dose can be verified using point dose techniquds2Bn measurements.Hybrid
versions ofs3D=measurement techniques have recently become commercially availabréctdruse.
The AAPM T.G-120 report thoroughy describeshe tools and measurement techniques used for both
IMRT commissioning andatientspecific measurements The methodologies are briefly reviewed
below. Theweader is directed to fi@-120 pullication for more specific informatidh Film dosimetry,
including ealibration, scanning, and other aspects are naistied here; the reader is instead referred to
the report fromAAPM T@&59"%

a. Single-point (small-averaged volume) method
The most basic measurement that can be madedientspecific plan verification is a point dose
measurement. Typically, cylindricdCs and stylized QA phantoms are used for these measurements.
Though commonly referred to as point measurements because a single number &, répese
measurements are actually $imalume measurements over the volume of the chamber. They can be
used to verify that a certaMU setting results in the correct absolute dose. Verification of absolute dose
can be foreither the target or for critical structures, depending on the ehafabement in the QA
phantom.

Chamber volumes may vary from 0.007cc to 0.acdleakage current must be adequately taken

into consideratiotl .

The chamber should be placed in a region of uniform dose and should have
adequate spatial resolutioA good rule of thumb is that the maximum and minimum dasesss théC

(as reported in the TPS dose statistics fol@heolume) should be within 5% of the mean chamber dose
to minimize the effects of volume averaging over a gradient region. The sizel@fighaot particularly

critical and one can make aments for using a 0.6cc chamber or using a smahamber siz&.
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Specifically, the potential problem wittmall volume chambes is that to the extent there are dose
gradients near the chamber, small positioning errors will cause largeeapmeasured dose differences

760 relative to thetreatment plardose. The larger volume chamber will average these gradients and be less
sensitiveto positioning errors as long as the chamber volume has been correctly contour&idPig the

Clinically significantdosessuch as the dose in the PTV or in an OeBion should beneasured.

When possible, the measured dose should be compared to a planned dose to the volume of the chambe
instead of @ point dose that corresponds to the middle of the active volume of the chambeteasidepic

765 the QA plan..\When a chamber is selectedp@tientspecific QA, across calibration technique can be

used to dtermine the dose response of the chamber cHoSen

b. 2D methods
2D measurements can be made to obtamore representative picture of the dose delivery distribution,
770 corresponding to a planar dose. Commercially available dosimeters thattfel 2D methods category
includeionizationchamberarrays diode arraysEPIDs,and film. They are typically used to measure the
2D dose distributions associated with a specific IMRT field. These detectors catepreiative dose
comparisons,against the QA plan. They can also be calibrated to report absolute dasenmeetbut
caution shold=be exercised when using EPIDs and film as they are not ideal absolute dosimeters
775 Calibration‘and,commissioning should be performed before use, following the vendor ewbetions
and any- published guidelines. Planar dose distributions can be exfportethe TPS at the plane of
measurements-and an absolute or relative dose comparison can be performed againsutteenerda
results from the arrayWhile 2D planar arays are typically used for single field measurements, not for
measuring thdC IMRT plart” ", rotational device have been used for measurihg TC VMAT plans
780 and some arrays have been inserted in slab phantoms for rotational IMRT QA meatsuremen
Film canj also be useds a2D measurement deviceBoth radiographic (e.g. EDR2)nd
radiochromic(e.g. EBT2)films have been used. Care must be taken to accurately convert the optical
density to'dose from a film measureniérft >, Commissioning of each film batch should include
characterizing the dose response, sensitivity, and uniformity of the film. rnibent of noise in the film
785  should be considered when determining the dose to be delteetfeel film Radiographic film requires a
dark room_and.a processor. Radiochromic film has the advantage of being less lightestasit
radiographic_film, but §t must bestoredin a light-proof envelope and read at a particular time after
exposure tesaccount for the reverse fading eff€ci: plans delivering more than abdu®y per fraction,
the MUs may have to be proportionally reduced to avoid EDR2 saiaratiof?, while Gafchromic
790 EBT2 films have shown to worfor doses of XGy— 10 Gy in thered color channel, and up to & in
the green color channelBoth types of film measurements can be normalized to a dose rdaaimgn

IC to avoid some of the uncertainties in obtaining absolute dose from film light tesiemieadings
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Although more difficult to usdijlm can measur&C planar doselistributionwith a higher spatial
resolutionthan detector arrays Film may havethe ability to reveal clinicallyrelevant differences
795 between treatmenplars and deliveies that might not be otherwise detected using only-fiedd
measurements.However detector arrays measure the doses at the individual detector locations more

accurate} than filmdueto the uncertainties associated with filmocessing andensitometry

c. 3D methods
800 3D measurement methqdsuch as 3D géf¥and PRESSAGE dosimet&r$? are used to provide BC
measurement of the delivereRT/VMAT dose in a 3D highresolution volume 3D volume gel
dosimeters¢faréy becoming more refined and have been used by several research groups in an
investigational=€linical settifg ® but they are notyet widely available for patierspecific QA
measurements Although thepublishedstudies show the versatility and the added value of gel polymers
805 as true 3D_dosimeter there remainlimitations with this technique, includinghe stability and
manufaturing of the gel, the calibration of the system, the reading of the gel afterbebadrradiated
and the fact.that the gehn only be used once addition to gel dosimeters, some newly developed
detector arrays. that have nplanar geometrieare capable of measuring both giggld and composite
dose for bothgdMRT and VMAT Q& althoughnot in atrue 3D, high spatial resolutiomolume
810
d. Comparison of single-point, 2D and 3D methods
The strength.ef'point dose measurements V@this that they can be used to verify the accuracy of the
MU calculations conducted bihe TPS because they measure thbsolute doseather thanjust the
relative dose These measured doses typicdligve smalleruncertainty than filmor detector array
815 measurementand can also be used when scaling relative 2D measurem@mslimitation is that ICs
measure the dose at only one point (actually a small veawaeged region), and while this measured
dose is compared against the treatment plan, it does not provide enough informaticsate waerall
plan accuracy.
2Dand 3D dose measurement methods give a more comprehensive pictureddligiry than
820 point dose.measurements. Although initially the intent was to use the 2D arragerfmid dose
comparisos, most of the manufacturers have recently incorporated directional responseiarea rist
the detectors2D arrays, although an improvement over the sipgiat method, are limited to a dose
comparisongin a plane and no8B volume. Because 2D or 3D measurements have the ability to show
relative dose distributions, it can be tempting to ignore the absolute dose infortha&yomeasure
825 When they are used in this manner, considerable differences between dose deliveiseacaladilation
may go undeteed Therefore, 2D and 3D arrays should always be calibrated and used to measure the

absolute dose. The calibration methods and frequency should follow the recommendatioribef
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manufacturers. The array calibratifsaquencywill alsodepend on the uga of the array deviceA dose
calibration measurement compared against a standard dose should be performed befwasaement

830 session to factor the variation of the detector response and accelerator outpet@ontieasurement.

e. Reconstruction methods
The quantitative comparison between the measured dose in a phantom andrabpooding QA
treatment plan has been traditionally based on indices such as the DTA, dose differeheg araex.

835 New developments in the QA devicesd their associated analysis software modules allow the
conversion of _the measuratbse distributiondata to 3Dabsolutedose distributions in th@atient
anatomy. Thus,ja more clinically relevant comparison between the clinical treatamenbguding dose
distributions*and DVH¢$or all delineated structuresan be made against ttieatment plameconstructed
from the measurements.

840

There are several commercially available approachéldé@D reconstruction methods:

i Foerward calculation algorithm

This method.treats the measurement data as a fluence map. The softwtre GSedata along with
a forwardyealculation algorithm such as pencil beam or collapsed-¢one reconstruct the 3D dose

845 in the patient. The measurement data can be &EPID*, 2D diode or 2Dchanber arrag’™ * %,

In essencetheseimplementations use the patigpecific beamghat are then delivered to the
detector, typically in the absence of a phantom or patient. The radadatais corrected for the
response of the detector and is subsequently used as the input fluence map to a fomvard dos
calculation in the patient anatomy. This operation requires an independent doslaticalc
850 platforn?-*?but can also be done using the TPS it§efius removing any ambiguities in the analysis
that may result from differences ins#calculation algorithms between the TPS and the independent
calculation platformHowever, using the TPS dose calculation algorithm for both calculations may

mask out beam modeling errors or algorithm limitatifmrdMRT beams

855 ii. Plan.dose perturbation
Plandose. perturbatiofPDP) uses the difference between the measured and TPS calculated dose in
phantom.to“perturb the 3D TPS calculated patient dose and create a corrected 3D dag@digtrib
the patient geometry. This method does not require a forward calculation algdtritbfies on the
measurement to create the perturbation matrix for correcting the TPS gentadie® i°®. These

860 measured data can be obtained using 2D and 3D arrays.

iii. 3D reconstruction in phantom
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A rotating phantom with an embedded 2D array was recently introadweachercially such that the
array is always perpendicular to the beam axis for VMAT delivees3D dose distribution
reconstructed from measuremeriss used for comparison with the patient QA pfarThe

reconstruction algorithm is based on percent depth dose curves entered to the sysiterofabep
commissioning processWhile the dosds reconstructed in 300t is done in the phantom and riot

the patient CT data.

iv. Per-fraction patient transmission-based QA

This is‘anEPID based measurement methbdt collects data during patient treatment to verify
deliverys” mages are collected while the patient is treated, ands&@ to reconstruct dose in the
patient forseach treatment. The measured transmission fluence carrdageci{e.g. for the EPID
responSe (and for the scatter from pajiemnd backrojected® '°® '°. The deconvolved and
backprojected primary fluence can ithiee forward transported through the patient anatomy and the

3D dose can be calculated in the patient and compared against the treatment plan for ieach fract

V. Review of reported IMRT measured vs. calculated agreement
PatientspecificslMRT QA has beeperformed and analyzed in several modes: i) an absolute dose to a
detector, measured in a high dose region witlva dose gradiefil, ii) absolute planar dose, either
normalized. to a locally calculated point dose, the global calculated maximunofdtiee plane, or the
maximum dosef the entire treatment pldn iii) a DTA measur& *°, iv) y analysié®°".

The reported IMRT QA agreement between measurements and calculations, includingg abso
dose agreement andpassing rates for various tolerance limits, are summarized in Pableable 2
shows absolute dose measurements with ICs agreeing with expected values to witrand52p
measurements havingpass rates > 90% using 3%/3mm DTA (global normalizafidHy’. Furthermore,
recentstudieshave reported nearl00% passing rates for 3%/3iffm%*° and > 95% for 3%/2mm or

2%/2mm®>1% in moderately/complex modulated plans.

a. Ddivery"Methods

1. Fixed-gantryslM RT

With fixed-gantry IMRT delivery, early patiersipecific IMRT QA methods were performed using single
ICs combined.with a few other selected point dis&sand/or one or two planar filtf€. With the
availability of commercial IMRT QA devices, the elimination oficaptaphic film andfilm processors,
and the need for time efficient methods, the majority of IMRT QA is currentiglucted using 2D diode
or ionization chamber array devi¢e&®*'°. |f an electronic portal imaging device (EPI®)" is used,

then no additional dosimetry equipment may be needed.
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Based on an early generation IMRT treatment planning system with a pencilch&atation
algorithm, Dong et &t reported that a mean percentage difference between the calculated and measured
point doss for 1591 points of 751 clinical IMRT cases was 0.37% + 1.7%, withngeraf-4.5% to
9.5%. Irradiating a head and neg¢kN) anthropomorphic phantom, 71 institutions out of 250 failed the
initial credential test designed bynaging and Radiation Oncology CorlRQC) Houstonusing the
criteria of 7% for the TLD in the PTVand 4 mm DTAfor the film in the highdosegradient area between
the PTV and the OAR A recent update of the IROC HN phantom irradiattudy reportedhe results
from 1139.irradiations by 763 institutions from 2001 to 2¢7181.6% of the irradiations passed the
criteria, 13.7% irradiations failed only tA&.D criteria, 1.8% failed only the film criteria, and 2.9% failed
both sets of criteria. Only 69% of the irradiations passed a narfbu@dariterion of £5%. The IROC
data show that“institutions who were sufficiently confident in their IMRT |g&nning and delivery
processes to/participate in the RTOG IMRT trials, varied in their capabilitelteed the phantom
planned dose distributions. More importantly, the data show the significance of perforrtiang- pa
specific IMRT verificationQA and emphasizes thmportanceof properly commissioning IMRT in both
the treatmenplanningand delivery systems

From.a_single institution experience, Both éf%analyzed 747 fluence maps generated from
three commonly;useddgatment planning systems and measured with a 2D diode array using 6MV photon
beams. They ‘foundfor relative doseghat the average passing rate using 3%/3mm with 10% dose
threshold criteria for prostate and other cases wa$®9.8.41% and forHN cases was 96.22+ 2.8%%.

For absolute point doses, they found that the average percentagerrdoder prostate and other cases
was0.41%% + 0.42%and forHN cases was 1.84 + 1.1%. The differences between the prostate/other

casesandHN cases wersetatistically significant.

2. Volumetric modulated arc radiother apy

Partly due to its decreased delivery time compared against static gantry YW, is becoming the
preferred technique for IMRT deliveryn Teke’$™ study, ten clinically acceptable VMAT treatment
plans were, calculated in a phantom using a Md#do (MC) dose calculation algorithm and actual
delivery log.files..Measurementising a Farmer ionization chamber (PIRAgiburg, Freiburg, Germany)
with an active volume of 0.6a@greed with both MC and TPS calculations to within 2.1%. Analyzing the
detaiked machine log files, they also confirmed that leaf position errors weréhesd tmm for 94% of
the time and,there were no leaf errors greater than 2.5 mm. The mean stavdgidnd (SDs) in MU
and gantry angle were 0.052 MU and 0.355°, respectif@lythe ten cases they analyzed. This study
demonstrated that accurate VMAT delivery and stable machine performance were achievalksult,

expectation of good agreement between predicted and measured dose for a VMAT delivery tedvarran
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Many investigators have reported on experimental validation of VMAT deliusityg various
1D, 2D and 3D dosimeters, including a helical diode array, a biplanar diode array @&mzation
chamber arrdf} 8 7. VMAT delivery is available on commercial gantrgsed linear accelerators, with
the popely installed software and hardware. The key for accurate delivery is precise synchrmorozatio
MLC motion, gantry motion, and dose rate adjustment (when employed). During treatarening,
VMAT plans_are discretized into many static beams, varyiogn 2 to 7 degrees apart. Therefore,
delivery accuracy and thus VMAT QA results may depend on discretization resolution and plan
complexity...Feygelman et'af reported that when calculated using 4° spacing, the overall mean dose

errors at a_single position measured using an ionization chamber weel 1% and-0.3%+1.4% for

the PTV and OAR, respectively, using the-I® phantom geometries. Theassing rat¢3%/3mm),
measured for absolute dose with a biplanar diode array, wa8B&% (range 94%-99.9%). Using 6°
control point spacing, highly modulated plans exhibited large dosimetric errors [e.g. Y(3%/3mm) passing
rates below:90%-and ion chamber poindelerrors of 612%)], while simple cases had acceptable results.
Mancuse' et af® performed a systematic comparison of fisgahtry IMRT and VMAT patient
specific mgasurements using the-I® phantom geometries. They reported 2%/2mm and 3%/3mm
averagey passing rates of > 97% and > 98%, respectively, for both IMRT and VMAT plans with no
statisticaly [significant differences between the two modalities. They suggested ted appropriate to

use fixedbeam IMRT action levels for VMAT.

3. Flatteningfilter free IMRT

Flattening filters were designed to create homogeneous dose distributions for ebmfeatment plans.
The flattening filter significantly attenuates the dose rate and adds scattered dodé¢RTFpinverse
planning methods are used to generate-fltainbeams for treatment planning. The increased use of
hypofractionated treatments has resulted in the developshélattening filterfree beams to increase the
dose rate andsconsequently decrease treatment time, and to reduce the scattered radiaticeadest |
the total.body.dose. Inverse planning methods are used for planning with these beams. dfdhg e
presenteds prereatment QA data for 224 cases from four centers, measured with different venficatio
devices to assess the reliability of flattening filter free beam deliveryMBTland VMAT techniques.
They found“excellent agreement between dose calculation and dose delivery foretimase With an
average passing rate of 99.3%z=1.1% for IMRT and 98.8%z+1.1% for VMAT ydiolgrance limits of
3%/3mm. For 52, of the cases, a dose verificagiba single position was performedth an IC, either a
PinPoint chamber or a Farmer chamber, with a mean dose deviatoty di.34%. They found that the

passingrate was independent of the maximum dose rate used during irradiatibe arc. However,
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during irradiation of the arc, the passing rate decreased with increasing ratioMif) tteethe dose per

fraction, indicating that highly modulated plans hadhgligworse QA results.

4. Tomother apy

With Tomotherapy delivery (Accuray, Sunnyvale, CA), the dose delivery precisbas ron
synchronization of the dynamic components including gantry, couch and'ft?€ Broggi et a**
reported that, over a twyear period and based on monthly checks, gatduch synchronization was
better than.2.mm, and gartLC synchronization was within°1 For the same period, dosimetric tests
showed an-average rotational output variation@0+1% (1 SD). It was noteworthy that several groups
reported a/dose rate or output variation of2% during a treatment day or an IMRT QA sesSioff 1%,
Consequently, the machine output fluctuations were likely inherent in IMRT QwedeB, which should
be considered when analyzing theRM QA measurement data.

Phantem=based dosimetric measurements are recommended by AAPMSTGfor both
commissioning.and clinical use. According to-I&8, an ionization chamber measurement is expected to
agree withfcalculations to within 3%; for planar dosimetry using criterid@8®m DTA, ay passing
rate of at [€ast’™90% can be achieved. @aeds to be taken with regard to the angular dependence due to
Tomotherapy's rotational dose delivery. Commercial electronic array dosimetacde of either
ionization chamber or diodes, have an anisotropic dose response as a function of beanainggtf *>
87 Geurts etsal_reported their clinic’s experience with Tomotherapy QA using ana&iptliode array
dosimetersfor over 250 clinical cases including breast, HN, colorectal, and prosta&eslf:%tncFory
criteria of 3%/3mm, they reported an average @f5% (range 90.2—100%) agreement between
calculations, and measurements, suggesting both the excellent measurepadiiitycaof advanced
dosimeters_and,the delivery accuracy of Tomotherapy.unitddition, a significant positive correlation
between IMRT QA and daily output QA was found, whereas there was no correlation betevgen th
passing rates'with treatment variables such as PTV volume, fractional dose, fietdoglmégtion factor,

pitch, oroff-axissdistance.

b. Considerationswhen using they test passing rates for evaluation
In clinical practice, many centers use thandex' to avoid the ovesensitivity of dose difference and
DTA tests tosteepand low dose gradient regions, respectively, as we discussed in sectiSontie
investigator® *® "however, have highlighted situations wherejttiedex is insensitive in detecting dose
errors using single field measurements and certain delérenys such as incorrect leaf positions.

Yan et at** introduced random and systematic MLC leaf position errors. With 3%/3mm criteria

anda 90% passing rate, planar measurements using a 2D diode array with 7 mm detectgrvgpaxi
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only able to detect leaf position errors greater thann2 Mu et a analyzedtwelve simple direct
machine parameter optimization (DMPO) based plans thightotal number of segmentsnited to 50

and five complex plans generated using conventionaistap optimization witk 100 segments. For a

1 mm systematic error, the average changd39i0o were 4% for simple plans versus 8% for complex
plans. The_average changedif.lcc of the spinal cord and brain stem were 4% in simple plans versus
12% in complex plansThey concluded that for induced systematic MLC leaf position errors of 1 mm,
delivery accuracy of HN treatment plans could be affected, especially for highly modukted p

Kruse.investigated the sensitivity of the fraction of points that faileg thst with 2%/2 mm and
3%/3mm criteria using EPID and ionization chamber array measent®. He used three HN treatment
plans and /reated a second set by adjusting the dose constraints to create higldjedhadelizery
sequences. “The treatment plans were computed on a cylindrical phantom, IBhadrd8Pionization
chamber array measurements were acquired and compared against calculation. unitiehdb the
highly modulated plans with aggressive constraints had manyspbattdiffered from the calculations by
more than 4%, with one point differing by 10.6%. Using the ionization chamber Hreafraction of
points that passed the 2%/2mm criteria were between 98.9%9% for the original plans and 86.8% to
98.3% forthe highly modulated plans. Similar results were found using the 3%/3nariackitith the
same ionization.chamber array. They concluded that the fractipixels passing the criteria from
individually“irradiated beams was a poor predictor of dosimetccuracy for the tested criteria and
detector methods.

Nelms~ et al created four types of beam modeling errors, including wrong MLEissoN
factors and wrong beam penuniBraThe erroffree plans were compared with erinduced plans.
Using vy criteria of 3%/3mm, 2%/2mm,and 1%/1mm criteria, they found only weak to moderate
correlations between conventional IMRT QA performance metrics and diyniedévant doseolume
histograms. differencesSeveral recent studies demonstrated that common phdrased IMRT QA

%4, 126128

technique are.not highly sensitive to some MLC leaf position effot or to clinically

meaningful errof¥ & 6870127129

Kry etzal'compared IROMHouston's IMRT head and neck phantoms results with those of in
house IMRT=QA for 855 irradiations performed between 2003 and'¥013The sensitivity and
specificity ofsdMRT QA to detect unacceptable or acceptable plans were determined reldi/HROG
Houston phantom results. Depending on how the IMRT QA results were interpretesholed IMRT
QA results from nstitutions were poor in predicting a failing IROC Houston phantom result. The poor
agreement between IMRT QA and the IROC Houston fgmas highlighted the inconsistency in the
IMRT QA process across institutions. McKenzie et al investigated the performaneeecdldSMRT
QA devicesn terms of their ability to correctly identify dosimetricallgceptable and

unacceptabl&RT patient pans, as determined by IR@designed multipléeon chambephantom used
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as the gold standarl. Using common clinical acceptance threshdidsriteria of 2%/2 mm3%/3 mm,
and 5%/3 mm)they found thamostIMRT QA devicesperformed very poorly in terms of identifying
unacceptable plans

These studies highlighted the importance of adopting tighter tolerances, perforrhimgugh
analysis, having, programs faooutine QA of the accelerator and MLC, as well as developing new
methods to_supplement measurerieaged patierspecific QA® '* In addition, hese studies
highlightedithe challenges of usingtest passing rates for evaluating treatment plan acceptednility
showed that=clinical analysis of IMRT QA failure results is a challenging task. As discussed imsectio
I1.9.3, theytestscould underestimate the clinical consequences of certain dose delivesywiea they
test is summarized in aggregate and when more detailed examinétitve 9 distribution is not
conducted. The y test passing rate summarization has no spatial sensitivity, similar to dose volume
histograms, and/the location and clustering of the failed points is not considered along \wéksihg
rate. Also, ffieldby-field evaluation and dosimetric comparison might obfuscate clinically releveseat d
errors and:make correlating test results with clinical acceptability diffidthiis is especially important
because most comparisons are unable to reach 100% passing and so clinical criteria attbanaofr
points to fail'they test. IMRT QA evaluation of plans that have large regions of low dose cause
the fraction of failegoints to appear small even when the area of failed points is large compared

to the high.dose regions, and thus resulting iry tiest passing easily

c. Passingratesfor given tolerancesand corresponding action limits

A number of groups have suggestadtrics to assess the clinical acceptability of IMRT QA verification
plans. Tables3=showonfidence limits (CL), action limits (AL), tolerance limits (TL) and corresiioq

v thresholdsrepotted in the literaturePalta et af proposedconfidence limits and action levels for a
range of doserregions for IMRT plan validation. The confidence limit was calcuktée sum of the
absolute value of the mean difference and the SD of the differences multiplied byr @fdc@6 (jmean
deviation|+1.96 SD).The mean difference used in the calculation of confidence limit for all regions was
expressed as a percentage of the prescribed dose according to the formula, 109D XD prescribed

The confidence limit formula was based on the statistics of a normal distrilttioh expects that 95%

of the measuredspoints will fall within the confidence limithe confidence limit values were derived
from the results of an IMRT questionnaire fr@® institutions and reflected how the institutions judged
the clinical significance of tolerance limits used for IMRT QA. The values were giverll@assfoi)
confidence limit of £10% or 2mm DTA and action level of £15% or 3mm DTA for the high dose, high
gradient region, ii) confidence limit of £3% and action level of +5% for the high dogegtadient

region, and iii) confidence limit of +4% and action level of 7% for the low dosegladient region.
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Palta et &f suggested that IMRT treatment plans should b used clinically if the measured and
calculated doses differed by more than the action level values.

Using the confidence limit formalism d?alta et &f, TG-119 reported confidence limits of
+4.5% for a high dose point in the PTV and +4.7% for a low dose point in an avoidance structure, both
measured using_an IC. Confidence limits of £12.4% and 7%, respectively, wereedefmrt2D
composite dose measurements made with film and arrays, correspaods7.6% and 93% passing
rates (3%/3mm), respectivelyBasran and Wdd® examined the discrepancies between calculations and
2D diode qarray. measurements for 115 IMRT cases. They reported accemtgénce limits
of 3% overall, andb% perfield, for absolute dose differences (independent of disease site). They
recommended thresholds> 95% for nonHN cases and 88% for HN cases usin§%/3mm. The
ESTRO?® repert on Guidelines for the Verification of IMRT reported the experience of demwnof
European centers. For IC verification measurements, the report recommen@earaddimit of 36 and
an action limit.of.5%.

Low and DempseY in 2003 proposed the need for fairly broad tolerances. They reported that for
typical clinicalmuseat the time the fraction of points that exceed 3% and 3mas oftenextensive, so
they used 5%-and-3mm asy tolerance values for IMRT clinical evaluationsChildresset af® in 2005
analyzed 850 films resulting from IMRT plan verification and reportédreferred” y index tolerance
criteria of 5% and 3mm.

A number of groups suggested using a combination of the meatue, maximumy value
exceeded by a given percentage of measurement points (e.g. 1%), andtitne dfa values above one
(P >1) to analyze the distributions and make judgments on the agreement between measurements and

a**1% For example, Stock et*3l used ay evaluation

calculation®based on clinically driven critéfi
(3%/3mm)relative to maximundose for 9 IMRT plans to decidbe acceptability of IMRT verification
QA. They'considered a plan to meet their pass criteria if the avgraggeximumy, and P> 1 were <
0.5, < 1.5, and®%, respctively.

De-Martin et d’ analyzed they histograms(4%/3mm) for 57 HN IMRT plans using mean
values,y, (where v, was defined as Ymean+ 1.5 SD(y)), and the percentage of points with y < 1,y < 1.5
andy > 2. Theyaccepted the IMRT erification QA depending on the confidence limit valuerhey
reportedy, < 1andconfidence limitsof 95.3%, 98.9% and 0.4% for the percentage of pointsywith,y
< 1.5 andy™> 2, respectivelyfor their newly installed linac.

Baily et'at®® compared measured dgsieneswith calculationgor 79 HN and 25 prostate IMRT
fields. Passing rates were calculated using dose difference/pTévaluation, and absolute dose
comparison with both local and global normalization. They reported the passingpresel for the

individual prostate and HN fields with the greatest differences observed betws®al ghd local
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normalization methods. F@&%/2mm and 3%/3mm (10% dose threshold), the progtpsssing rates
were 80.% and 96.7% for global normalization argb.326 and 908% for local normalization,
respectively. On the other hand, the HN passing rates ived# and 93.5% for global normadtion
and 50.86 and 70.6% for local normalization, respectively.

Carlone et &f® investigated the use of receiver operating characteristic (ROC) methods in order
to set tolerance limits foy evaluatiols. They used a group of 17 prostate plans that was delivered as
planned and a second group of 17 prostate plans that was modified by inducing random ML@ positio
errors. gIheserrers were normally distributed wsth+0.5, +1.0, 2.0, and+3.0 mm A total of 68
modified plans. were created and evaluated using five differenteria (5%/5mm, 4%/4mm, 3%/3mm,
2%/2mm, 1%/1mm). The dose threshold used during #valuation process was not reported. All plans
were delivered“on aD detector array system withnim detector spacingplots of the fraction of fields
with a passing rate greater tharuserdefinedthreshold ranging between 0% and 100% were plotted
against pass.rate percentage. Rl#gegenerated for each combination of the fiM@iteria and four o.

A total of 20ROC curves weréhengenerated by varying the pass rate thresholdcangputingfor each
point the fraetion: of failed modified plans, and the fraction of passed unmodified R&@T1S.evaluation
was performed.by quantifyg the fraction of modified plans reported as “fail” and unmodified plans
reported as*“pass”. Optimal tolerance limits were derived by determining which critexianized
sensitivity and'specificity. Specifically, an optimal threshe&sidentified bythe point on the area under
the ROC curve closest to the point where sensitivity and specificityestual

Whilesthey criteriawere able to achievenearly 100% sensitivity/specificity in the detection of
large random MLC errorss(> 3 mm), sensitivity and specificity decreased for altriteria as the size of
error to be,detected decreased below 2 mirhe optimal passing threshold valudes 2%/2mmwere
78.9% (6=3 mm), 84.646 (c=2 mm), and 89.2%cE1 mm). The optimal passing threshold valder
3%/3mm were 92.9%E3 mm), 96.5% =2 mm), and 98.2%sE1 mm). Based on the ROC analysis,
Carlone et atoncluded that the predictive power of patispécific QA was limited by the size of error
to be detected for the IMRT QA equipment used ifr ttenter.

Brescianivet af° evaluated the variability of local and global analysis for Tima@py plans
using 3%/3mmu2%/2mm, and 1%/1mm, each with both local and global normalizatiey. reported
meanpassingsrates for local (global) normalization of 93% (98%) for 3%/3mm, 84% (92%) fam2&p/
and 66% (61%) fol%/1mm.They investigated the effect to excluding points below a 5% or 10% dose
threshold ‘and . found that the choice between these thresholds did not affect the passifigeyate
concluded that the variability in passing rates observed in their work showed the establich new

agreement criteria that coub@ universal and comparable between institutions
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1135 Pulliam et alperformed2D and 3Dy analysedor 50 IMRT plansby comparingcollapsecone
convolutionTPS(evaluatedand MC(referencefose distribution’$’. The analysisvas performed using
a variety ofdose differenc€s%, 3%, 2%, and 1%) and DTA (5, 3, 2, and 1 mm) acceptance ciib&ria,
dose thresholds (5%, 10%, and D)5&nd grid sizes (1.0, 1.5, and 3.0 my)small difference between
2D and 3Dy passing ratesf 0.8% for 3%/3mm and 1.7% for 2%/2mnas reported with no lowdose

1140 threshold andsa.1 mm grid size. 3Danalysis produced better agreement than theegponding 2D
analysis. The additional degree of searching increased the percent of pixelsybgsipgo 2.9% in 3D
analysis™ "The™greatest difference between 2D andy 38sults was caused by increasing the dose

difference and"DTA criteria.

1145 VI. Vendor survey and algorithm testing
In order tobetterunderstand theommercialimplementation of IMRT QAy analysis software] G-218
contacted the"vendors and provided them with a set of questions displayed ia diathlest casesThe
tests examined®vendor implementations of fheerification algorithm employing benchmark cases
developed’by T&18.
1150
a. Vendor survey
The vendor_questionnaiia Table4 includedquestions about the implementation of thenalysis tool
for IMRT QA"inytheir software product. Eight vendors were contacted, and respgesesecorded
3DVH and SNC_Patient for MapCHECK and ArcCHECK (Sun Nuclear Corporation, MekoEL.),
1155 Portal Dosimetry with EPID (Varian Medical SysterRslo Alto, CA), RIT 113 (Radiological Imaging
Technology;. Inc, Colorado Springs, CO), IMSure (Standard Imaging Inc, Middleton, D&ttad
(ScandiDosy"Uppsala, Sweden), VeriSoft with Seven29 2D array (PTW, Freiburg, @er@@QMPASS
and OmniPrdMRT with MatriXX (IBA dosimetry, Schwarzenbruck, Germany). The responses are
summarized in Tablb. Two items that stand out in this table for improvement are that not every vendor
1160 is providing “interpolation between points for dose maps, and not evedgoweés providing dose

difference/DTA analysis.

b. Testing of vendorsalgorithms

In addition to the difference in QA tool designs, such as the detector type and electiiomics
1165 implementation 6f the same IMRT QA analysis method, such as composiandgsindex, @n vary

from different vendors or even different products from the same venbloesdifferences could come

from the interpolation algorithm and resolution, DTA search points and radius, reatioalj etc., as

indicated in the survey results in Table #ie$e differences can lead to different QA results.
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There is no general specification for testing the dose analysis tools providesl dodimetry
software used for such comparisons. Two tests were provided to the vendors for thioevalubeir
dose comparison software under weljulated conditionghat span clinically relevant doses and
gradients, and to determine if they are producing the correct result. Specificatioreference and
evaluated dose distributions were given to test the basic functionality of their @loparison tools,
including the dose difference apdools.

There were two types of distributions provided: 1) mathematically definémubdigons and 2)
distributionssbased on a clinical treatment plan. In both cases, the distsbwtioa 2D with 0.5 mm
resolution. »The maematically defined dose distribution for a circular field contained thremdatist
regions: firstly, a high and homogeneous dose area in the central region set to 20thday gvddient;
secondly, a‘linéar dose gradient (50%*ymext to the centralegion, and thirdly a homogeneous low
dose region set/to 8 cGy surrounding the high dose and linear gradient regions. Thiece\vilea
distributions_for_the mathematically defined distribution was the neferalistributions perturbed by
modifying either the radiation dose gradient or the dose levels. Figure 7 shows exdrtpezference
and evaluated=dose distributions. Also tested was a dose distribution acquired frioncah IBIRT
treatment plan.and the measured 2D film dose shown in Figure 8.

Thermethod by Ju etalwas used as the benchmark (gold standard) for the commercial
calculation“evaluation. The percentage of points passing dose difference antblBrefces of all
combinatiens of 2%, 3%, 2 mm, and 3 mm, were utilized. For the mathematidatlgddelans, two low
dose thresholds of 4% and 5.5% were also utilized. The dose threshold to exclude low ddeettazeas
clinical plans was set to zero.

Five vendors responded with results. Table 6 shows the rejgtassing rate for these vendors
for the mathematically defined plans. Table 7 shows the relative passing rates ficah mim shown in
Figure 8. [For the mathematical and clinicalgesbme vendors used the reference image as evaluated
and the evaluated image as reference due to their software design. As these data showghatpassi
for the mathematically defined tests were calculated within 0.1% for two velathorspost othevendors
were within_6%.5 Vendor E had consistently greater passing rates than the other wentiergold
standard fersthermathematical tests. The clinical plan showed moreoratiadin the mathematically
defined testsa=€omparing the film dose imégehe TPS dose, agreement with the gold standard was
within 6% aeross all vendors.

These results indicate that the vendors are not using a standardized approach tentimgehe
dose comparison tests. Given that the mathematically defined tests showed excellenbtafimiect
agreement, the discrepancies in the clinical case are likely due tetheds used to align the doses or

handling of image resolutions. This highlights the fact that the user should understand hoenithei
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has implemented the algorithm and should run benchmark test cases againstatiimailg evaluate its
accuracy.
1205

VIl.  Process-based tolerance and action limits
Although not_explicitly mentioned in Section I.c., there is a human contributioneiy éMRT QA
measurem@ that is a source of variation. Another source of variation is the compléegch IMRT
1210 case, for.example, intensity modulation differences between head and neck and piéstatades. A
process view of IMRT QA includes all sources of variatiomtiomed in Section I.c. as well as the human
and casespecificiissues. Accounting for all aspects of variation in IMRT QA can be achievediby set
processhased:tolerance and action limits.
Action’ limits should set a minimum level of process performance such that IMRT QA
1215 measurements outside the action limits could result in a negative clinical impattefgratient.
Tolerance limits refer to the range within which the IMRT QA process is considered tehenging.
An outof-contrel, process servess a warning that the process might be changing. If an IMRT QA
measurement is outside the tolerance limits but within action limits, it is left up tcettieahphysicist to
determine whether or not action should be taken.
1220 Action“limits come in two cagories: 1) those that are universally defined and guided by
outcomes.data and expert consensus, and 2) those that are locally defined and guaiéakydiience.
For any QA.measurement, it is desirable to use universal action limits as thesd Ishadirectly
correlated with treatment outcome. This implies that there is some clinical evidemteast consensus
agreement among experts perhaps guided by summary statistics of retrospectivenftata thé choice
1225 of those action limits. An example of universally defined action limitsttawse for treatment machine
output because there is a direct correspondence between treatment outcome andxctpding action
limits that are locally defined do not necessarily result in harm to a patiem @#teeded, but in the
interest of 'good patient care, it is deemed best to keep process performance vsthimti®. Patient
specific IMRT QA is an example of action limits being set in th&hi@n. Locally defined action limits
1230 may vary fremginstution to institution or casgype to cas¢ype since those limits are based on local
equipment, processes, and case types as well as the experience of the local physicist.
Using.meéthods from statistical process cont?ét’, IMRT QA measurements can be used to
determine“agtion limits when universal action limits are not appropriate. Actids tetermined in this
fashion carbe procedure equipment, and sitespecific for each individual institution and are calculated

1235 using the following equatidn
M = BJo? + (& —T)? 3)
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whereAA is the difference between the upper and lower action limits, typically writt¢md@. T is the
process target value and andx are the process variance and process mean, respectively. The constant
B is a combination of two factors. One factor originates from the process capatgtiic, C,,, as a
cutoff for an acceptably performing proc¥8sand is combined with another factor that balances type
errors (rejeeting the null hypothesis when it is true) and type Il errors (notirgeitte null hypothesis
when it is false),when using an IMRT QA measurement to make a decision about processaapeeform

In using IMRT_QA _measurements to make decisions apmdess performance, the null hypothesis is
that the |proeesssis unchanging. Current information sugges{® thét0 is an appropriate value to tise
although thissmay be refined upon further research. Using equajiarill(likely result in action limits

than are wider than what is currently accepted but should allow medigsitists to focus on problems
with patientspecific IMRT QA that are likely to have identifiable causdghe target,T, is known as in

the example of patientpecific IMRT QA point dose difference (i.e., 0%) or y passing rate (i.e., 100%),

then the knowngtarget value should be used. If the target value is unknown or not definelde then t
process average can be used as a best estimate of the target. This laehapii have the effect of
tightening the action limits compared to the former approach.

In this"procedure, the process averagend varianceg?, are calculated from the IMRT QA
measurements over a time period when the gg®aoes not display eat-control behavior. If the
process is owbf-control, then one must identify and remove the reason for thefaantrol process
behavior and.continue monitoring the process until it displays a degree of control for aboutianahdd
20 IMRT..QA measurements. Then, control chart limits from -&hakrt of individual IMRT QA
measurements are used as the tolerance limits. -Thartl is a statistical tool that helps identify any
IMRT QA measurement that display abnormal {ofitontrol) process behavior. Thelhart has upper
and lower limit_lines (called control limits) and a center line that are calculateg t@nIMRT QA
measurement?'*. Outof-control process behavior is indicated whary one IMRT QA measurements
is outside the=upper or lower control limits on thehart. The IMRT QA measurements should be
somewhat.equally distributed above and below the center line. The center line,argp#rlienit, and

lower controldimits foran Fchart are calculated using the following equations:

center line= %Z’fx (4)
upper control limit= center linet+ 2.660 - mR (5)
lower control limit= center line— 2.660 - mR (6)

wherex is an individual IMRT QA measurement, n is the total numibeneasurements, amaR =

1

— ™ ,lx; — x;_4| is the moving range.

In this procedure, the control limits are used at the tolerance limits. Bbiablprocess control

is a key element of this procedure because a controlled process iscationdihat the process is stable
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and suitable for the purpose of IMRT QA. Using the proposed procedure requires a diftavenit QA
such that measurements provide a description of the entire process (people +eegtigmocedures)
and not just the hardwar@a software equipment by itself. It is important to note tolerance limits will
depend on plan complexity due to a greater-tagase measurement variability. Therefore, it can be
1275 good practice to calculate tolerance limits separately for cases witlplaig complexity and those with
lower plan complexity, for example, for head and neck IMRT QA compared to pradtRieQA.
Two_examples of process based tolerance and action limits are provided here radeillilnst
procedure . described in this sectioithe processes are VMAT and fixgantry IMRT QA and the y
passing rates with 3%/2mm and a 10% dose threshold are used as the QA measare AIIGHECK
1280 and MapCHECK"device, respectively. Considering the VMAT QA example with 20 y passing rates with
an average 0f:96.66%, standard deviation of 1.739%, and moving range of 1.905%, then the action limit
range following equation (3) is 22.6% which translates to an action limit of x0P246% / 2 = 88.7%
(note that y IS bounded at 100% for the upper limit). As long as the process is rof-cantrol, the
control chart limit will be used as the tolerance limits calculated usingiequé&) which is 96.66%-
1285 2.660- 1.905%.=.91.6% for this example. For the fixgatry IMRT QA example, the 20 y passing rates
with an average of 95.92%, standard deviation of 3.388%, and moving range of 3tled2%he action
limit is 84.1%=and the tolerance limit is 86.2%n the case of y passing rates, the upper tolerance
(control) limit and action limit are bounded and equal to 100%.
The last step in the procedure is to compare the tolerance limits to the action limiexafple
1290 if the y toleranee limits are lower than the action limits, then either the process needs to be fixed or the
action limits lowered (i.e., use a larger valuggah equation (3)). Fixing the process may require new or
modified equipment or training of personnel performing the IMRT QA measurementsnalydis
Using this 'standardized procedure for setting action and toleran¢g \illiallow medical physicists to
compare IMRT QA processes across institutions. The full procedure is summarizgarn%i
1295

VIIl. Recommendations

a. IMRT QAstalerancelimits, and action limits

Published data=on IMRT QA results and the clinical experience of the group mnsewnder used to
1300 develop guidélines and provide recommendations on universal tolerance and action lirfil&kTor

verification QA,using they method. This included idepth lierature review of IMRT QA results,

analysis of widely used IMRT QA delivery and evaluation methods, and ope@latletails that can

improve the effectiveness and accuracy ofytheethod. Endo-End QA verification tests for the IMRT

TPS and IMRT deliver equipment, along with patiespecific verification QA are required to evaluate
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the accuracy of radiation delivery to patients. Tolerances, action limits, and pasidga should be

defined to evaluate the acceptability of IMRT QA verificatiompla

We recommend the following terminology as it pertains to IMRT QA delivery rdstlisee

Section 1lI).

Perpendicular fiekby-field (PFF): the radiation beam is perpendicular to the plane of the
measurement device. The device can be placed on the cpatiached to the gantry head.

The dose from each of the IMRT beams is delivered and analyzed.

Perpendicular composite (PC): the radiation beam is always perpendicular to the
measurement device detector plane. The device can be placed on the attatthed to the
gantry. head. The doses from all IMRT radiation beams are delivered and subsequently
summed.

True Composite (TC): all of the radiation beams are delivered to a statimeaisurement
device in a phantom placed on the couch using the acasinent beam geometry for the
patient, including MUs, gantry, collimator, couch angles, jaws, and MLC leaf pasilitis

method most closely simulates the treatment delivery to the patient.

Wesdmake the following recommendations for IMRT QA verifioatof dose distributions (fixed

gantry IMRT and rotational IMRT):

IMRT QA measurements should be performed using the TC delivery method provided that
the”QA device has negligible angular dependence or the angular dependence is accurately
accounted for inhe vendor software.

IMRT QA measurements should be performed using the PFF delivery methas @Ah

device is not suitable for TC measurements, or for TC verification errgrsémal

IMRT QA measurements should not be performed using the PC delivery method which is
prone;to masking delivery errors.

Analysis of IMRT QA measurements and the corresponding treatment plan sheould b
perfoermed in absolute dose mode, not relative dose (the user should not normalize the dose to
a point or region, i.e. relative dose mode).

A~dose calibration measurement compared against a standard dose should be performed
before each measurement session to factor the variation of the detector response and
accelerator output into the IMRT QA measurement.

Global normalization should eb used. Global normalization is deemed more clinically
relevant than local normalization. The global normalization point should be selected

whenever possible in a low gradient region with a value th&d¥ of the maximum dose
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in the plane of measurement. This will provide a more realistic measure of the compari
between the two dose distributions.

Local normalization is more stringent than global normalization for routine IMRT R&an

be used during the IMRT commissioning process and for troudmésly IMRT QA.

The dose threshold should be set to exclude low dose areas that have no or little clinical
relevance but can significantly bias the analysis. An example is s#itripreshold to 10%

in a case where the critical structure dose toleraxceeds 10% of the prescription dose.
This-allows they passing rate analysis to ignore the large area or volume of dose points that
liesinzvery low dose regions which, if included, would tend to increase the passingheate

global normalization is use

Tolerance and action limits (terms were defined in section I.c) areotimeldtion for a robust

IMRT QA verification process. We make the following recommendati®garding tolerance limits and

action limits_for evaluating the IMRT QA analysis, inging measurements. The limits are the same for

PFF and T€delivery methods, and assume the tolerance and action limits are dowitlidéye goals of

the treatment=plan. If they are not, for example stereotactic radiosurgeBy €BR stereotactic body

radiotherapy (SBRT) cases, tighter tolerances should be considered. Thenfpleeommendations are

for y analysis using global normalization in absolute dose:

Wniversal tolerance limits: the y passing rate should be > 95%, with 3%/2mm and a 10% dose
threshold.
Universal action limits: the y passing rate should be 90%, with 3%/2mm and a 10% dose
threshold.
0 If'the plan fails this action limit, evaluate the y failure distribution and determine
if the failed points lie in regions where the dose differenceschnically
irrelevant, in which case the plan may be clinically acceptable. If the y failure
points are distributed throughout the target or crititaictures and are at dose
levels that are clinically relevant, the plan should not be used anudteal
physicist should follow the steps outlined in section (b) below. It may be
necessary to review results with a different detector or different nezasot
geometry. For example, if the failure is seen with the TC delivery, a PFF
analysis can be valuable to further explore the discrepancies between calculations
and measurements.

Equipment and sitespecific limits can be set following the method ddseliin Section ViII.
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o If action limits are determined that are significantly lower than the universal
action limits recommended above, then action should be taken as outlined in
section (b) below to improve the IMRT QA process. From a process perspective,
strict adherence to standardized procedures and equipment as well as additional
training may also be necessary.

e Tighter criteria should be used, such as 2%/1mm or 1%/1mm to deteet agtinal errors
and to discern if the errors are systematic for a specific treatment site or deliveryanachin

o, ForIMRT QA performed with an IC and film, tolerance and action limits foiaghechamber
measurement should be withir2% and < 3%, respectively, and the film y passing rate limits
should be assessed as spedifabove An IMRT treatment plan should not be used if the
chamber measurement error or the y passing rate exceeds the universal action limits.

o [For any case witlh passing rate less than 100%,

0 the vy distribution should be carefully reviewed rather than relying only on
distilled statistical evaluations,

0 review of y results should not be limited to only the percentage of points that fail,
but should include other relevanvalues (maximum, mean, minimum, median),
as well as a histogram analysis.

0 an analysis of the maximumvalue and the percentage of points that exceed a
value of 1.5 should be performed. For a 3%/2 mm,\alue of 1.5 could
indicate a dose difference of 4.5% in a low dose gradient region drAaoD
~3.0 mm in a steep dose gradient region. Both of these are examples of failures,
but failures that exceed tolerances by 1.5% and 1 mm in the low and steep dose
gradient regions, respectively. Such information should be used to deduce
clinical relevance whenever possible (e.g. clustedaiting points near or at the
boundary of a tumor and critical structure).

o The=IMRT treatment process should be monitored and thoroughly investigated if the y
passing rate is systematically lower than the tolerance limits or higher than tmeliatt®
This includes reviewing dose differences directly without y criteria or using local dose
normalization and tighter dose difference and DTA criteria.

o7y statistics should be reviewed on a structure by structure basis if the user software allows for
it. Vendors should include this feature in their future software development.

e Track y passing rates across patients, especially for the same tumor sites, to look for

systematic errors in the system.
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e Vendors should implementydracking feature across patients and for the same tumor sites in
their future software development.

¢ Vendors should implement the simplex method for interpoldtiegry calculation and make
they tool more practical and accurate

o Whenever referring to @ passing rate, always specify the dose difference (global or local)
andsDTA criteria and the dose threshold. Without these parameters, the passimg rat
meaningless.

e" iSoftware tools that can provide a measure of the agreement between measured aedcalcul
DVHs: of patient structures are preferred over analysis in phantoms. DVH analysis can be
used to evaluate the clinical relevance of the QA results, especially tvbe passing rate

fails_the tolerance limits or is inconsistent.

Theraccuracy of IMRT delivery can be affected by differences and limitations in the dé#ig
MLC and aceelerators among the different manufacturers, including the tresmaeindesign, as well as
the age offthe accelerator/equipment. In addition, IMRT dosimetry QA raquipdesign, tumor sites
(e.g. HN vs."prostate), complexity of the IMRT plans, uncertainties, inacesirand tolerances in the
planning, delivery, and measurement may affect the IMRT QA verification resutis.celaters with
IMRT QA results that are unable to meet the tolerance and action limit values recommended in this
report, the*eenter should perform a comprehensive analysis to determine the souhe=e fdifferences
and remedy‘them. For example, the usstatistical procgs control methodsan be useful in identifying
the outlier cases failing to pass the tolerance limits fatejpth analysfé *°. Also, it can be helpful to
perform the TG119 recommended tests and then compare to the published results or conduct independent
tests using the IROEouston IMRT phantoms. The recommendations and guidelines provided in this
report can'be applied for any modulated treatment fields regardless of the ggsttio generate them.
Finally, futuresresearch efforts should be focused on further improving the dorrddatween IMRT QA

evaluationmetrics and underlying planning or delivery errors.

b. Courseofactionsto check and evaluate failed or marginal IMRT QA results
IMRT QA werification results may not pass the tolerance limits and/or actiors lppnitvided in this
report. When encountegra failure, the medical physicist should investigate the potential reasons for th

IMRT QA failure,following these recommendations.

The following, and/or the items considered necessary, should be checked with egaett system in

the order given:
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1. Setup and Beam

Phantom setup

Correct plan version received by, and/or approved in, the record and verify (R&%sys
Correct QA plan generated, correct dose per fraction, correct delivery techniquatand d
transferred from TPS to IMRT QA verification sofire

Beam flatness, symmetry, and output on the day of the measurement

Beam stability when delivering many segments with low #MUs

Accuracy, stability, and calibration of the measurement device

Detector size and intatetector spacing with respect to the size of the IMRT fields, especially
for SRS and SBRT cases

Dose value of the global normalizatipaint

2. IMRTQAsoftware

Correct reporting and handling of the plan and measured data
Recheck values used for dose and DTA tolerance, dose threshold, and registration of the

measured and calculated dose distributions

3. MLC

Review results of periodic genegatientspecific IMRT QA

Leaf tolerances (speed, position, acceleration/deceleration)

Tongueandgroove effects which may require a measurement with a high resolution detector
Beam profile data for both collimatoand MLGdefined fields

Dynamic leafgapfor roundedleaf ends

Intra=and interleaf transmission

Jaw tracking positions (to minimize leaf transmission)

4. Treatment Planning System (TPS)

The.amount of modulation and the complexity of intensity patterns in the plan

The total number of small segments in the plan, including small elongated fields

The total number of monitor units which affects the total trarsomsdose and is related to
plan complexity

TPS modeling accuracy for sméitlds, including output factors, profiles, and penumbra
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e Characterization of the leglarameters in the TPS, including MLC transmission, gap and
rounded leaf ends
e Minimum MU numbers
1475 e The minimum segment (or beamlet) size in the TPS
e . The dose calculation grid size in the TPS for -Monte Carlo (MC) algorithms and the
variance setting for MC algorithms
e The IMRT QA device CT numbers to electron density conversion
o1 Yseof multiple carriage beams
1480 e Gantryangle spacing for VMAT delivery
e [(The above treatment planning items should be thoroughly etleek part of the IMRT TPS
commissioning process. The commissioning should also include verificationR3f [Nans

for a full range of clinical cases, dose calculation algorithm and optimizatiom gizns.

1485 If the IMRTwVerification plan fails and theis more complex modulation than normal in your clinical
practice, the planner should considetplanning the IMRT case and attempt to achieve the planning
objectives with"less complex intensity patterns. In most systems, the planner cansusedowth the

patterns during delivery without compromising plan quality.

1490 IX. Conclusiens
IMRT is_becoming the standard of care for many disease sites. Recomomndagre proposed in this
report to ensure the appropriate implementation of pasetific IMRT QAand the appropriate use of
QA tools 'and methodologies. The report providesigpth analysis on QA tools and practical
recommendations on the use of fhaetric for IMRT verification. Vendor differences yranalysis were

1495 presented."\ It demonstratecetheed for the vendors to improve the implementation ofy tte®l and
remove this“additional source of uncertainty from the IMRT QA process. Actidts lirsingy passing
criteria were'recommended to define the degree to which the quality measuresasrd tlvary without
risking harm to the patient and when clinical action is required. Tokedanits usingy passing criteria
were recommended to define the normal operating boundary of the IMRJeffation process. The

1500 recommendations presented in the report provide suggested standards that can bentiecpletbe
clinical level to evaluate the acceptépiof patientspecific IMRT QA plans. They are intended to aid in

the establishment of universal and comparable criteria among institutions.
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Figure 1. Isodose overlay of two measurements, the solid line from radiochromic film and the
dashed line from Lig,. From BrullaGonzaleZ’. The 20%, 50%, 70%, 80%, 90%, and 95% dose

levels are shown.

Figure 2. Superimposed isodose distribution for two different dose distributions. Thehfdcthe
distributions_disagree is clear from the intersecting isodose lines, but atafivantevaluation of the

discrepancy by eye is impossible using this type of display. Image is from Du&n et al

Figure 3. a).Film and calculated dose distributions from Bogner“&t &) Dose difference distribution
(percent of*prescription dose) showing that large dose differences can occur in steepadiesg gr
regions, evensfor dose dlidutions that are otherwise similar. ycllistribution based 3% dose difference
and 3 mm DTA.

Figure 4. Examples of onglimensionaly dose comparison analyses in low (a) and steep (b) dose
gradients. sTherclosest approach that the evaluated distribution makes to the referéree. pgor low
dose gradientsyithe test is essentially the dose difference test. For steep dose gradientteshes

essentially/the DTA test.

Figure 5. "Example of they calculation error when the evaluated dose distribution spatial resolution is
relatively eoarse with respect to the DTA criterion. a) The calculation is correct. b) Thatemloe
is greater than what would be calculated if interpolation was used. c) Evaluated ddsgtidissriwith

low dose gradients can have the same error if the evaluated pixel locations diffdrénaference pixel.

Figure 6. (a) True composite (TC)etivery on a phantom with an IC placed at a specific depth and a
radiographiesfilmsat a coronal orientation. (b) TC delivery on a stationary 2 desdce placed in the
coronal direetion, on the treatment table. (c) TC delivery on a stationary 2Ddawag placed in the
sagittal direction‘on the treatment table. (d) Perpendicularifiefield (PFF) or perpendicular composite
(PC) delivery on,a stationary 2D array device placed in the coronal directioe dreatment table. (e)

PFF or PCrdeliverymm 2D array device mounted on the treatment head.

Figure 7. Dosexdistributions for the mathematical case (ciresifepe field) sent to vendors to test
calculations. (a) Reference dose distribution (resolution 0.5 mm). (budfedl dose distribution
(resolution 0.5 mm). (c)Overlayed dose profiles showing the differences between the two

distributions.
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Figure 8. Clinical dose distributions from a clinical IMRT plan sent to vendorsdbytealculations. (a)

TPS calculated dose distribution (resauatiD.5 mm). (b) Film measurement (resolution 0.5 mm).

Figure 9. .Flow,chart outlines the procedure for setting tolerance and action limits for IMRT

QA.
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Table 1. For field-by-field y analysis based on relative dose, the passing rate is highly dependent on the
location of the point of normalization. This table from commercial software system shows passing rates

based on either points that maximize the passing rate, the central axis point, or the maximum dose point.

Normalization Pass Fail % Pass
point X,Y

coor dinates (mm)

-25,25 263 3 98.9
-20,30 259 7 97.4
-45,5 248 18 93.2
-30,30 251 19 93.0
-25,35 244 20 92.4
0,0 (CAX) 221 79 73.7
-25,35 (Max) 244 20 92.4

Table 2. JAIMRT-QA measurement results reported in the literature. Results include absolute point

dose agreement angassing rates for various tolerance limits.

Author Delivery technigue Dosimeter Number of irradiation | Reported results

year

Dong Fixed-gantrysand IC 751 cases and 1591 | 0.37% * 1.7% (-4.5% to 9.5%)

2003° serial tomotherapy measurements

Both Fixed-gantry 2D Diode 747 fields 3%/3 mm relative: 96.22%+2.89% for HN,

2007 array 99.30%=+1.41% for prostate and other sites
absolute point dose error: 1.41%x+ 1.10% for HN,
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0.419%+0.420% for prostate and other sites

Ibbott Not specified Film, TLDs | 250 (multi-institution) | 179 (72%) pass (7%/4mm absolute/global)
2008°
Molineu Not specified Film, TLD 1139 irradiations, 763 | 929 (81.6%) pass (7%/4mm absolute/global)
2013% institutions
Basran Fixed-gantry 2D diode 115 plans 3%/3mm absolute/global: 95.5%+3.5% for HN,
20088 array 98.8%:22.0% for GU, 97.3%:+1.6% for lung
Ezzell Fixed-gantrysand Film, IC, 2D | 10 institutions, 5 from- | high dose point: -0.2%+2.2%; low dose point:
2009° Tomotherapy:. diode array | easyto-difficult cases | 0.3%%2.2% (composite); per-field: 97.9%+2.5%
per institution (3%/3mm absolute/global); composite film:
96.3%4.4% (3%/ 3mm absolute/global)
Geurts Tomotherapy 3D diode 264 plans 3%/3mm: 97.5%, range 90.0%-100%;
2009% array absolute/relative or global/local not indicated
Langen Tomotherapy IC, planar TG-148 member IC: 3%; planar: >90% (3%/3mm absolute/global);
201010 dosimeter | institutions range or SD not given
Masi VMAT IC, film, 2D | 50 plans IC: 1.1%+1.0%; electronic planar: >97.4% (3%/3mi
2011 diode array, or 3%/2mm absolute/both global and local), range
2D IC array 92.0%-100%; EDR2: 95.1%, range 83.0%-100%;
EBT2: 91.1%, range 80.0-98.5%
Baily Fixed-gantry. 2D diode 25 prostate fields, 79 H 2%/2mm absolute/global: 80.4% (prostate), %7.9
20119 array, EPID | fields (HN): 2%/2mm absolute/local: 66.3% (prostate),
50.5% (HN); 3%/3mm absolute/global: 96.7%
(prostate), 93.5% (HN); 3%/3mm absolute/local:
90.8% (prostate), 70.6% (HN)
Lang Fixed-gantry or IC, Film, 3D | 224 plans (52 plan] 99.3%*1.1% (3%/3mm absolute/global); point dose
2012 VMAT with EEF diode array, | with IC) 0.34% (+2% for 88% of cases)
2D IC array
Mancuso | Fixed-gantry“and IC, Filmor | TG-119 test cases IC: —0.82% + 0.48% (IMRT) and —1.89% + 0.50%
2012 VMAT 2D diode (VMAT); Film: 97.6%20.6% for IMRT, 97.5%20.8%
array for VMAT (2%/2mm composite, absolute /global);
Diode: 98.7%+0.3% for IMRT and 98.6%z0.4% for
VMAT (3%/3 mm absolute /global)
Bresciani | Tomotherapy 3D diode 73 plans absolute global: 98%+2% (3%/3mm), 92%+7%
2013% array (2%/2mm), 61%+11% (1%/1mm);

Absolute local (2 cGy local threshold):
93%+6%(3%/3mm), 84%+9%(2%/2mm),
66%+12%(1%/1mm)
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corresponding thresholds reported in the literature.

Table 3. IMRTwverification QA confidence limits (CL), action limits (AL), tolerance limits (TL) and

Author Delivery Dosimeter Number of irradiation | Reported/Recommended Tolerance Levels
year technique
Palta Fixed-gantry Not Results from an IMRT | CL and AL: #10%/2mm and +15%/3mm (high dose, ste
2003° Specified questionnaire of 30 gradient);
institutions CL and AL: £3% and 5% (high dose, low gradient);
CL and AL: +4% and £7% (low dose, low gradient)
Low Fixed-gantry N/A simulated fields v index tolerance criteria: 5%/2-3 mm
2003° mimicking clinical fields
Childress | Fixed-gantry Film 858 fields y index tolerance criteria: 5%/3 mm
2008°
Stock Fixed-gantry Film, IC 10 plans y index (3%/3mMm)ymean< 0.5,ymax < 1.5, and fraction of
20053 v51 0-5%
De Martin | Fixed-gantry Film, IC 57 HN plans y index (4%/3mm): Yo (Ymeant 1.5 SD(y)) < 1;
2007% v threshold (4%/3mmy<; > 95.3% , yers > 98.9%, 55 <
0.4%
ESTRO Fixed-gantry IC Not specified TL: 3%
2008*° AL: 5%
Basran Fixed-gantry 2D diode 115 plans TL: 3% overall, 3% per-field (independent of disease si
2008 array y threshold (3%/3mm)> 95% (non-HN cases);
y threshold (3%/3mm)=> 88% (HN cases)
Ezzell Fixed-gantry Film, IC, 2D | 10 institutions, 5 from- | CL: +4.5% (high dose point in PTV);
2009° and diode array | easyto-difficult cases pe| CL: +4.7% (low dose point in OAR);
Tomotherapy. institution CL: £12.4% (film composite), 87.6% passing (3%/3mm)
CL: £7% (per field), 93.0% passing (3%/3mm)
Carlone Fixed-gantry 2D diode 85 prostate plans (68 | y threshold (2%/2mm): 78.9%~+3 mm), 84.6% §~+2
2013 array modified with random | mm), 89.2% ¢~+1 mm);

MLC errors)

y threshold (3%/3mm): 92.9% £3 mm), 96.5% ¢~+2
mm), and 98.2%oc(~+1 mm).
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Table4. Vendor survey questionnaire on the implementation of IMRTy@Aalysis software.

1. Doyou perform interpolation between points in the dose image__, if so, to what

resolution ?
2. Dowyoure-sample one or both images fortlamalysis ? If so, on what basis and to what
resolution ?

3. Whichimage is considered the reference image foy tmalysis, plan or

measured ? Is this user selectable?

4.  Camyouruse an acquired and plan dose image that are each in standard DICOM RT

format?

5.  What search radius do you use, is it user selectable?

6. Do yeu,offer both relative and absolute dose modes?

7. Is your dose tolerance part of thanalysis referred to the local dose or maximum dose or

other ? Is that user selectable ?

8. Do'you specify the dose threshold value above which the analysis will take place? If so, wh

is therdose threshold? Is this value user selectable ?

9. Doyouoffer planto-acquired-dose image auto-registration___? Manual registration___ ?

Assume center of each image is point in common ?
10 Corvalatinn madn hoanag A v nAarmalion thn an~nirad AanA Nlan Ao tma~n~a
LU U TCTAUVE TTTUOUC, TTUVWW UV yuu TTOUTTTITANTZC 1T ubquucu artoa lJI(AII UUST IIII(AUCQ

at:maximum?,

a
b. toan area,
c to a user selectable point?
d

Other ?
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11. Do you perform % dose difference-DTA(Van Dyk analysis)?
12. If so, how do you normalize the acquired and plan dose images-
a. at maximum of the reference image?,
b to an area,
ci toa user selectable point?
d Other ?
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Table5. Vendor* responses to the questionnaire on IMRTy(@halysis software listed in Table™.

SNC 3DVH Portal
QA question # Patient Dosimetry RIT113 IMSure Delta 4 VeriSoft Compass OP IMRT
1. Perform interpolation between points: yes yes no no yes yes no yes yes
2. Resample one or both images fanalysis: no no yes yes yes yes yes yes yes
3.Reference image is plan .or measurement: measured plan plan both plan measured measured plan both
user selectable no no no yes no no no no yes
4.Can user acquire and plan dose image in
DICOMRT: yes yes yes yes no yes yes yes yes
5.DTA search radius (mm): 8 5 10 30 2.5xDTA 3
user selectable no no no yes no no yes no yes
6.0ffer both relative and absolute dose modes: yes no yes yes no yes yes yes yes
7.Dose tolerance part gfuser.selectable: yes yes yes yes yes yes yes yes yes
local dose yes yes yes yes yes yes yes yes yes
max dose yes yes yes yes yes yes yes yes yes

0- 0-

8.Dose threshold abogeanalysis occurs: 0-100% 100% 0-100% 100% 0-100% 0-30% 10cGy 0-100%
user selectable yes yes yes yes yes yes yes yes yes
9.Registration between plan=and measurement: yes yes yes yes no yes yes yes yes
auto registration yes yes yes yes yes yes yes no
manual registration yes no yes yes yes yes no yes
assume center of each image as common point yes yes no no no yes no
10.Relative mode, normalize_plan/measurement to: yes no yes yes yes yes yes yes yes
at maximum yes no yes yes yes yes yes yes yes
to an area no no no yes yes yes yes no yes
user selectable point yes no yes yes yes yes yes yes
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others yes

11.Perform % dose difference/DTA(Van Dyk

analysis): yes yes no yes no no no yes yes

Normalize to maximum of reference image yes yes yes yes
Normalize to an area no no yes yes
Normalize to a user selectable point yes no yes yes yes
Others yes

*Vendors: 3DVH and SNC PRatient for MapCHECK and ArcCHECK (Sun Nuclear Corporation, Melbourne, FL), Portal Dosimetry with EPID (Varian Medical Systems, Palo Alta1GA), RIT

(Radiological Imaging Technology, Inc, Colorado Springs, CO), IMSure (Standard Imaging Inc, Middleton, WI), Delta4 (ScandiDos Sugukaiy, VeriSoft with Seven29 2D array (PTW,
Freiburg, Germany), COMPASS and OmniPro-IMRT with MatriXX (IBA dosimetry, Schwarzenbruck, Germany)

** Survey was conducted in2017
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Table 6. y passing rates from mathematical test (Figure 7)

Y passing Y passing Y passing y passing y passing
Dose DTA Dose Gold rate Diff rate Diff rate Diff rate Diff rate DIff (%)
Tolerance  Tolerance (Thréshold ~standard VendorA (%) VendorB (%) VendorC (%) Vendor D (%) Vendor E
(%) (mm) (%) (%) (%) (%) (%) (%) (%)
3 3 4 95.1 95.1 0.0% 95.3 0.2% 95.1 0.0% 95.1 0.0% 96.4 1.4%
3 2 4 90.2 90.2 0.0% 89.8 -0.4% 90.2 0.0% 90.2 0.0% 914 1.4%
2 3 4 93.4 93.4 0.0% 93.7 0.3% 93.4 0.0% 93.4 0.0% 94.7 1.3%
2 2 4 88.3 88.3 0.0% 88.2 -0.1% 88.3 0.0% 88.3 0.0% 89.6 1.5%
3 3 5.5 81.9 81.9 0.0% 81.6 -0.3% 80.4 -1.8% 81.9 0.0% 85.8 4.8%
3 2 55 63.1 63.1 0.0% 59.8 -5.2% 61.0 -3.3% 63.1 0.1% 65.8 4.4%
2 3 5.5 75.3 75.3 0.0% 75.1 -0.2% 73.9 -1.8% 75.2 -0.1% 79.0 5.0%
2 2 5.5 554 554 0.0% 53.6 -3.2% 53.4 -3.5% 554 0.1% 58.5 57%
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Table 7. y passing rates from clinical test (Figure 8)

Dose DTA Dose Gold

Tolerance Toleranée Threshold standard

(%) (mm) (%) (%)
3 3 0 98.7
3 2 0 97.1
2 3 0 96.6
2 2 0 93.0
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Y passing

rate

Vendor A

(%)
98.5
96.5
96.1
92.1

Diff
(%)

-0.3%
-0.6%
-0.5%
-1.0%

Y passing
rate
Vendor B
(%)
96.7
94.5
91.6

87.2

Diff
(%)

-2.1%
-2.7%
-5.2%
-6.2%

Y passing

rate

Vendor C

(%)
98.5
96.5
96.1
92.1

Diff
(%)

-0.3%
-0.6%
-0.5%
-1.0%

Y passing

rate

Vendor D

(%)
98.5
96.5
96.1
92.1

Diff
(%)

-0.2%
-0.6%
-0.5%
-1.0%

Y passing rate Diff (%)
Vendor E (%)
97.0 -1.8%
95.4 -1.7%
92.3 -4.5%
88.7 -4.6%
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