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Abstract The rapid increase of the number of objects in orbit around the Earth poses a serious threat
to operational spacecraft and astronauts. In order to effectively avoid collisions, mission operators need
to assess the risk of collision between the satellite and any other object whose orbit is likely to approach
its trajectory. Several algorithms predict the probability of collision but have limitations that impair the
accuracy of the prediction. An important limitation is that uncertainties in the atmospheric density
are usually not taken into account in the propagation of the covariance matrix from current epoch to
closest approach time. The atmosphere between 100 km and 700 km is strongly driven by solar and
magnetospheric activity. Therefore, uncertainties in the drivers directly relate to uncertainties in the
neutral density, hence in the drag acceleration. This results in important considerations for the prediction
of Low Earth Orbits, especially for the determination of the probability of collision. This study shows how
uncertainties in the atmospheric density can cause significant differences in the probability of collision
and presents an algorithm that takes these uncertainties into account to more accurately assess the risk of
collision. As an example, the effects of a geomagnetic storm on the probability of collision are illustrated.

Plain Language Summary Spacecraft collision avoidance is particularly challenging at low
altitudes (below 700 km). One of the main reasons is that, at these altitudes, satellite trajectories are strongly
perturbed by atmospheric drag, a force particularly hard to model. The sources of errors mostly come from
the complex coupling between the Sun and the Earth’s environment. This system drives the density of the
Earth’s atmosphere on which the atmospheric drag directly depends. In other words, uncertainties in the
atmospheric density result in large uncertainties in the satellite trajectories. The probability of collision,
which is computed from the prediction of the satellite trajectories, thus cannot be predicted perfectly
accurately. However, mission operators decide whether or not a collision avoidance maneuver has to be
carried out based on the value of the probability of collision. Therefore, it is essential to characterize the level
of uncertainty associated with the prediction of the probability of collision. The research presented here
offers an approach to determine the uncertainty on the prediction of the probability of collision as a result
of uncertainties in the atmospheric density. The ultimate goal is to assist mission operators in making the
correct decision with regard to potential collision avoidance maneuvers.

1. Introduction

The population of objects in orbit around the Earth has dramatically increased in the past decade. In April
2005, National Aeronautics and Space Administration (NASA) performed its first collision avoidance maneu-
ver on a robotic spacecraft (Terra satellite). Two years later, the Chinese satellite Fengyun-1C was destroyed,
causing the largest increase in debris in space history (about 3,000 objects larger than 10 cm). On 10 Febru-
ary 2009, the collision between the operational communication satellite Iridium 33 and the retired Russian
communication satellite Cosmos 2251 generated 2,000 debris larger than 10 cm, with many thousands of
smaller pieces at an altitude of 800 km. In 2015, four collision avoidance maneuvers and one “shelter-in-Soyuz”
procedure were performed by the International Space Station (Liou, 2016; Newman, 2016).

Collision avoidance requires the knowledge of the position and velocity of all objects in orbit. Some satel-
lite mission operators can keep track of their satellites quite accurately using Global Positioning System data,
but the trajectories of other orbiting objects are harder to accurately specify. Space Situational Awareness
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Figure 1. Ellipsoids surrounding the primary and secondary spacecraft to represent the uncertainties in the positions
of each object (Satellite Tool Kit - Analytical Graphics, Inc.).

refers to the effort of gathering and updating the trajectories of natural and man-made orbiting objects
(Stoll et al., 2013). Two of the organizations that support the Space Situational Awareness process are the Joint
Space Operations Center (JSpOC), part of the eighteenth Space Control Squadron, and the Space Data Associ-
ation. The Space Data Association was established for satellite operators to share the most up-to-date satellite
data (Stoll et al., 2013). JSpOC is currently the single full-time global provider of object positions used in col-
lision avoidance due to the accuracy and timeliness of the available information (Aida et al., 2015). It tracks
more than 23,000 objects to evaluate the risk of collision with operating satellites by looking for any close
approach with cataloged objects. If a potential conjunction is predicted by JSpOC, a Conjunction Data Mes-
sage (CDM) is generated, which includes information about the close approach to alert the mission operator
of a possible encounter. To evaluate the risk of collision, the probability of collision Pc is calculated based on
the covariance matrices and the states of both objects at the Time of Close Approach (TCA). This step is part
of the Conjunction Assessment Risk Analysis (CARA).

In order to perform CARA, the probability of collision must be accurately determined. This is done by compar-
ing the covariance matrices of the two objects at the time of closest approach. A covariance matrix represents
the uncertainties in the state of the object. The ith diagonal element corresponds to the variance of the ith
parameter (square of the standard deviation). The off-diagonal element i, j is proportional to the correlation
coefficient between the ith and the jth elements. The position portion of the covariance matrices of each of
the two objects can be represented by an ellipsoid, with an orientation given by the principal axes of the
covariance matrix. Two such ellipsoids are illustrated in Figure 1.

The volume of intersection of the two ellipsoids is a representation of the probability of collision of the two
objects. Computing this intersection volume implies calculating a three-dimensional integral, which can be
computationally intense and complex. Therefore, the relative motion is assumed to be rectilinear, and the
derivation can be reduced to a two-dimensional integral in the plane normal to the relative velocity vector,
called the conjunction plane (Hejduk & Frigm, 2015; Sanchez-Ortiz et al., 2015). Moreover, the orbit uncer-
tainties of the primary object are assumed to be uncorrelated with the orbit uncertainties of the secondary
object, so the two covariance matrices can be combined in a single covariance matrix (Chan, 2008). Finally,
the position uncertainties of the two objects are assumed constant during the encounter, so the combined
covariance matrix is constant during the close approach. These assumptions are valid if the duration of the
encounter is short enough (< 500 s) or equivalently if the relative velocity between the primary and secondary
objects is high enough (> 10 km/s) (Hejduk & Frigm, 2015). The probability of collision, Pc, is then expressed
as (Akella & Alfriend, 2000; Alfriend et al., 1999; Foster, 2001; Sanchez-Ortiz et al., 2015)

Pc =
1

2𝜋
√

det(C) ∫
R

−R ∫
√

R2−x2

−
√

R2−x2
e−

1
2

r⃗T C−1 r⃗dzdx (1)

where R is the sum of the two object radii, r⃗ the vector between the point of interest in the conjunction plane,
and each point (x, z) is in the circle of radius R (integration area). Most of the satellites do not have a spherical
shape, in which case their radius can be defined as their largest dimension.
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Others have modified this technique. Patera (2001) used the symmetric form of the probability density to
reduce the 2-D integral to a 1-D contour integral. The contour corresponds to the perimeter of the 2-D inte-
gration area. This method provides an easier numerical implementation and is computationally faster. Patera
(2005) used numerical quadrature techniques to transform the contour integral to a 1-D angular integral by
shifting the origin of the coordinate system. Alfano (2005a) reduced the 2-D integral into a 1-D integral using
the error function and analyzed it applying the Simpson’s one-third rule. Chan (2008) introduced the Rician
function to approximate the 2-D integral as a 1-D integral over a circle with an area equivalent to the elliptical
cross-section area.

Although these methods are numerically easy to implement and computationally efficient, they rely on mul-
tiple assumptions that do not necessarily hold in every conjunction case. Alfano (2009) assessed Patera’s and
Alfano’s methods for linear relative motion and showed important differences with the baseline Monte Carlo
method, particularly when the relative motion assumption does not hold, where errors up to 60% were found.
Other methods, which do not assume linear relative motion (adjoining cylinders’s method, Alfano, 2005b;
bundled parallelepipeds’s method, Alfano, 2005b; and method of voxels, Alfano, 2006) also resulted in large
errors because of limiting assumptions. Monte Carlo procedures do not require the relative motion to be lin-
ear or the covariance matrices to be constant during the encounter. Therefore, the collision risk assessment
can be more accurate in theory. The main drawback of the Monte Carlo approach is that it is computationally
intensive. This method is presented in detail in section 2.

Alfriend et al. (1999) investigated the sensitivity of the probability of collision to errors in the covariance matrix
and to the encounter geometry. The study underlined the fact that although the position covariance at epoch
is accurate, the velocity covariance is too optimistic because it assumes the dynamic model is perfect. Specif-
ically, the uncertainties in the atmospheric density are usually not taken into account. As a result, when such
uncertainties are not considered, the position uncertainties at the time of close approach are too optimistic
by about an order of magnitude. Alfriend et al. (1999) showed that small errors in the covariance matrix can
cause important changes in Pc.

At low Earth orbit (LEO) altitudes, one of the main forces acting on spacecraft and debris is atmospheric drag
and is a perturbing force particularly hard to model and predict. The drag acceleration adrag of a simple surface
is represented by (Vallado & McClain, 2007)

adrag = −1
2

CDA

m
𝜌v2

rel

vrel

vrel
(2)

where CD, A, and m are the drag coefficient, area projected toward the velocity vector, and mass of the sur-
face, respectively, and vrel is the satellite velocity with respect to the moving atmosphere of density 𝜌. The
thermosphere is too dense to be neglected in accurate orbit calculations, particularly below ∼500 km. The
atmosphere above about 100 km is strongly coupled to the space environment. This system is very complex
and the response of the density to driving from the ionosphere, magnetosphere, and Sun is very challeng-
ing to estimate. Moreover, the drivers of entire near-Earth space environment, mainly linked to solar activity,
are themselves difficult to predict. Proxies are used to model these drivers, such as F10.7. This is the solar
radio flux at a wavelength of 10.7 cm, and it is commonly used to model extreme ultraviolet (EUV) irradiance
(Emmert, 2015). The perturbations of the Earth’s magnetic field resulting from its interaction with the inter-
planetary magnetic field (IMF) and the solar wind particles are described by magnetic activity indices such as
Kp, Ap, disturbance storm time (Dst), and auroral electrojet (AE). These indices can be derived from magnetic
perturbations directly measured from stations on Earth.

Very few studies have analyzed the impact of uncertainties in the atmospheric drag, despite the fact that it
is the largest source of errors for LEO orbits (Emmert et al., 2016; Storz et al., 2005). By modeling the errors
in EUV 10-day forecasts with a Brownian motion process, Emmert et al. (2014, 2016) derived an analytical
equation that relates the uncertainties in F10.7 to uncertainties in the in-track position and found that the
in-track position errors grow with time as ∼ t5. Although an analytical equation saves a lot of computa-
tional time, it does not provide a solution accurate enough for collision risk assessment. In particular, the
solution assumes that the only perturbing force is atmospheric drag. However, neglecting the other pertur-
bations can lead to important errors, in particular, if neglecting the asphericity of the Earth. In addition, the
effects of errors in the prediction of the solar proxies increase dramatically in the presence of a solar storm.
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Pachura and Hejduk (2016) showed that a miss prediction of a geomagnetic event leads to important changes
in the probability of collision, up to a few orders of magnitude.

This study first presents an improvement of the Spacecraft Orbital Characterization Kit (SpOCK) to accurately
predict the probability of collision between two space objects using Monte Carlo procedures. The algorithm
models all perturbing forces and takes into account uncertainties in both F10.7 and Ap. The goal is to show
how uncertainties in solar driver predictions result in important errors in the probability of collision. Addition-
ally, the effects of a miss prediction of a geomagnetic storm on the probability of collision are demonstrated
in an example. The algorithm developed can be used in real time and can provide mission operators with a
better estimation of the risk of collision.

2. Methodology

The central capability of SpOCK is a high-accuracy numerical propagator of spacecraft orbits using a compre-
hensive model of the dynamics of spacecraft in orbit, including the asphericity of the Earth, atmospheric drag
acceleration, solar radiation pressure, and gravitational perturbations from the Moon and the Sun. Specif-
ically, the nonspherical portion of the mass distribution of the Earth is modeled with a decomposition in
spherical harmonics of the gravitational potential. Thermospheric models (Naval Research Laboratory Mass
Spectrometer Incoherent Scatter Radar Extended [NRLMSISE], Picone et al., 2002, and the Global Ionosphere
Thermosphere Model, Ridley et al., 2006) are implemented in SpOCK to derive the atmospheric density at the
position of the spacecraft and the time of interest, allowing for an accurate representation of the atmospheric
drag. In addition to modeling the motion of satellites, SpOCK includes several functionalities, such as the cov-
erage of ground stations, the computation of solar power, and the storm intersection forecast tool developed
for the Cyclone Global Navigation Satellite System mission. Developed in C, SpOCK supports parallelism and
is therefore well suited for ensemble, Monte Carlo, or satellite constellation analysis. The algorithm and its
different functionalities are presented in Bussy-Virat et al. (2018).

2.1. CARA Algorithm
SpOCK can assess the risk of collision with other space objects in orbit (operational satellites or debris). Monte
Carlo procedures are used to perturb the initial epoch state (position and velocity) of the primary and sec-
ondary spacecraft from the covariance matrices. The algorithm does not have to make any assumptions about
the relative motion, the uncertainties in motion, or the covariances during the time span.

SpOCK is initialized with the state (position and velocity) and the covariance matrices of both space objects
(noted Ō1 and Ō2) in the Earth Centered Inertial (ECI) J2000 coordinate system (6×6 matrices). The sum of the
two object radii, Dcollision, and the threshold distance under which a close approach is flagged, DCA, as well as
the number of ensembles used in the Monte Carlo procedures, noted Ne, are also input.

The flow diagram in Figure 2 illustrates the process to evaluate the risk of collision that leads to the determi-
nation of the probability of collision between the two space objects.

2.1.1. Close Approach Between the Unperturbed Orbits
The first step in determining the probability of collision between two objects is to explore whether the orbits
overlap. A first filter rules out the possibility of an encounter if the perigee of the higher object’s orbit is greater
than the apogee of the lower object’s orbit. If this is not the case, the altitudes cross at some point, and the sec-
ondary object could present a potential threat. In that case, the two orbits are propagated to explore potential
close approaches. The propagator uses a Fourth Order Runge-Kutta (RK4) method with a fixed time step dt to
integrate the acceleration and velocity at each time step ti of the simulation. A close approach is defined as
any minimum in the distance between the two objects smaller than a specified distance, DCA. To determine if
a minimum occurs in each interval

[
ti, ti+1

]
, SpOCK uses a similar algorithm as Alfano-Negron Close Approach

Software (Alfano, 1994). The flow diagram for this algorithm is presented in a separated block from the rest of
the flow diagram in Figure 2 (black block at the bottom of the figure). First, it looks for the existence of a min-
imum in the distance between the objects by modeling the time derivative of the distance between the two
objects by a third-order polynomial, Pḋ , and assessing if any real root troot exists in the interval

[
ti, ti+1

]
. The

additional condition
dPḋ(troot)

dt
> 0 ensures that the root corresponds to a minimum and not a maximum (not

represented in Figure 2). If a root is found in the interval
[

ti, ti+1

]
, the algorithm then determines the Distance

of Close Approach (DCA) at troot (now noted as TCA). The relative vector between the secondary and the pri-
mary objects is noted rd = r2 − r1. SpOCK models the components rd,x , rd,y , and rd,z by fifth-order polynomials
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Figure 2. Flow diagram of SpOCK’s Conjunction Assessment Risk Analysis algorithm. DCA = Distance of Close Approach; ECI = Earth Centered Inertial; TCA = Time
of Close Approach; ANCAS = Alfano-Negron Close Approach Software.

Prd,x
, Prd,y

, and Prd,z
. The distance at close approach is then expressed as

DCA =
√

P2
rd,x

+ P2
rd,y

+ P2
rd,z

(3)

If DCA < DCA, then the situation is recorded as a close approach.

This operation is repeated for each interval
[

ti, ti+1

]
of the propagation.
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2.1.2. Initialization of Perturbed Orbits
If a close approach between the two unperturbed orbits is found, there is a potential risk for a collision. In that
case, the Monte Carlo process is initialized at t0 (green diagram second to top of Figure 2). The initialization
consists in perturbing the ECI states of the primary and secondary objects (Ū1,t0

and Ū2,t0
). First, the covariance

matrices (noted C1 for the primary object and C2 for the secondary object) are diagonalized and the two
sets of six eigenvalues derived. For each set of eigenvalue, Ne random vectors (6 × 1 for the position and the
velocity) are generated following a normal distribution centered around 0 with a standard deviation equal to
the square root of the eigenvalue of the covariance matrix:

Ṽm,j =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

randn
(

0,
√
𝜆1,j

)
randn

(
0,
√
𝜆2,j

)
randn

(
0,
√
𝜆3,j

)
randn

(
0,
√
𝜆4,j

)
randn

(
0,
√
𝜆5,j

)
randn

(
0,
√
𝜆6,j

)

⎞⎟⎟⎟⎟⎟⎟⎟⎠
where Ṽm,j represents the mth random vector (m = 1,… ,Ne) associated with the primary (j = 1) or secondary
(j = 2) object, and 𝜆i,j the ith eigenvalue (i = 1,… , 6) of the covariance matrix Cj .

Each vector Ṽm,j is then converted back to the ECI coordinate system (Ṽm,j,ECI) with the rotation matrix used for
the diagonalization of the covariance matrix.

Finally, each perturbation Ṽm,j,ECI is added to the unperturbed ECI state to generate Ne perturbed states Um,1

and Un,2:

Um,1,t0
= Ū1,t0

+ Ṽm,1,ECI (4)

Un,2,t0
= Ū2,t0

+ Ṽn,2,ECI (5)

Each ensemble member initialized as Um,j,t0
is now noted Om,j .

2.1.3. Conjunctions Between the Perturbed Orbits
Once the 2Ne perturbed orbits are initialized, SpOCK propagates them (blue block third to top in Figure 2).
During the propagation, it screens for any conjunction between a perturbed ensemble member Om,1 (m =
1,… ,Ne) of the primary object and a perturbed ensemble member On,2 (n = 1,… ,Ne) of the secondary
object. The algorithm is the same as the one to find a close approach between the unperturbed orbits Ō1

and Ō2. However, it now uses the sum of the two object radii Dcollision as the minimum distance under which a
conjunction is recorded. Therefore, SpOCK first looks for the existence of a minimum distance in each interval[

ti, ti+1

]
, in which case it then calculates the minimum distance as in equation (3). If this distance is smaller

than Dcollision, the situation is recorded as a collision. SpOCK repeats this operation for each combination in
the set (m, n) resulting in N2

e comparisons. The total number of collisions found is noted NT .

To be computationally efficient, conjunctions between each perturbed orbit Om,1 and On,2 are not screened
in every interval

[
ti, ti+1

]
of the propagation but only in a time spanning the unperturbed close approach

determined in the first step of CARA. This time span is equal to half an orbital period T to ensure that no
collision is missed between the perturbed orbits. If several close approaches were found, then SpOCK applies
this algorithm for each interval

[
TCA − T∕4, TCA + T∕4

]
.

2.1.4. Derivation of the Probability of Collision
Once the 2Ne orbits are propagated and screened for collisions, the probability of collision is calculated as
the ratio between the total number of collisions NT divided by the total number of possible scenarios N2

e (red
block fourth to top in Figure 2):

Pc =
NT

N2
e

(6)

This algorithm, presented in Alfano (2009), is commonly referred as the all-to-all strategy, as opposed to the
one-to-one strategy that compares the position of each object Om,1 to a single object On,2. It provides accurate
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estimates of the probability of collision in a reasonable computational time, although an accurate value of
the confidence interval should be computed using other methods, such as the one-to-one strategy (Schilling
et al., 2016). If the one-to-one method was employed to compute the probability of collision though, it would
involve the orbit propagation of more ensemble members, which would require a longer run time (or the
use of more cores) and would make this solution not easily applicable for operations. Therefore, an empiri-
cal method for the determination of the confidence interval was used in this study to verify that the number
of ensemble members considered was large enough to get an accurate estimation of Pc using the Monte
Carlo approach. The 50,000 ensemble members for each object were considered, which corresponded to a
total number of possible scenarios N2

e of 2.5 billions. To be computationally efficient, SpOCK runs the ensem-
ble members in parallel, allowing the risk assessment of a 2-day scenario to be performed in an hour using
200 cores.

2.2. Modeling Uncertainties in F10.7 and Ap
The uncertainty in the thermospheric density modeling is generally of the order of 10–15% (Vallado & Finkle-
man, 2014) . This is when considering a perfect knowledge of the inputs used in the thermosphere models,
such as the solar flux F10.7, Ap, or Dst. However, predicting the solar drivers a few days ahead adds more uncer-
tainties in the prediction of the thermospheric density. The large variability of the solar activity makes the task
even harder. Geomagnetic activity driven by solar flares, coronal mass ejections, and corotating interaction
regions (CIRs) causes the most important disturbances of the neutral density. For example, it was found that
CIRs can cause density increases by 75% on average (Lei et al., 2011). A 30% to 60% increase at low latitude to
midlatitude in the density response to EUV solar flux enhancement resulting from a solar flare was reported
in Sutton et al. (2006) and Pawlowski and Ridley (2011). Bruinsma et al. (2006) and Sutton et al. (2005) stud-
ied the response to severe geomagnetic storms. Both noted a rapid response of the thermospheric density
(approximately a few hours) at all latitudes with enhancements by more than 3 times the density. Bruinsma
and Forbes (2007) reported up to 800% density enhancements at the equator during sudden increases in
geomagnetic activity.

Despite these considerations, collision risk assessment is usually performed by neglecting the uncertainties
in the atmospheric density, although it recently became a standard practice for the Department of Defense
(DoD) to include atmospheric density errors in the covariance through the use of a consider parameter. At LEO
altitudes, where atmospheric drag is the dominant perturbation, neglecting such uncertainties can result in
important errors in the probability of collision.

SpOCK primarily uses the NRLMSISE density model to derive the density at the position of the spacecraft at
each time step of the propagation. The solar inputs of NRLMSISE are the solar flux F10.7 and the geomag-
netic index Ap. These are predicted in real time for the following 45 days at the Space Weather Prediction
Center (SWPC) from the National Oceanic and Atmospheric Administration. To model uncertainties in the
predictions of F10.7 and Ap, historical predictions (noted Ppredicted, where P is F10.7 or Ap) over 2 years were
compared to actual measurements (noted Pmeasured) as a function of prediction horizon. For each forecast
time (1–3 days ahead), the difference between the predicted index and the measured value was computed
(Ppredicted − Pmeasured), from which distributions were derived. Figure 3 shows the probability distribution func-
tion (PDF) of the F10.7 prediction error (top left) and the Ap prediction error (bottom left) for a 2-day forecast
horizon. For every prediction horizon, each distribution is segmented in seven bins from −15 to 15. For exam-
ple, there is a 7% chance that the error on the prediction of F10.7 after 2 days is∼9 (red bin in top distribution)
and there is a 35% chance that the prediction of Ap is correct (green bin in bottom distribution). Although
the distributions vary with the prediction horizon, since the accuracy of the forecast degrades for longer
prediction horizons, the PDFs are all centered around 0, indicating that the SWPC predictions were nonbiased.

SpOCK uses these PDFs to model the uncertainties in the predictions of F10.7 and Ap. Each graph on the right
of Figure 3 shows an example of the seven different 3-day predictions of F10.7 (top) and Ap (bottom) on 26
November. A given prediction is derived as the sum of the value at the center of a bin in the PDF (reported in
the legend) with the predicted value by SWPC. For instance, SWPC predicted F10.7 to be 83 and Ap to be 9 on
28 November. Therefore, the prediction of F10.7 corresponding to the red bin centered at 9 was 91. Similarly,
the prediction of Ap corresponding to the light blue bin centered at −4 was 5. Applying this approach for
each prediction horizon (1–3 days ahead), SpOCK generated a series of predictions for F10.7 and Ap.

The Pearson correlation and the Kendall’s tau coefficients of the historical forecast errors on F10.7 and Ap
were, respectively, 0.02 and 0.009, indicating that they were uncorrelated. Therefore, the F10.7 and Ap predic-
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Figure 3. Probability distribution functions of the error in historical forecast of F10.7 (top left) and Ap (bottom left).
Prediction of the solar flux F10.7 (top right) and geomagnetic index Ap (bottom right) as a function of forecast time
derived from these PDFs and the prediction by SWPC.

tion errors were varied independently and input in NRLMSISE to model uncertainties in the prediction of the
atmospheric density. Specifically, 7 × 7 different combinations from the PDFs of the F10.7 and Ap prediction
errors resulted in 49 density scenarios. The density modeled with NRLMSISE from these different solar activity
conditions at a theoretical satellite location (at 400 km) is shown in Figure 4.

SpOCK uses real-time predictions from SWPC and adds uncertainties to assess the risk of collision under dif-
ferent solar conditions. SpOCK propagates different ensembles, consisting of thousands of members, through
different thermospheres. Each individual ensemble is propagated through NRLMSISE driven by the same

Figure 4. Atmospheric density at the position of the spacecraft as a function of forecast time modeled by NRLMSISE
from the probability distribution functions of the errors in historical F10.7 and Ap forecast (shown in Figure 3).
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drivers, so the members can be realistically compared to each other. Different ensembles represent different
density drivers, such that the dependence of the probability of collision on the density drivers can be explored.
These simulations are run in parallel, which enables a quick evaluation of the range of possible values of the
predicted probability of collisions, instead of one unique value as it is currently done in a typical conjunction
risk assessment analysis.

2.3. Modeling Other Uncertainties
When assessing the true risk of collision, all uncertainties must be taken into account. Uncertainties in the ini-
tial position and velocity are important because of the limited availability and accuracy of tracking the object.
The thermospheric density is the main source of uncertainties in the propagation of the spacecraft but, as
shown in equation (2), it is not the only parameter of the drag acceleration. Uncertainties in the drag coeffi-
cient and the cross-section area are also important. The drag coefficient and the cross-section area depend
on the attitude of the satellite, so they are sometimes combined into one single parameter, such as the ballis-
tic coefficient

(
BC = CDA

m

)
. However, uncertainties in both parameters can be modeled separately in SpOCK.

For most secondary objects with unknown drag coefficients and cross-section areas, the Monte Carlo proce-
dures should include directly perturbing the ballistic coefficient from its variance estimated in the covariance
matrix.

The coefficient of drag CD represents the transfer in momentum between the molecules of the atmosphere
and the surfaces of the satellite. It is a function of the satellite shape and attitude, of the atmospheric condi-
tions (temperature and composition), and of the properties of the satellite surfaces. It usually decreases with
the altitude (Horsley, 2012; Moe & Moe, 2005). In order to model uncertainties in the drag coefficient, SpOCK
initializes the properties of each surface of the ensemble members with drag coefficients computed from the
covariance matrix at the initial epoch.

Modeling the uncertainty in the attitude for a controlled satellite that has a known attitude control uncer-
tainty consists in having ensemble members that drift with a random angular velocity from a nominal attitude
for a given time before going back to the nominal attitude. This enables the simulation of the attitude deter-
mination and control system of satellites that randomly drift from a nominal controlled attitude. Additionally,
objects that are uncontrolled can be simulated by setting nominal tumbling rates around the three axes, with
uncertainties around those nominal rates also specified.

Although these different uncertainties need to be taken into account in a realistic collision risk assessment,
this study focuses on exclusively modeling uncertainties in the initial positions and velocities, as well as in the
thermospheric density.

3. Validation

To validate the conjunction assessment risk analysis algorithm in SpOCK, the cumulative probabilities of colli-
sion computed for three different cases were compared with results from Alfano, 2009. More specifically, two
LEO configurations (Cases 6 and 7 in Alfano, 2009) and one GEO configuration (Case 1 in Alfano, 2009) were
analyzed. The initial states and covariance matrices, included in Alfano (2009), were used to initialize CARA in
SpOCK. Alfano (2009) used a similar CARA algorithm as SpOCK. In all three cases, the time of close approach is
2 days after the epoch. The dynamic model used a spherical Earth with no perturbations, since the goal of this
study was to validate the algorithm for computation of the probability of collision, while SpOCK’s propagator
and its dynamic model were validated in a previous study (Bussy-Virat et al., 2018).

Figure 5 shows the cumulative distribution functions (CDFs) computed by SpOCK for Cases 1 (top), 6 (center),
and 7 (bottom). Similar figures are available in Alfano (2009) but are not shown here because they correspond
to probabilities determined with a different method than the Monte Carlo approach. Therefore, a direct com-
parison of the cumulative probability as a function of time is not possible. However, the trends of the figures
in Alfano (2009) are very similar to the ones presented in Figure 5. Case 1 represent a nonlinear relative motion
that causes the probability to increase again a few hours after the first close approach. Cases 6 and 7 corre-
spond to a linear relative motion where the probability of collision starts growing a few minutes before the
unperturbed close approach, with a faster increase for Case 6. The text in each plot summarizes the results
for the cumulative probability of collision calculated by SpOCK and compared to the value in Alfano (2009).
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Figure 5. Cumulative probability of collision during the half orbit spanning the unperturbed close approach. The
vertical red dashed line represents the time of close approach between the two unperturbed orbits. The initial states
and covariance matrices are taken from Alfano (2009): top is Case 1, center is Case 6, and bottom is Case 7. SpOCK =
Spacecraft Orbital Characterization Kit.

The relative difference is smaller than 3% for the three cases, proving that both algorithms are in good agree-
ment. The small differences might be due to the fact that Alfano (2009) used an analytic equation to propagate
the covariance matrices from current epoch to time of closest approach.

4. Results and Discussion
4.1. Effects of Atmospheric Drag on the Probability of Collision
To understand the effects of atmospheric drag on the probability of collision, a hypothetical collision between
two satellites with slightly different velocities is considered. Both spacecraft start at their respective initial
position, and Satellite 2 is assumed to have the higher speed of the two satellites. The distance between the
initial positions and the conjunction point is, respectively, noted D1 and D2.

If the density of the atmosphere was actually higher than predicted, the increase in atmospheric drag would
have more effect on Satellite 2 than on Satellite 1 because Satellite 2 is moving faster. In other words, the
altitude of Satellite 2 would decrease faster than the altitude of Satellite 1, so the speed of Satellite 2 would
increase more than the speed of Satellite 1. Therefore, Satellite 2 would reach the distance D2 before Satellite 1
reached the distance D1. Because of this differential change in speed, Satellite 2 would get to the conjunction
point before Satellite 1, so the two satellites would potentially not collide anymore. Similarly, two spacecraft
that were not predicted to collide could actually collide if the density was different from the prediction.

In the Monte Carlo method, a large number of such situations are considered. The total number of collisions
in the Monte Carlo procedure therefore directly depends on the density of the atmosphere in which the
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Figure 6. (top row) Two-dimensional visualization of the two orbits. Satellite 1 (green line) orbits at 400 km with a 30∘
inclination and a 0∘ RAAN. Satellite 2 (magenta line) orbits at 400 km with a 60∘ inclination and a 30∘ RAAN. The right
figure is a zoom in over a ∼ 120 km × 120-km region. (bottom) Distance between the two unperturbed orbits over the
first 2 days of the propagation. The close approach occurs on 27 November at 12 p.m. The threshold distance for close
approaches, DCA, is indicated as a dashed horizontal line. RAAN = Right Ascension Of Ascending Node.

spacecraft orbit. In other words, uncertainties in the predictions of the thermospheric density have an effect
on the probability of collision.

4.2. Effects of Uncertainties in the Thermospheric Density Predictions on the Probability of Collision
SpOCK was run to assess the risk of collision between two hypothetical objects using the algorithm presented
in section 2. Both spacecraft orbited at 400 km with a 30∘ and 60∘ inclination, respectively. The ECI states
and covariance matrices at the initial epoch (12 a.m. universal coordinated time on 26 November 2016) are
included in Appendix A. A first collision risk assessment was performed using the median values of the F10.7
and Ap predictions of Figure 3 (bin centered at 0 in green), so the density was modeled using the predictions
of F10.7 and Ap by SWPC. The 50,000 ensemble members were propagated for each of the two satellites, so
the total number of possible encounters was 2.5 billion. The orbits were propagated with a 10-s time step,
and the gravitational perturbation due to the equatorial bulge (J2) was taken into account. The green line in
Figure 6 (top left) represents the orbit of Satellite 1 (30∘ inclination) and the magenta line represents the orbit
of Satellite 2 (60∘ inclination). The closest approach was predicted to occur over the Pacific Ocean.

The relative distance over the first 2 days between the two unperturbed orbits is presented in the bottom plot
of Figure 6. The time of closest approach was predicted to occur∼36 hr after epoch, at noon on 27 November.

A zoom in of the encounter geometry is illustrated in Figure 6 (top right). Three 10-s time steps are represented
around the time of closest approach. Object 1 is represented by green squares (smaller inclination) and Object
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Figure 7. Distribution of the time of close approach for all conjunctions. The 25% and 75% quantiles are shown as
vertical dashed lines.

2 by magenta circles (higher inclination). The time of closest approach was predicted to be at 12:00:00.104, at
∼ 21.75∘N latitude.

The minimum distance under which a close approach between the two unperturbed orbits was flagged was
10 km. Because this occurred, SpOCK’s Monte Carlo algorithm presented in section 2.1 assessed the risk of col-
lision for this possible conjunction. The sum of the two spacecraft radii was 1.3 m, implying that any situation
with a distance between an object Om,1 and an object On,2 smaller than 1.3 m was recorded as a collision.

When this was completed, the probability of collision was 1.051 × 10−4, right above the threshold for a col-
lision avoidance maneuver (10−4) used by NASA (this threshold varies by individual NASA mission, though).
The distribution of the time of closest approach for each collision between a perturbed object Om,1 and a per-
turbed object On,2 is shown in Figure 7. The 50% width of the distribution (defined as the difference between
the 75% and the 25% quantiles) is ∼300 ms, which represents the uncertainty in the time of closest approach.
This uncertainty is particularly small because of the encounter geometry. For example, if the inclinations of
the two orbits were similar, the velocities at conjunction would be almost parallel to each other. Since uncer-
tainties are usually greater in the along-track direction, the range of values for the time of close approaches
increases for such parallel conjunctions.

To demonstrate the effects of uncertainties in the thermospheric density on the probability of collision, the
risk of collision was assessed with the different densities shown in Figure 4. More specifically, 49 cases were
evaluated for collision risk assessment. Each case corresponded to the probability of collision between the
two objects orbiting in an atmosphere whose density was represented by one of the 49 scenarios of Figure 4.

The time and distance of closest approach between the two unperturbed orbits, that is, using the nominal
orbital parameters, for nine cases are represented in Table 1. These cases correspond to example trajectories
that were generated by moving the F10.7 and Ap prediction errors in lock step through the whole range
of errors in order to span the entire spectrum of possibilities. The unperturbed orbits were not predicted
to collide because the distances at closest approach were greater than 1.3 m, but they were flagged to be
investigated due to the distances being less than 10 km.

The higher the density, the more drag there is on the spacecraft, which leads to a lower orbital altitude and
thus a higher orbital speed, resulting in earlier closest approaches. This can be noticed in Table 1 where
the time of close approach gradually decreased from Case 1 (lowest densities) to Case 9 (highest densities)
by ∼400 ms.

Figure 8 shows the positions of the two spacecraft on 27 November at 12:00:00 for the nominal orbit con-
dition for these nine different thermospheric conditions. This corresponds to the time step preceding the
close approach for all cases, except for Cases 8 and 9, for which it corresponds to the time step following the
encounter. The increasing delay between this snapshot and the encounter from Case 1 to Case 7 is evident
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Table 1
Time and Distance of Close Approach for Different Atmospheric Density
Scenarios

Case # TCA DCA (m)

1 2016-11-27 12:00:00.311 125

2 2016-11-27 12:00:00.213 106

3 2016-11-27 12:00:00.182 91.2

4 2016-11-27 12:00:00.124 64.3

5 2016-11-27 12:00:00.104 58.0

6 2016-11-27 12:00:00.075 42.6

7 2016-11-27 12:00:00.047 26.7

8 2016-11-27 11:59:59.989 1.61

9 2016-11-27 11:59:59.914 38.2

Note. TCA = Time of Close Approach; DCA = Distance of Close Approach.

in Figure 8. Because the closest approach for Cases 8 and 9 occurred before the time of this snapshot, the red
and purple markers are located beyond the conjunction point (not represented in the Figure for clarity).

Added to the uncertainty of the time of closest approach between ensembles of the same scenario (e.g.,
300 ms, Figure 7), the total uncertainty on the time of close approach, including uncertainties in the ther-
mospheric densities, was ∼ 700 ms. This is a small uncertainty and it does not cause any concern for
operations because maneuvers are planned hours in advance. However, this short uncertainty was due to the
encounter geometry, where the two objects approach with nonparallel velocities. For parallel conjunctions,
this uncertainty would grow dramatically.

Although the effects of density uncertainties on the time of closest approach were small for this geometrical
configuration, the effects on the probability of collision were much more important. The likelihood of each
of the 49 density scenarios to occur at TCA is given as the product of the likelihood of the prediction error in
F10.7 to occur at TCA with the likelihood of the prediction error in Ap to occur at TCA, since the distributions
of the historical prediction errors of F10.7 and Ap are uncorrelated. Since the temporal resolution of the F10.7
and Ap predictions was 1 day, the likelihoods of the prediction errors in F10.7 and Ap were evaluated at +48h,
instead of +36h (TCA). For instance, the likelihood of the error in F10.7 and Ap to be 9 and−4, respectively (red
and light blue bins of the PDFs in Figure 3, respectively) was 0.07× 0.16≃ 0.011. In other words, the likelihood
of occurrence of the density scenario modeled by NRLMSISE from the F10.7 and Ap values depicted in red and
light blue in the right two graphs of Figure 3 was∼ 1.1%. Each of the 49 density scenarios in Figure 4 occurred
with a probability computed with the same method, resulting in 49 values of the probability of collision,
which likelihood to occur was equal to the likelihood of occurrence of the corresponding density scenario.
Figure 9 (left) shows the PDF of the probability of collision derived from the 49 values of Pc and their likelihood

Figure 8. Snapshot of the unperturbed orbits Ō1 (square) and Ō2 (circle) at 12:00:00 p.m. on 27 November 2016.
The two objects are about to collide for Cases 1–7 and have just collided for Cases 8 and 9.
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Figure 9. Probability distribution function and cumulative distribution function of Pc as a result of uncertainties in the
atmospheric density. The probability distribution function and cumulative distribution function were segmented into
bins of Pc of 10−5.

of occurrence. The probability of each Pc interval to occur is equal to
∑

i Pc,i×pi (for all Pc,i in the interval), where
pi is the likelihood of the probability Pc,i to occur. The peak of the PDF was obtained for Pc between 1.0× 10−4

and 1.1 × 10−4, for which the probability of occurrence was larger than 30%. The cases with a probability of
collision falling in this interval corresponded to densities modeled from values of F10.7 and Ap close to the
SWPC predictions since these were the most likely to occur, as shown in the distributions of Figure 3. The PDF
extended to values of Pc as low as ∼ 10−5, although probabilities of occurrence of such scenarios were much
lower (<5%). Overall, the expected probability of collision, equal to the sum of each Pc to occur multiplied
by its likelihood of occurrence, was 8.7 × 10−5, right below the maneuver threshold used by NASA. Figure 9
(right) shows the CDF of the probability of collision. The CDF gives the probability of Pc to be below a certain
threshold. For instance, the probability for Pc to be below 8×10−5 or 10−4 was ∼25% or ∼85%, respectively.
While PDFs indicate the values of Pc that are the most likely to occur, CDFs can help identify how much of the
probability density is above or below a certain threshold.

This analysis shows that uncertainties in the prediction of the thermospheric density can lead to important
errors on the probability of collision if only the nominal prediction is considered for the collision risk assess-
ment, even if the conjunction occurs only 36 hr after the current epoch. More importantly, it provides

Figure 10. Distribution of the 100 estimated values of Pc (left∶∼ 3 × 10−5; right: ∼ 1 × 10−4). The confidence interval
and relative error are indicated. The red dashed lines correspond to the boundaries of the interval that included ∼95%
of the predicted values of Pc . The black dashed lines represent the median values of the distributions.
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Figure 11. Orbit average density at the position of the spacecraft with the geomagnetic storm (red) and without the
geomagnetic storm (blue).

an example of application of a framework that can assist collision avoidance practitioners to estimate the risk
of collision by providing a true probabilistic result for different Pc outcomes.

4.2.1. Confidence Interval
An empirical method was used to compute the confidence interval associated with the estimations of the
probability of collision. The scenarios that gave the minimum and maximum values of Pc (∼ 3 × 10−5 and
∼ 1 × 10−4, respectively) were considered to bound the solution. For each of these two scenarios, SpOCK
was run 100 times and the confidence interval was computed from the distribution of the 100 Pc values.
Figure 10 shows the distributions corresponding to the 100 runs for the minimum value of Pc (∼ 3 × 10−5,
left) and for the maximum value of Pc (∼ 1 × 10−4, right). For each distribution, the median value of Pc was
computed, Pc,median, and the relative error on Pc, 𝜖, was derived to include ∼95% of the Pc values in the inter-
val

[
Pc,median × (1 − 𝜖), Pc,median × (1 + 𝜖)

]
. Approximately 95% of the runs resulted in probabilities of collision

different by less than 2.6% compared to the median value of the lowest probability of collision (∼ 3 × 10−5)
and by less than 1.6% compared to the median value of the highest probability of collision (∼ 1 × 10−4). The
larger distribution for the low value of Pc is consistent with the fact that more ensemble members should be
run in order to get the same relative error as for the scenario with the larger value of Pc. The 47 other scenar-
ios resulted in probabilities of collision between these two Pc extrema, so the relative error corresponding to
a confidence interval of 95% for these scenarios was between 1.6% and 2.6%. Overall, although this empirical
method is an approximation, it provides an estimation of the confidence interval and shows that the Monte
Carlo approach used to compute the probability of collision for the previous example scenarios was relevant.

4.3. Probability of Collision Errors Due To a Miss Prediction of a Solar Storm
In the previous section, the probability of collision was assessed given uncertainties in the thermospheric den-
sity during quiet conditions. In this section, the impact of a geomagnetic storm on the probability of collision
is investigated. For this analysis, the geomagnetic storm occurring on 17 March 2015 was studied. Two orbits
were propagated for 2 days, starting on 16 March. The encounter geometry corresponded to a parallel path
conjunction: both orbits were at an inclination of 45∘ at 400 km. The eccentricity of Object 2 is slightly higher
than the eccentricity of Object 1 (0.00002 and 0.00001, respectively). This is a particularly interesting config-
uration as the assumption of short time of encounter used in many collision risk assessment algorithms does
not hold for this parallel conjunction geometry.

The geomagnetic index Ap was reported to reach values as high as 200 on 17 March. The orbit-averaged den-
sity modeled at the position of Object 1 using NRLMSISE is shown in Figure 11. The red line shows the density
modeled from the actual F10.7 and Ap, while the blue line represents the density modeled with keeping F10.7
and Ap constant to the initial value on 16 March.

To study the effect of the storm on the probability of collision, two conjunction analysis simulations were
made. The first one used the actual solar activity conditions to model the atmospheric density (red line
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Figure 12. Cumulative probability of collision as a function of time during the encounter. The scenario with the storm
is in red and without the storm in blue. The vertical dashed lines represent the times of closest approach between the
unperturbed orbits (indicated on the top left corner). The collision avoidance maneuver threshold (10−4) is represented
with a black dashed line.

in Figure 11). The second one used a constant solar activity for the 2 days of the simulations (blue line in
Figure 11). This simulation corresponded to a situation without a geomagnetic storm, as if the predictions
were for calm geomagnetic conditions instead of for a storm. For both runs, the risk of collision was assessed
by SpOCK to compare the probability of collision and the time of conjunction.

Figure 12 shows the cumulative PDF as a function of time for both simulations, defined as the total number of
recorded collisions as a function of time, divided by the total number of possible conjunctions. Consequently,
the total cumulative probability of collision at the end of the span is equal to the probability of collision NT∕N
used so far in the study. The red line corresponds to the simulation with the geomagnetic storm, and the blue
line without it. The vertical dashed lines represent the times of closest approach between the unperturbed
orbits, which are also indicated in the top left corner of the plot.

The conjunction occurred sooner in the presence of the storm by∼2 s. This was due to a stronger drag because
of the increase in density resulting from the effects of the geomagnetic storm on the thermosphere. Therefore,
the satellites orbited with higher velocities and the close approach occurred sooner than without the storm.

The probability of collision in the absence of the storm was slightly above the maneuver threshold (1.13 ×
10−4); however, with the storm, the probability of collision was 8.80 × 10−5, which was under the maneuver
threshold. This ∼ 30% difference in the probability of collision not only demonstrates the important effect
of the storm on the probability of collision but it also shows that if on 16 March, the space weather mod-
els had not predicted the storm to occur a day later, the predicted probability of collision would have been
right above the maneuver threshold so the mission operator may have been advised to perform a collision
avoidance maneuver. This miss prediction of the storm would have led to a false alert, which means that the
maneuver may have unnecessarily been carried out and might have led to a riskier, rather than safer, outcome.
This approach is not specific to this storm but can be applied to storms in general, showing that a storm can
possibly change the probability of collision, which can also result in making the wrong decision with regard
to a collision avoidance maneuver, in one direction or the other.

The minimum distance between the objects used to flag a collision also has an influence on the effects of
the storm on the probability of collision. This is investigated in Table 2. The effects of the geomagnetic storm
increased with decreasing minimum distance of collision: the relative difference in the probability of collision
increased with decreasing minimum distance (so did the absolute difference, not shown in Table 2).

The storm perturbed the orbits by increasing the distance at closest approach between two objects in some
cases and by decreasing the distance at closest approach between two objects in other cases, as explained
in section 4.1. The decrease in probability of collision shows that taking into account all possible conjunc-
tions, the storm overall decreased the total number of encounters in this particular example. In other words,
there were more cases where it increased the distance at closest approach from a value below the minimum
distance (without the storm) to a value above the minimum distance (with the storm) than cases where it
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Table 2
Probability of Collision With and Without the Geomagnetic Storm for Different Values of the Minimum Distance of Collision

Min distance collision (m) Pc with storm Pc without storm Relative difference

5 0.001701 0.001559 9.1%

2 0.000338 0.000276 22.5%

1.2 0.000113 0.000088 28.4%

1.0 0.000073 0.000056 30.4%

decreased the distance at closest approach from a value above the minimum distance (without the storm) to
a value below the minimum distance (with the storm).

The fact that the probability decreased more as a result of lowering the minimum distance of collision in the
presence of a storm (Table 2) means that the number of conjunctions decreased more with the storm than
without the storm if the minimum distance of collision was smaller. To understand why, consider a situation
where the storm increased the distance at closest approach from 1.5 m (without the storm) to 4 m (with the
storm). The situation is recorded as a collision with and without the storm if the minimum distance of collision
was 5 m. If the minimum distance instead was 2 m, this situation would still be recorded as a collision without
the storm but it would not be recorded anymore as a collision with the storm. In other words, the total number
of collisions without the storm would still be the same with the new threshold but it would be smaller by one
conjunction in the presence of the storm.

Consequently, for lower probability of collisions (10−5, 10−6, for instance), the relative difference is expected
to be even greater. An application of this study is that there is often an unknown on the minimum distance
of collision to set for the evaluation of the probability of collision. Recall that this distance corresponds to the
sum of the two object radii only if the objects are spherical, which is not the case most of the time, particularly
if the objects are satellites. Satellites can also have tethers or booms, such as the Challenging Mini-satellite
Payload satellite. Therefore, the attitude of the satellite has a direct influence on the minimum distance of col-
lision. Unfortunately, a perfect knowledge of the attitude is almost always impossible, since the vast majority
of objects in orbit have uncertain geometries and orientations, resulting in uncertainties on the minimum dis-
tance of collision. This analysis shows that the effects of a miss prediction of a storm can possibly vary with
the attitude of the spacecraft at the time of closest approach.

5. Conclusion

The CARA algorithm developed in SpOCK uses a Monte Carlo approach to predict the probability of collision
from the covariance matrices of the two objects at epoch. SpOCK propagates ensemble members, represent-
ing small perturbations on the initial positions and velocities, by modeling the perturbing forces such as the
perturbations of the gravitational potential due to the asphericity and nonuniform mass distribution of the
Earth, the atmospheric drag, the solar radiation pressure, and the gravitational perturbations from the Moon
and the Sun. More specifically, it uses a thermosphere model, either NRLMSISE or Global Ionosphere Ther-
mosphere Model, to accurately model the atmospheric density at the position of the spacecraft, hence the
drag acceleration. While propagating the perturbed orbits, SpOCK screens for collisions between all ensemble
members. Specifically, it interpolates the minimum distance between two objects with fifth-order polynomi-
als. If this distance is smaller than the sum of the two object radii, it records the situation as a conjunction.
After repeating this operation for all ensemble members, SpOCK divides the total number of encounters by
the total number of cases, usually at least a hundred million, which approximates the probability of collision.

Although atmospheric drag is one of the main perturbing forces for LEO orbits (representing 90% to 95%
of the force in the in-track direction), uncertainties in the thermospheric density are usually not taken into
account in collision risk assessment algorithms. Important uncertainties rely on the atmospheric density
because the coupling of the upper atmosphere with the Earth space environment (the ionosphere and the
magnetosphere) is not well understood, and because the solar activity, the main driver of this coupled sys-
tem, is itself very hard to predict. Coronal mass ejection, solar flares, and CIRs cause important and difficult
to predict disturbances of the atmospheric density. Therefore, ignoring all these effects results in important
errors in the prediction of the probability of collision. The approach for taking into account the uncertainties
in the solar activity to derive PDFs of the probability of collision was introduced. Specifically, PDFs and CDFs of
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the probability of collision can be derived from distributions of historical forecast errors in the geomagnetic
indices F10.7 and Ap. An example of such a PDF was provided for a simulated conjunction and illustrated vari-
ations in the probability of collision of an order of magnitude. These PDFs and CDFs can assist operators in the
determination of the true risk of collision in the presence of atmospheric density errors. An empirical method
to determine the confidence interval associated with the predictions of the probability of collision was pre-
sented and showed that 95% of the runs resulted in values of the probability collision less than 2.6% different
from the median value. Although the Monte Carlo method was used in this study to predict the probability
of collision, the overall approach is applicable to other methods, such as analytical methods.

Finally, the effects of geomagnetic storms on the probability of collision were illustrated with an example
of a parallel conjunction between two spacecraft 2 days after epoch. On 17 March 2015, a strong storm hit
the upper atmosphere, with values of the geomagnetic index Ap exceeding 200. Density enhancements by
almost 50% at 400 km strongly increased the drag, modifying the orbits of the satellites. The effects on the
risk of collision led to differences up to 30% in the probability of collision, compared to a situation without
a storm. This relative difference was shown to vary inversely with the minimum distance (i.e., the size of the
objects). This analysis demonstrates the importance of predicting geomagnetic storms. In this example, the
miss prediction of the geomagnetic storm resulted in a false alert because the probability of collision without
the storm was above the threshold for a collision avoidance maneuver.

Appendix A: Initial States and Covariance Matrices

Distances are expressed in meters, and time in seconds.

Ū1,t0
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

202780.692
−5873336.722
−3356137.888
7644.314213
540.915272
−493.855868

⎞⎟⎟⎟⎟⎟⎟⎟⎠

(A1)

C1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

4.7440894789163000000000 −1.2583279067770000000000 −1.2583279067770000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

−1.2583279067770000000000 6.1279552605419000000000 2.1279552605419000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

−1.2583279067770000000000 2.1279552605419000000000 6.1279552605419000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000010000000000000000 0.0000000000000000000000 0.0000000000000000000000

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000001 0.0000010000000000000000 −0.0000000000000000000001

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000001 −0.0000000000000000000001 0.0000010000000000000000

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(A2)

Ū2,t0
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

558232.011
−3649646.379
−5675244.936
6569.617992
3593.547352
−1664.494700

⎞⎟⎟⎟⎟⎟⎟⎟⎠

(A3)

C2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

4.7439512624715000000000 −1.2582550000046000000000 −1.2582079265320000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

−1.2582550000046000000000 6.1281039832865000000000 2.1280243672750000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

−1.2582079265320000000000 2.1280243672750000000000 6.1279447542420000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000010000000000000000 0.0000000000000000000000 0.0000000000000000000000

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000010000000000000000 −0.0000000000000000000002

0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 0.0000000000000000000000 −0.0000000000000000000002 0.0000010000000000000000

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(A4)
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