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ABSTRACT

Morphing to seamlessly alter aircraft geometry for either multi-mission or adaptive fly-by-feel

flight has recently become an emerging field of research. With the added benefits of tailored

aerodynamics, an aircraft no longer needs to be designed to suit a single cruise flight condition.

This is particularly useful for small Unmanned Aerial Vehicle (UAV)s which, like birds and

insects, tend to operate at lower altitudes and even in urban environments where the flow can

frequently change drastically.

The primary objective of this research is to investigate morphing applications for rudderless

UAVs, which have seldom been studied prior to this point, through bioinspiration. As natural

fliers undergo multi-scale low-altitude morphing to adapt to changes in either flight objective or

aerodynamic conditions, they are prime subjects for investigation. This is accomplished through

both analytical aerodynamic modeling, and experimental design and investigation of novel

morphing actuators using MFCs. Using these smart material actuators, complex shape change

such as spanwise camber morphing and three-dimensional bending-twisting coupling is achieved.

This dissertation presents three main contributions to the field of morphing aircraft. The first

contribution is an analytical derivation that assesses the impact of scale and altitude on flight.

This is aimed at justifying the need for morphing technologies particularly at the UAV scale by

assessing the impact of winds on flight velocity and direction. More specifically, both a steady

wind and a quasi-steady sharp-edge cross wind were assessed to characterize the response, and

showed that low-altitude fliers are prone to drastic changes in flight path, acceleration, and

sensitivity with respect to winds.

A nonlinear Lifting Line Theory (LLT) model was also developed specifically for spanwise

xix



morphing aircraft. With this model, the spanwise geometry of a morphing wing can be tailored

and optimized to achieve a desired aerodynamic outcome. As this model is capable of

characterizing nonlinear aerodynamics, the spanwise wing geometry is tailored to recover from

stall. A comprehensive analysis of possible adaptation scenarios is also conducted to characterize

the limitations of the system and demonstrated excellent recovery capabilities of the spanwise

morphing wing.

Lastly, a novel bioinspired tail actuator is developed for multifunctional pitch and yaw control

using MFCs. Two Finite Element Method (FEM) models are compared to determine both an

appropriate method of modeling MFC actuators with custom non-rectangular geometries and

fiber orientations, and the optimal fiber orientation to obtain adequate transverse and out-of-plane

displacements. The optimized actuator was integrated into a bioinspired aircraft for wind tunnel

testing. Experimental investigation was geared towards quantifying both pitch and yaw response

of the actuator with respect to both changes in angle of attack and sideslip.

xx



CHAPTER 1

Introduction and Literature Review

Aircraft design has remained relatively unchanged in the past century; however, morphing

aircraft offer a new opportunity to advance aircraft technology. They are distinguished from tradi-

tional aircraft in that they exhibit smooth shape change from one configuration to another, main-

taining a continuous surface even in actuated states. Frequently composed of smart material ac-

tuators which can be lighter, faster, and experience complex and/or continuous deformations, the

advantages of morphing are plentiful. In fact, the pursuit of morphing aircraft follows two main

catalysts- performance and cost. At some level, these catalysts are interrelated. Increased perfor-

mance with respect to drag reduction or flight efficiency results in reduced fuel consumption and

hence reduced fuel costs. But the advantages offered by smart materials allow for improvements

in performance maneuverability and aerodynamic adaptability as well, particularly on the UAV

scale where aircraft are prone to more severe aerodynamics and may require more drastic adaptive

maneuvers [1].
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1.1 Motivation and Scope

Birds, bats, and insects fly within the lower portion of the Atmospheric Boundary Layer (ABL)

at low speeds and are capable of extreme maneuverability through morphing wing camber, sweep,

dihedral, etc. coupled with intricate tail movements [2–8]. Yet while the first entrepreneurs of

aviation like Otto Lilienthal, John Montgomery and the Wright Brothers aspired to achieve bird-

like flight stability and control through camber and wing warping [9–12], the quest for larger and

faster air transportation produced heavy rigid aircraft with discrete control surfaces [13, 14]. This

allowed planes to carry heavier loads and fly at high speeds in the upper troposphere where the air

is smooth. Figure 1.1 depicts the relationship between typical flight velocity and weight.

In particular, the troposphere exhibits semi-unidirectional currents due to the formation of

Hadley cells, with most wind currents within 22◦ of the prevailing wind direction [15]. In con-

trast, low-altitude environments, where natural fliers and small UAVs tend to operate, are prone

to unbiased winds due to local weather interactions and urban flow patterns [16], and are char-

acterized by high turbulence levels approaching 50% in cities or urban environments with a wide

range of turbulence length scales [17–19]. This can make controlled flight quite challenging and

motivates the pursuit of more adaptive flight technologies at this scale.

Recent interests within UAVs have focused on these challenges, namely developing drones for

flying in complex urban environments. One such project is the DARPA Fast Lightweight Auton-

omy (FLA) project which hopes to develop technologies for flying drones in urban or cluttered

environments for use in disaster relief, terrain assessment, and surveillance [20, 21]. This in part

requires superior maneuverability for collision avoidance, perching and landing maneuvers, and

pursuit scenarios. In many instances, the requirements extend to biological camouflage as well.
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However the FLA project focuses on vision technologies for collision avoidance of multicopters,

omitting further research into urban UAV flight efficiency and performance.

Figure 1.1: Observed relationship between flight speed and flier size [22]

The scope of the current work aims to develop a new method of control for morphing rud-

derless UAVs which enhances current maneuverability and performance, addresses some of the

pitfalls of current rudderless designs, and informs current biological studies by providing insight
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into the force and moment response of the active horizontal tail of birds. Adaptability to more

extreme aerodynamics than have been previously considered should be ensured. Furthermore con-

trollability should be on par if not exceed traditional standards.

1.2 Biological Inspiration

Nature can provide tremendous inspiration for engineers. Birds in particular provide a unique

opportunity for the aerospace community to draw inspiration from when designing small UAVs

as they operate in similar aerodynamic conditions. Birds exhibit tremendous maneuverability and

stability, and have a unique ability to drastically morph their geometry with both large scale and

fine-tuned maneuvers [3, 4, 23–25] in order to respond to a change in aerodynamic conditions.

This capability provides a highly effective method of adapting to adverse aerodynamic conditions

due to wind gusts, prey payload, etc. [3]. Interestingly, it has also been shown that wing shape

dictates not only maneuverability with respect to rapid rotations and sharp turns [26], but also

wing performance at various Reynolds numbers [27], indicating that natural fliers may attempt to

optimize their wing, tail, and body geometry in-flight.

For example wing sweep in swifts, a high speed flyer, was shown to effectively broaden the

aerodynamic performance over a large range allowing the swift to fine-tune its aerodynamic profile

to achieve a specific flight condition. Most notably, their glide performance at high speeds is

maximized at large sweep angles by reducing drag and maintaining adequate lift [3]. This, in part,

is due to the reduction in planform area that is coupled with biological sweep. The wings alone

have also been shown to provide static directional stability [28–31] due to either inherent sweep

in the slotted primary feathers and the hand-wing. Alternately, the steppe eagle, a passive soaring
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flyer, has been observed to deliberately stall a section of the inside wing during banked turns to

increase the rate of maneuvering in roll and yaw [4], motivating research into spanwise morphing

wing studies (see Figure 1.2). And falcons have been observed during wind tunnel testing to

actively adjust their wing span to maximize their lift-to-drag across multiple glide speeds [32].

Figure 1.2: In flight images depicting tail depression and some spanwise wing variability going
into a banked turn from [4]

Like aircraft, the cambered wings generate the majority of the total lift during soaring ma-

neuvers, but their tail are unique in that it performs rapid fine-tuned movements including pitch,

twist and spread to stabilize the body in gusty conditions [4, 33]. While current state-of-the art

research into rudderless aircraft may still struggle with stability and control, birds are unfazed by

such challenges, even in chaotic aerodynamic conditions. This is exceptionally impressive given

the large magnitude of wind gusts relative to a bird’s flight speed which can lead to major destabi-

lization [1]. In fact, a bird’s tail plays a key role in maintaining stability and control, both actively
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and passively [4, 33–35].

The geometry of the tail itself provides static stability due to its asymmetric drag contribution

aft of the center of gravity during sideslip which provides a restoring moment, as demonstrated

in Figure 1.3a. The magnitude of stability in particular is dependent upon tail aspect ratio. This

allows birds to have relatively unswept wings in gliding flight without sacrificing yaw stability,

a configuration which rudderless aircraft cannot afford. Large scale deformations are used as

methods of flight and attitude control, while small scale corrective movements are used to stabilize

the body like those shown in Figure 1.3b. These tail movements in particular play a large role

in pitching maneuvers. Actively, the tail has been observed to depress to generate a nose down

pitching motion, and elevate to generate a nose up pitching motion [4, 23]. Hence the pitching

motion of the tail acts almost identically to the elevator mechanism in aircraft. Further studies have

also shown that the tail plays a major contribution in increasing off-peak flight performance [36].

Figure 1.3: a) Depiction of tail effects on drag in sideslip from [33] b) in flight measurements of
tail pitch l, twist τ , and spread θ going into a banked turn from [4]

Overall, this ability to morph geometry allows birds to operate effectively over a range of flight

conditions. Thus, a hypothesized key advantage of morphing UAVs over their rigid and discrete
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counterparts is their ability to adapt to multiple flight conditions via geometric tailoring as birds do

in nature.

1.3 History of Morphing Aircraft

One of the first instances of morphing aircraft was the Wright Brothers Flyer that was developed

in 1903 and utilized twisting wings to employ flight control. But at the onset of World War 1,

rigid aircraft quickly dominated the field due to their robust design. Large-scale adaptive aircraft

technologies were forsaken at the price of heavy, multifaceted, and expensive designs [37]. The

few concepts which eclipsed these pitfalls, like the F-111 [38] and B-1 Lancer, are distinguish

by their necessity to undergo large changes in wing loading [13] such as transitioning between

loitering and high speed flight like birds of prey [4]. This focus on commanded changes in mission

requirements overlooks the potential need to adapt to environmental disturbances in real time.

However one notable exception to this trend is the development of NASA’s Morphing Project

which began in the 1990’s and aimed to develop an array of bioinspired and adaptive technologies

for active flow control of modern transonic aircraft [39–41].

Figure 1.4: Depiction of the F-111 test article and detailed concept drawing from [38]
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In contrast, recent advances in morphing UAVs [42–44] have targeted local shape change using

smart materials like Shape Memory Alloy (SMA)s [45] and piezoelectrics, and have been moti-

vated by sense-and-adapt (i.e. fly-by-feel) control methods [46, 47]. The goal of these modern

morphing aircraft studies is to achieve efficient flight outside of the principal design by altering pa-

rameters such as camber, sweep, twist, or planform area [37]. In small UAVs which operate at low

Reynolds numbers, this can be advantageous since unfavorable aerodynamic phenomenon such

as wind gusts, and static imbalance due to payload shift and delivery can heavily impact gliding

flight.

1.3.1 Wing Morphing Mechanisms

The majority of recent morphing aircraft studies have focused almost entirely on the wings of

the aircraft, as they are the main lifting surface and contain the majority of the control surfaces.

At the transonic scale, recent research within morphing wings has focused on cruise performance,

notably the VCCTEF by NASA and Boeing [48–50], and the FlexSys Mission Adaptive Compliant

Wing (MACW) [51, 52], although some effort has been dedicated to assessing adaptive morphing

outlets for larger air vehicles [53,54]. The VCCTEF, shown in Figure 1.5 harnessed the rapid time-

scale benefits of conventional electromechanical motors in addition to the weight-to-power benefits

of shape memory alloy torque tubes. Alternately, the MACW utilized conventional actuators for

adequate power consumption, bandwidth, and range of displacement in order to tailor the airfoil

camber of an optimized internal compliant structure which maintained reasonable stresses, stability

and dynamic behavior.

These advances highlight the importance of developing integrated morphing technologies for
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Figure 1.5: Depiction of the VCCTEF test article and detailed concept drawing from [48]

commercial and military aircraft operating at cruising speeds, as even slight decreases in drag

can amount to tremendous savings in fuel consumption. But while a slight reduction in drag can

contribute to significant savings in fuel consumption at transonic cruising speeds, these aircraft

remain designed for a specific cruise condition meaning that any deviation from this optimized

case incurs additional aerodynamic and financial costs.

An alternative approach to morphing is to design the wing with the intention of adaption in

order to accommodate for changes in flight conditions or mission requirements. With the simul-

taneous advancement of smart materials, 3D printed compliant skins, and sensor networks, new

morphing concepts on the UAV scale have been enabled. By introducing one or more of these

advancements into a single design, morphing UAVs are capable of outperforming their traditional

counterparts. Such advances include integrating SMA wires into additive manufactured airfoils to

achieve high work density hinge mechanisms [55, 56], combining spiral spooling pulleys with tai-

lored fishbone airfoils to achieve smooth camber morphing [57,58], and optimization of compliant

spars for span morphing [59]. However, one obstacle when implementing morphing structures is

satisfying the concurrent needs of both structural compliance and load resistance. Accounting for

both is of utmost importance, preferably through design optimization [60].
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Such adaptive morphing concepts include the cascading bimorph concept developed by Bilgen

et al. [61,62] shown in Figure 1.6 which achieved a camber morphing airfoil using MFC actuators,

and the SMTE concept developed by Pankonien et al. [63–65] which was designed to achieve

continuous shape change across 6 spanwise piezoelectric actuators. Pankonien’s work, directly

relevant to the current study, optimized the spanwise deflections of a morphing finite wing using

Prandtl’s LLT to recover from an off-design flight condition at small angles of attack and showed

that the SMTE, which exhibits smooth spanwise changes in trailing edge deflection, provided

substantial drag reduction due to the elimination of vortex formations at surface discontinuities

when compared to a wing with rigid discrete control surfaces of equivalent spanwise geometry.

However, the assessment of aerodynamic performance of morphing aircraft at large angles and

near stall has been limited in part by difficulties in modeling the post-stall aerodynamic behavior

of a finite wing.

Figure 1.6: Depiction of the cascading bimorph test article and detailed concept drawing from [61]

Additionally, since small UAVs are capable of exotic flight maneuvers [66], adaptation to re-

cover from the post-stall regime is highly significant. Yet, while the capabilities of a smooth

morphing MALE/LALE wing have been proven to favorably adapt to off-design flight conditions

in the linear regime [63–65], it has yet to be proven effective at large angles of attack past stall.
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This is one area where camber and spanwise morphing wings have lacked detailed investigations.

However, a secondary gap in morphing aircraft research exists with respect to rudderless aircraft.

1.3.2 Rudderless Morphing

Rudderless or tailless aircraft, desirable for their low radar signature and highly efficient aero-

dynamics, are a challenging engineering design. Not only are all of their control surfaces located

on the wings which are the main lifting surface, but they also lack a vertical rudder which provides

yaw stability and control. Current non-morphing designs such as the B-2 and more recently the

X-48B [67] employ methods of control via elevens, split flaps, etc. within the wings of the aircraft.

However, while research into rudderless designs have shown benefits namely drag reduction [68],

performance flaws have also been discovered including limited directional control, reduced lift

with multiple deflected elevons [69], and limited pitch authority at large angles of attack [70].

Improving pitch authority in rudderless aircraft has frequently been achieved by further sweeping

the wings backwards which increases the elevon moment arm; however, this can introduce some

unwanted vortex effects at high angles of attack [70].

Large-scale forms of morphing rudderless aircraft include the Lockheed-Martin Agile Hunter,

shown in Figure 1.7, which achieves changes in span via large scale folding mechanisms to tailor

the geometry for loitering and dash maneuvers [71, 72]. But these designs do not address the

lack of directional instability in rudderless or flying wing aircraft, the inherent coupled effects of

having all control surfaces on the lifting surface, and the frequently slow actuation response of

large-scale morphing mechanisms. These designs are more practical for transitioning between two

flight regimes as opposed to adapting to adverse aerodynamic conditions.
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Figure 1.7: Depiction of the Lockheed-Martin Agile Hunter concept and detailed detailed drawing
from [72]

Furthermore, there has been little research conducted towards developing morphing rudderless

UAVs to date. Past research has focused on either developing new morphing mechanisms for flying

wings but failed to do further aerodynamic testing [73, 74], or applying traditional wing morphing

concepts to flying wing configurations such as camber morphing or wing twisting with the aim of

improving efficiency and controllability through cambered actuation and/or eliminating gaps at the

elevons [68, 75–77]. One such example is shown in Figure 1.8.

The performance of morphing wings is variable depending on the mechanism. Cambered actu-

ators, generally speaking, are more effective at aerodynamic control of rudderless aircraft, demon-

strating larger lift and pitching moment coefficients and some increase in roll performance [43].

Spanwise distributed camber morphing actuators provide some drag reduction benefits due to their

ability to tailor the lift distribution along the wing; however, due to strict pitching moment con-

straints associated with rudderless aircraft a local minimum is not always possible [68,75]. Though

in summary these designs can reduce drag, they often experience less control authority [75] which

is already problematic in rudderless aircraft.

Although small rudderless UAVs encounter similar aerodynamic challenges as natural fliers
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due to their comparable geometry, size and weight; they rarely incorporate bioinspired designs.

Many small-scale UAVs use traditional yaw control methods such as vertical stabilizers and rudders

like the Elbit Skylark, RQ-11 Raven, and Desert Hawk [78], which add drag and increase the

aircraft’s radar signature. This is drastically different from previous efforts in rudderless or flying

wing designs in transonic aircraft, such as the X-45C and the B-2. Without a vertical stabilizer,

these aircraft actively control yaw using split ailerons or spoilers [79,80] and rely on a swept wing

configuration to provide static yaw stability.

Figure 1.8: Wing morphing concept and proposed configurations for a rudderless aircraft from
[75]

Scaling down these designs to the size of a small UAV or bird introduces additional com-

plexities regarding stability and control, as these aircraft are designed specifically for efficient high

altitude and high speed flight. At low altitudes where low-speed fliers typically operate, wind gusts

are non-biased in direction and can exceed the magnitude of the flight velocity which can cause the
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bird or UAV to experience substantial sideslip. In current rudderless or flying wing designs, this

could be devastating and cause loss of aileron authority [81].

1.4 Outline of Dissertation

The contents of this dissertation are divided into seven chapters. Chapter 1 delves into the

biological background that motivates the pursuit of rudderless low-altitude UAVs. Further context

is provided detailing the historical perspective and current state-of-the-art in morphing and rud-

derless aircraft designs. Lastly, focus is drawn to the existing pitfalls and design challenges with

respect to rudderless aircraft and spanwise morphing adaptation.

Chapter 2 further motivates the pursuit of morphing UAVs by deriving an analytical model

to correlate flier scale and resulting wind disturbance. A broad literature review was conducted

to obtain reported experimental data of flight speed and corresponding wind speed for a variety

of fliers ranging from small insects to transonic aircraft. This information was used to quantify

an easily determinable parameter which could be used to assess the static and dynamic response

based on flier scale. This assessment focused on both static wind disturbances and time-dependent

sharp-edged crosswinds. The analysis highlights the impact of scale (and inherently altitude) and

winds on flight speed, direction, and stability.

Chapter 3 introduces the rudderless aircraft concept. The development of the aircraft concept is

described, detailing both the spanwise morphing wing and 3D morphing tail actuator, as care was

taken to be consistent with current bioinspired studies. In particular, the tail actuator was designed

with custom MFCs in order to achieve bending twisting coupling. This resembled the pitching and

twisting mechanics of a bird’s tail for pitch and yaw control. Further improvements on the existing
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SMTE sensing capabilities were also investigated.

Chapter 4 details the aerodynamic model and subsequent experiments which investigate the

impact of spanwise morphing on nonlinear high angle of attack adaptation, including stall recovery.

An extended nonlinear LLT model was adapted specifically for spanwise morphing wings. This

was used to optimize the spanwise geometry of the SMTE for stall recovery. Wind tunnel tests were

used to validate the model and compare the results between a morphing and non-morphing wing

of equivalent geometry. Lastly a comprehensive analysis was performed to quantify the extent of

aerodynamic scenarios of which the SMTE was capable of adapting to.

Chapter 5 presents the development of the customized MFC actuator for coupled pitch and yaw

control. Two FEM models were compared for accuracy and robustness, specifically a Lead Zir-

conate Titanate (PZT) model and a thermal analogy. The thermal analogy was implemented with

the customized geometry detailed in Chapter 4. A parameter study was conducted to determine

the PZT fiber direction which would maximize out-of-plane and transverse deflections. The final

custom MFC’s actuated profile was compared to the model’s predicted profile using 3D scanning

technology.

Chapter 6 describes the test methods used to analyze and quantify the performance capabilities

of the custom MFC actuator. Preliminary validation of the actuated geometry was conducted using

Computational Fluid Dynamics (CFD) simulations to verify the extent of aerodynamic control.

Further characterization of the MFC actuator was performed upon full integration into the air-

craft model. Lastly, the nondimensional aerodynamic coefficients and control effectiveness were

determined experimentally with respect to both angle of attack and sideslip.

Finally, Chapter 7 summarizes the results of this dissertation, elaborates on their impact, forti-

fies their contributions to the field, and provides concluding remarks. A detailed list of the accom-

15



panying publications for this dissertation is also provided.
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CHAPTER 2

Correlating Morphology and Scale

Though natural fliers have been shown to morph their geometry to adapt to unfavorable wind

loadings, there exists heavy skepticism within the aviation community regarding the benefits and

necessity of morphing aircraft technology. In fact, practically no research had been conducted

on morphing aircraft between the development of the Wright Flyer, a keystone design within the

history of morphing aircraft, and the end of the 20th century. This is starkly evident upon assessing

the rate of publications within morphing aircraft over time as shown in Figure 2.1. This shows a

clear initiation of interest at the start of the 21st century which increases exponentially over the

next decade. As such, progress has been left to the occasional experimental aircraft with the vast

majority of research occurring on the academic scale.

As mentioned in the Introduction, the epicenter of these works has revolved around small-to-

mid sized UAVs. This scale of aircraft more readily resembles the scale of biological morphing

flyers and is easy to test both experimentally and with simulations. Additionally, as lower aerody-

namic loads are expected with smaller aircraft, it allows for the use of more novel materials like

MFCs, elastomeric skins and 3D printed polymers, which may not be as rigid as traditional metals

and composites. For large-scale aircraft, the decision to implement morphing technologies is much

more complex as major concerns must be weighed regarding development costs relative to the an-
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Figure 2.1: Search results of yearly publications containing both ’morphing’ and ’aircraft’, gen-
erated with Google Scholar

ticipated performance or financial gains. In fact, there is little incentive to explore new high-risk

methodologies like morphing without comprehending how aircraft of various scales benefit from

it. Accordingly, this work aims to analytically assess the aerodynamic challenges that fliers face at

different scales and thus determine the need for morphing mechanisms in aircraft design.

In this chapter, a straightforward vector derivation and sensitivity calculations were developed

to demonstrate the effects of an in-plane wind on flyer attitude relative to the global coordinate

system, aiming to both inform current research demonstrating the aerodynamic benefits of morph-

ing geometry in birds, and justify the inclusion of morphing technology in small-scale low-altitude

UAVs. In particular, this analysis describes the deviation of sideslip in gliding flight in the absence

of corrective measures such as wing morphing or actuator response. Gliding flight in particular

represents a scenario in which a bird’s wing geometry is not impacted by wing beat, providing a

comparable scenario between aircraft and birds. This derivation is formulated in such a way that
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only a single non-dimensional velocity parameter is needed to quantify the response.

We show mathematically that in high winds, low-altitude fliers are more prone to substantial

changes in sideslip angle, struggle to maintain gliding velocity, and experience five times the peak

sideslip sensitivity when compared to high-altitude fliers. In order to counteract these adverse

changes, low-altitude fliers would require a high degree of controllability which can be achieved

through extreme morphological changes. The results presented here highlight the importance of

integrating morphing concepts into future low-altitude aircraft designs and provide a formulation

to help designers decide whether or not to pursue adaptive morphing technology based on a single

readily determinable parameter. Lastly, a brief dynamic analysis was conducted which considers

how the aerodynamic force due to a sharp-edged crosswind affects the flier acceleration

2.1 Data Acquisition

Anticipating that the sideslip response will differ based on the ratio of the wind speed to the

flight speed, characterizing these quantities across a spectrum of fliers is crucial. A comprehensive

literature review was performed to assess both the flight speed of a variety of natural and man-

made fliers, in addition to the atmospheric wind conditions experienced by each flier. This was

conducted by manually sifting through journal articles using Google Scholar and it’s capabilities

of incorporating Boolean operators such as AND, OR, and NOT into the search terms to narrow

the scope of the request.

This was essential, as the scope of this data acquisition was geared towards finding articles

which reported both the flier’s flight speed in addition to the wind speed during testing. With

this information, the following analysis represents a typical flight experience that characterizes
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Figure 2.2: Visual representation of natural and engineered flier operational region and altitude

normal day-to-day flow. This removes any influence of extreme atmospheric conditions either due

to global weather patterns or urban flow interactions. In essence, this analysis represents a best

case scenario, particularly for low-altitude fliers. Though plenty of peer-reviewed journal articles

exist which report either atmospheric weather conditions and flyer flight speeds, few exist which

report them simultaneously. Even given these challenges, a conscious effort was made to acquire

data which represents a full spectrum of fliers from insects to transonic aircraft.

Figure 2.2 provides a visual comparison between a variety of fliers and their altitudes and

turbulence environments. Intuitively, flier scale directly correlates to the flight altitude. This has

been observed to vary linearly on a log scale [22]. Smaller fliers tend to operate in the ABL in

challenging flow environments ranging from fields to coasts to urban environments. Conversely,

large aircraft operate at much higher altitudes.

Table 2.1 compiles the mined data in an organized fashion. Experimental data of the flight

and corresponding wind speeds are reported where available. If no wind speed is available, the

non-dimensional velocity is calculated using the appropriate atmospheric data provided. When
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available, the measurement environment is also reported which can provide some additional insight

into turbulent environments. Aircraft data shown here on flight speed and altitude is publicly

available. Lastly, a parameter is introduced called the maximum non-dimensional wind speed

Umax which is calculated as the ratio of the maximum wind speed to the minimum glide speed.

Table 2.1: Comparison of non-dimensional wind speeds across a spectrum of fliers

Flight Speed (m/s) Wind Speed (m/s)
Flyer Min Max Min Max Measurement Environment Umax

Fly [22] 2 5 - - Field-Urban 4
Swallow [82] 3.7 19.4 1 6 Field-Urban 1.62
Gulls [16] 8.1 19.9 1.9 12.4 Urban-Costal 1.53
Albatros [83] 9.1 17.9 5.6 12.5 Coastal 1.37
Fixed Wing UAV [84] 5.5 13.8 1.5 9.5 Field 1.73

Cruise Speed (m/s) Operating Altitude (km)
Predator 60 6.1 0.67
Cesna Caravan 100 7.6 0.40
Pilatus PC-12NG 144 9 0.28
Boeing 777 288 12 0.14

Wind Speed (m/s)
Atmosphere Min Max Measurement Altitude (km)
Lower Troposphere [84] 2.5 8 0.5
Upper Troposphere [85] 13 40 12

The data show that unlike aircraft, many natural fliers experience wind speeds equal to or

greater than their range of flight velocities. The maximum non-dimensional wind speed Umax

decreases for high-altitude fliers due to the large cruise speeds and relative lack of substantial

winds in the upper troposphere. Low-altitude fliers such as natural fliers and UAVs experience

a smaller maximum wind speed, but the corresponding wind magnitude is frequently larger than

the flight speed. Though experimental data with both glide speed and corresponding wind speed

is not widely available, the cruise speeds for a wide array of natural fliers has been well studied,

showing glide speeds topping off at approximately 20 m/s for heavier birds [22] [86]. Thus the

data presented in Table 2.1 roughly captures the full spectrum of natural fliers.
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2.2 Wind Effects on the Resultant Velocity Vector

Using the correlation between nondimensional velocity and scale which was presented in the

prior section, the effects of a static wind gust on the flier’s resultant flight path and speed will be

assessed.

2.2.1 Problem Statement

In gliding flight, the aircraft or bird experiences a forward velocity due to the thrust of the

engine or intermittent wing flapping. This velocity can be represented as a vector ~U∞, describing

both the magnitude and direction of flight, shown in Figure 2.3. However, in the event of wind

incoming at an arbitrary angle β0, a second vector ~U0 is introduced which will impact the resultant

magnitude and direction of the flow that is observed by the body. Adding these separate velocity

vectors forms a resultant vector ~UR which is dependent upon the relative magnitude and direction

between the gliding velocity and wind velocity vectors. The angle β represents the sideslip angle or

the angle of the resultant velocity vector relative to the local body axis. This implies substantially

different responses between birds and aircraft which fly in very different flight conditions due to

gliding velocity, altitude, and wind magnitude.

In response to wind, the bird or pilot has two potential response actions. The first response

is to not correct for the disturbance and thus the flier’s geometry would remain constant. The

aerodynamic force due to wind acting on the flier would ultimately cause the aircraft to change

its acceleration and thus its flight path relative to the ground as a result of Newton’s 2nd law. The

second response is to adapt the control surfaces to generate restoring forces such that the desired

flight path is maintained. Though the core of this work is static in nature, some analysis is geared
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Figure 2.3: Velocity vectors relative to a stationary body a) vector diagram in 3D relative to the
global axis (X,Y,Z). b) vector diagram in 2D relative to the local body axis (x,y,z) considering only
in-plane velocities

towards understanding how the resultant velocity is affected by changes in wind speed, and if or

how the velocity and acceleration responses may vary between high and low-altitude fliers in the

absence of corrective maneuvers.

2.2.2 Vector Derivation

Upon establishing the difference in Umax between low and high-altitude fliers, the vector equa-

tions that govern the flight response as graphically described by Figure 2.3b can be derived. Due to

the definition of the problem statement, the gliding velocity vector consists of a single component

in the negative x direction. The wind velocity vector may impact the body at an angle β0, thus

it contains components in both the x and y directions. Written in indicial notation, the x and y

components (i and j respectively) are expressed separately. The expressions for the glide and wind
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velocity vectors are written as

~U∞ = −U∞i+ 0j (2.1)

and

~U0 = −U0cos(β0)i− U0sin(β0)j (2.2)

where U0 represents the magnitude of the wind vector, and U∞ represents the magnitude of the

glide vector. The resultant velocity vector is composed of both the wind velocity vector and the

gliding velocity vector. Accordingly, using the principle of superposition, the two vectors can be

added to obtain the resultant velocity vector by summing the respective i and j components as

shown below

~UR =
(
U∞i

+ U0i

)
+
(
U∞j

+ U0j

)
(2.3)

The velocity components from the free stream and wind vector can be substituted into Equation

2.3 to obtain the following expression

~UR =
(
− U∞ − U0cos(β0)

)
i+
(
0− U0sin(β0)

)
j (2.4)

For ease of analysis, the non-dimensional wind speed representing the ratio of wind disturbance

to free stream magnitude is defined as U = U0

U∞
and the resultant velocity vector can be rewritten

accordingly
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~UR =
(
− U∞ − UU∞cos(β0)

)
i+
(
0− UU∞sin(β0)

)
j (2.5)

The vector ~UR has both magnitude and direction. The magnitude of the non-dimensional resultant

velocity vector can be calculated by taking the Euclidean Norm
√
~U2
Ri

+ ~U2
Rj

, thus the resultant

speed is described as

UR =

√(
1 + Ucos(β0)

)2
+
(
Usin(β0)

)2 (2.6)

As was done previously, this quantity has been non-dimensionalized such that UR = UR
U∞

. Lastly,

the direction of the vector, i.e. the equation for the resultant sideslip angle β, is then calculated

using Pythagorean theorem: tan−1
(URj
URi

)
, accordingly the sideslip angle is described by

β = tan−1
( Usin(β0)

1 + Ucos(β0)

)
(2.7)

The system has overall been simplified from 3 unknowns (U0, U∞, and β0), to 2 unknowns (U

and β0) and allows the equations to be easily plotted and subsequently analyzed. Note that as per

the definition of the problem statement in Figure 2.3, | β0 |< 90◦ represents a tailwind (i.e. the

y-components of the flight velocity and wind velocity are in the same direction) and | β0 |> 90◦

represents a headwind, as this analysis has been performed relative to the local body axis. From

this expression, we see mathematically how the sideslip angle and resultant speed are dependent

upon the direction of the wind angle (β0) and non-dimensional wind speed (U ). By definition, U

must always be positive indicating that any changes in sign are the result of the β0 contribution.

This motivates segmenting the analysis into increments of 90◦ for which the sign of the sine and
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cosine terms alternate.

2.2.3 Results

The results of the preceding analysis will be presented here. The results are broken down into

the static wind’s effect on sideslip, sideslip sensitivity, and the resultant speed.

2.2.3.1 Sideslip Response

Figure 2.4 shown below represents the resultant sideslip angle in response to wind. Recall that

the sideslip angle represents the angle between the resultant flow direction and the flyer’s body axis.

The data is grouped by quadrants and should be read counterclockwise starting from quadrant a

in the upper right corner. Each quadrant depicts the resultant sideslip angle with respect to the

non-dimensional velocity for wind angles encompassing the full 360◦ spectrum. For conciseness,

the legend is written in indicial notation of the form β0,i → β0,j . For example in quadrant a, β0,i

and β0,j correspond to β0,0 and β0,90 respectively. Lastly, the dashed line marks the divide between

low and high-altitude flyer values for Umax as was assessed in Section 2.1.

Our analysis shows that in tailwinds (Figure 2.4a, d), the magnitude of the resultant sideslip

angle increases with both U and β0. For a given U , increasing β0 increases sideslip due to the

addition of a velocity component perpendicular to the flight direction. Alternately, at a given β0

the resultant sideslip is characterized by a rapid increase before plateauing and reaching steady-

state. This steady-state was observed to equal the initial wind angle. These results imply that the

sideslip of low-altitude fliers is more heavily impacted than high-altitude fliers since they operate

at greater U values and are more prone to experience larger incoming wind angles. In fact, the

sideslip experienced by low-altitude fliers in tailwinds is up to 3 times larger than that of high-
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altitude fliers.

In response to these changes in sideslip the flier may either recover such that the flier experi-

ences no sideslip, or restore the initial heading or flight course. With a high susceptibility to very

large incoming gust angles, low-altitude flyers require more drastic changes in control surface ge-

ometry, including greater rudder actuation or more efficient cambered actuation, to achieve either

of these responses. An example of such a camber morphing mechanism is the cascading bimorph

concept [61] which has been further integrated into camber morphing trailing edges [63]. This has

been shown to exhibit larger control derivatives for a given tip deflection, in addition to improved

lift to drag performance.

For headwinds (Figure 2.4b, c), the response is much more complex and depends upon whether

or not the wind speed is greater or less than the gliding speed. When U is greater than 1, the

sideslip exhibits a similar response to tailwinds, though the sideslip angle is almost twice as large.

Furthermore, low-altitude fliers may experience a resultant sideslip greater than 90◦, representing a

scenario where the resultant velocity vector no longer has a forward component. This phenomenon

only occurs in the region of low-altitude fliers and is most severe in direct headwinds, where the

sideslip angle may reverse entirely from 0◦ to 180◦. The flier would require greater propulsion

(thus decreasing U ) to return to forward flight. When U is less than 1, the sideslip angle of high-

altitude fliers does not always increase with β0 and is most succinctly described by the rightward

shifting point of inflection with increasing wind angle. The sideslip is hardly affected as the wind

approaches a direct headwind and the overall sideslip angle is up to an order of magnitude smaller

than that of low-altitude fliers.

Though not evident from Figure 2.4, another detriment of headwinds is their tendency to asym-

metrically affect the wing loadings in swept wing configurations. An angled headwind will impact
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Figure 2.4: Sideslip response with respect to incoming wind magnitude and direction

the forward wing’s leading edge, increasing its lift. This asymmetric lift induces roll which can

lead to instabilities, tip stall and loss of actuator authority. One method of preventing this would

be to decamber the wing to decrease lift and locally adjust the twist to decrease the angle of attack

at the tips and prevent stall. Since the sideslip response is symmetric about the gliding direction

(Figure 2.4 c, d), further analysis will focus solely on sideslip angles between 0◦ and 180◦.
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2.2.3.2 Sensitivity Analysis

Given the drastically different sideslip curves discussed prior, it is clear that sideslip may be

more susceptible to changes in wind speed and angle under certain conditions. A sensitivity pa-

rameter is introduced, represented as ∂β

∂U
, which describes the degree to which changes in U affect

sideslip angle. It is important to note that here U is being used to infer the dynamic effect of wind

turbulence on sideslip angle by assuming a constant glide speed, and thus variations in U are the

result of changes in wind speed with time.

Figure 2.5: Effects of wind on sideslip sensitivity for a) Tailwinds and b) Headwinds

The data presented in Figure 2.5a shows that high-altitude fliers are most sensitive in tailwinds,

and the sensitivity intensifies with increasing wind angle. However, even though variations in

wind speed caused by turbulent environments are prone to causing variations in sideslip for high

altitude fliers, the resultant sideslip is quite small as seen in Figure 2.4, therefore; any resulting

oscillations would be small amplitude. As the sideslip plateaus, the sensitivity decreases substan-

tially. This trend is partly extended for winds above 90◦ (Figure 2.5b); however, the trend shows a

strong peak in sensitivity as Uapproaches 1. Physically, these peaks are the result of the headwind
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magnitude and direction being so large that the resultant velocity vector reverses in direction in a

snap-through-like phenomenon. Low-altitude fliers in particular are extremely sensitive as winds

approach direct headwinds (β0 = 180◦) with over 5 times the maximum sensitivity for tailwinds.

Figure 2.6: Characterization of sideslip inflections for a) peak sensitivity and b) non-dimensional
speed

These peaks in sensitivity correspond to the points of inflection in the sideslip curves shown

in Figure 2.4. Figure 2.6 characterizes the points of inflection relative to the incoming gust angle.

Here, the sideslip sensitivity in addition to the non-dimensional wind speed at the point of inflection

is shown. The point of distinction between high and low altitude fliers is marked in red and is

distinguished first by non-dimensional wind speed. This is then associated with the wind angle at

which inflection is experienced and can be translated to the sideslip sensitivity to comprehend the

difference between high and low altitude fliers sensitivity.

This data further indicates that low-altitude fliers are subject to these large increases in sensitiv-

ity for a broader range of wind angles, as high altitude fliers do not typically experience adequate

wind magnitudes to substantially induce this phenomenon. This represents a dangerous scenario
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for low-altitude fliers where the magnitude of the sideslip angle and the sensitivity are both very

large and is of particular concern in low-altitude highly turbulent environments where the wind

velocity may fluctuate rapidly with time resulting in high amplitude oscillations if left uncorrected.

High frequency actuator mechanisms which are capable of undergoing large scale deformation

would be needed to negate these effects.

2.2.3.3 Resultant Speed

While winds can potentially influence the direction of flight by altering the sideslip angle, they

also affect the resultant wind speed by effectively altering the flight speed relative to the ground. In

tailwinds (Figure 2.7a), UR is always greater than 1, signifying that the resultant speed is greater

than the original glide speed for both low and high-altitude fliers, since the wind vector and gliding

vector both have negative j components. However, low-altitude fliers exhibit much larger UR

values particularly in direct tailwinds. For headwinds (Figure 2.7b), the response decreases due to

the addition of a j component in the opposite direction. As is indicated by values of UR less than

1, both low and high-altitude fliers can experience a decrease in resultant speed from the gliding

speed. However for large values of UR, the sideslip angle may also exceed 90◦ (shaded in gray),

meaning that the flier would no longer have a forward velocity. This phenomenon only occurs in

low-altitude fliers. Overall, low-altitude fliers experience a much larger range in UR, and thus are

not able to maintain their initial ground speed as effectively as high-altitude fliers.

Though seemingly harmless, the consequences that arise due to the inability to properly regu-

late flight speed are further exacerbated by the fact that the flier’s lift force is proportional to the

squared speed
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L =
1

2
ρSClV

2 (2.8)

where L is the force of lift, ρ is the air density, S is the lifting surface area, Cl is the lift coefficient,

and V is the velocity between the flier and the air. In steady level flight, the force of lift equals

the weight of the flier and thus the flier is neither loosing or gaining altitude [84]. But if for

example a low-altitude flier’s speed was halved as the result of heavy headwinds (UR = 0.5), then

the difference between the flier and air velocity would actually be 50% larger and the flier would

experience a significant upwards acceleration due to an increase in lift. The flier would need to

adapt its geometry to return to its original lift state. This is most effectively achieved by either

changing the wing span by extending or folding the wings, or changing the total wing camber.

Figure 2.7: Non-dimensional glide magnitude for a) tailwinds and b) headwinds
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2.3 Quasi-Steady Sharp-Edged Crosswind Response

Thus far, the preceding analysis has focused on how wind effects the resultant velocity vector

and ignores aerodynamic forces. In the following section, a brief analysis will be conducted which

assesses how the force due to an idealized sharp-edge crosswind affects the velocity and acceler-

ation of the flier [87]. The aim is to determine how the response differs for high and low altitude

fliers.

2.3.1 Aerodynamic Force Components

For this analysis, three basic assumptions are made. First, the crosswind is spatially constant.

Second, the dynamic response only considers the translational degree of freedom. While the anal-

ysis is independent of sideslip, knowledge about how the aerodynamic forces change in sideslip is

required as will be seen shortly. Lastly, the unsteady aerodynamic effects are neglected. A force

diagram demonstrating the problem is shown in Figure 2.8.

In steady forward flight, the flier is neither accelerating nor decelerating. Thus, the in-plane

forces must be equal and opposite according to Newton’s 2nd law, indicating that the force of thrust

T equals the initial force of drag D0

T −D0 = ma = 0 (2.9)

where m is the flier mass and a is the flier acceleration. However, in the event of a sharp-edged

crosswind, an additional force is introduced causing a change in in-plane drag ∆D(t). This wind

ultimately causes the flier to accelerate. Performing another force balance, the unsteady equation

is determined to be
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Figure 2.8: Depiction of a) aerodynamic forces in a sharp-edge crosswind and b) sideslip pertur-
bation from gliding flight

T −D0 −∆D(t) = ma =
W

g

d∆v

dt
(2.10)

where W represents the flier weight, g represents the acceleration due to gravity, t represents the

time, and ∆v represents the translational velocity. Note that the term d∆v
dt

can also be interpreted

as the translational acceleration and will be written as ∆v̇ from here on.

Combining the steady and unsteady equations 2.9 and 2.10 respectively, the change in drag

force is shown to be given by the following equation.

∆D(t) = −W
g

∆v̇ (2.11)

Recall that the drag force can also be written with respect to the aerodynamic flow
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D =
1

2
ρV 2SCD (2.12)

where CD represents the drag coefficient.

Upon observing the equation above it is clear that, given the assumptions made in this analysis,

any changes in the drag force would be due to a change in the drag coefficient. An expression for

the change in drag coefficient can be determined by recalling the definition of the dimensionless

derivatives

CDβ =
∆CD
∆β

=
CD − CD0

β − β0

(2.13)

which describes how the nondimensional coefficient changes with a rotational degree of freedom.

Here, the derivative in question describes how drag changes as the result of changes in sideslip.

Though cruise sideslip angle is typically zero, the total sideslip perturbation is written as the dif-

ference between the cruise sideslip and the sideslip due to the crosswind.

∆β =
∆v

V
− ∆U0

V
(2.14)

Equations 2.14 and 2.13 can then be substituted into Equation 2.12 to obtain the following equation

for the change in drag

∆D =
1

2
ρV 2SCDβ

(∆v

V
− ∆U0

V

)
(2.15)

Setting Equations 2.15 and 2.11 equal to each other and simplifying the resulting expression, the

governing linear 1st order differential equation is derived as
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2W

gρV SCDβ
∆v̇ + ∆v = ∆U0 (2.16)

which can be simplified as

λ∆v̇ + ∆v = ∆U0 (2.17)

where λ represents the time constant. Lastly, the sharp-edged crosswind can be incorporated.

Assuming the flier encounters the crosswind at t = 0, the velocity in time is characterized as

∆U0(t) = −U01(t) (2.18)

where 1(t) represents a step function.

2.3.2 Non-dimensional Solution

At this time, the differential equation will be non-dimensionalized for continuity with the pre-

ceding analysis. Recall that the non-dimensional velocity has been previously defined as U0 =

UU∞. But note that for crosswinds, U∞ = V . The translational velocity must also be non-

dimensionalized

∆v = U vV (2.19)

where U v represents the non-dimensional translational velocity. However, the translational ac-

celeration is also dependent upon this parameter and must be non-dimensionalized as well using

Equation 2.19 and the chain rule as shown below.
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d∆v

dt
=
d(U vV )

dt
= V U̇ v (2.20)

Equation 2.17 can now be re-written in terms of the non-dimensional parameters

2W

gρV SCDβ
V U̇ v + U vV = −UV 1(t) (2.21)

where equation 2.21 can then be simplified by factoring out V . Interestingly, upon simplification

the form of the nondimensional differential equation is equivalent to the form of the equation prior

to nondimensionalization. In fact, the time constant is identical to that derived in Equation 2.17.

The form of the solution to the non-dimensionalized differential equation is

U v(t) = −U
(
1− e−t/λ

)
1(t) (2.22)

which describes how the non-dimensional velocity changes with time. Upon differentiation, the

non-dimensional acceleration is calculated

U̇ v(t) = −U
λ

(
e−t/λ

)
(2.23)

The maximum acceleration experienced occurs at t = 0 and is equal to the non-dimensional

velocity divided by the time constant. As was determined in Section 2.1, the non-dimensional

velocity is directly related to the flyer’s altitude. While it is tempting to assess the implications of

Equation 2.23 strictly on the properties of U , it is not yet known whether or not the time constant

λ is dependent on the altitude as well. For ease of analysis, the leading term of the exponential

equation is written out below in full

37



U

λ
=
UgρV SCDβ

2W
(2.24)

The gravitational constant g remains relatively constant with altitude and the non-dimensional

derivative CDβ is also not anticipated to undergo much change with operating Reynolds number

(and thus altitude). However, the density ρ is inversely related to altitude, thus low-altitude fliers

would experience higher accelerations as seen from Equation 2.23. The influence of weight W ,

area S, and velocity V are slightly more complicated, particularly as all 3 parameters are inter-

connected. However, it has been proven by Tennekes [22] that W/S substantially increases with

cruise velocity and thus altitude, and that W/V also increases with respect to velocity. Accord-

ingly, the inverse product of these terms V S
W

, would increase acceleration for low-altitude fliers. As

both ρ and V S
W

reduce with altitude, it is beyond reasonable to conclude that the time constant λ of

low-altitude fliers is much smaller than that of high-altitude fliers. Accordingly, acceleration due

to crosswinds is much larger for low-altitude fliers.

These results can be seen in detail in Figure 2.9. Both the acceleration with respect to time, and

the maximum acceleration with respect to non-dimensional velocity are depicted. As was shown

in the prior analysis, the acceleration varies based on the time constant. The data in Figure 2.9a

shows that the maximum acceleration begins at t = 0 and decays in time. The magnitude of the

time constant effectively influences both the maximum experienced acceleration as well as the rate

of decay. This demonstrates that low-altitude fliers, who’s flight is characterized by much smaller

time constants as justified prior, experience drastically larger changes in acceleration with time

and approach an unaccelerated state rapidly. This is effectively characterizing how quickly the

flier reaches the steady-state velocity as a result of the crosswind.
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Figure 2.9: Acceleration response for various time constants a) with respect to time for a constant
U = 0.4 and b) for the maximum acceleration with respect to non-dimensional velocity

Furthermore, Figure 2.9b plots the maximum acceleration versus non-dimensional velocity.

While the response for multiple values of λ are shown, note that both the time constant and non-

dimensional constant are dependent upon altitude. The data show that low-altitude fliers, which

experience small time constants and large non-dimensional velocities, can experience very large

maximum accelerations making flight control quite challenging. Conversely, the combination of

low non-dimensional velocities and large time constants for high-altitude fliers result in much

smaller accelerations, potentially up to an order of magnitude smaller.

2.4 Chapter Summary

In this chapter, the effects of scale on flight response were assessed for a variety of parameters

via analytical derivation. The purpose of this derivation was to simultaneously provide an un-

derstanding of the adverse aerodynamic conditions which natural fliers experience, and to further
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motivate pursuing adaptive morphing technologies particularly at the UAV scale. In demonstrating

the extreme aerodynamic conditions that low-altitude fliers are subject to, this work fortifies the

justification of implementing morphing technology.

This derivation assessed how the addition of a wind vector affected both the magnitude and the

direction of the resultant flight velocity vector. This was formulated in terms of a non-dimensional

velocity parameter which was shown to be dependent on the cruise altitude of the flier with a cutoff

occurring at approximately U = 0.4. The results showed that low-altitude fliers like insects, birds

and small UAVs are exposed to higher sideslip angles, peak sideslip sensitivities, and resultant

speeds. Furthermore, the dynamic effects of the aerodynamic loading were considered by con-

ducting a force-based derivation. The results showed that low-altitude fliers are very prone to large

changes in acceleration. Not only is the maximum acceleration much larger than high-altitude

fliers, but the rate at which the acceleration approaches steady state is much more rapid due to the

impact of the solution time constant λ. This indicates that the velocity of low-altitude fliers will

approach steady state velocity very rapidly compared to high-altitude fliers. To counteract these

disturbances, the low-altitude flyer must be able to rapidly respond with large changes in geometry

in order to maintain their initial heading and proper control of attitude and glide speed as is seen

in nature [4], [6].

The demand for both high speed and large scale deformations begs for the implementation of

morphing actuators and mechanisms. For small UAVs, actuators like soft actuators, microrobotics

and smart materials provide a unique solution that can accommodate large strains, rapid actuation

and low profiles for small-scale integration [43], [44]. While mid to high-altitude aircraft can still

benefit from modern morphing technologies from an efficiency and mission-adaptive standpoint

[13], this work reinforces the need to incorporate morphing technologies in future designs of low-
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altitude aircraft and UAVs to properly maintain control authority and effectiveness in unpredictable

aerodynamics.
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CHAPTER 3

Bioinspired Rudderless Morphing Aircraft Concept

This work in its entirety focuses on the design, development and analysis of a bioinspired rud-

derless morphing aircraft concept. While this concept harnesses three separate research specialties

(bioinspired aircraft, rudderless aircraft, and morphing aircraft), each was implemented with a

specific intention in mind and is important in the culmination of this design.

As was mentioned in the Introduction, bioinspiration plays a key roll in design as it can help

engineers brainstorm ways to improve functionality and efficiency. One of the prime reasons why

birds are excellent sources of design inspiration is due to their extreme geometric adaptability

and their smooth aerodynamic profile even upon adaptation. Though very complex in nature, this

is frequently accomplished in a much simpler manner than what can be achieved with modern

mechanics. Conversely, the discrete nature of traditional aircraft control mechanisms are severely

limited in comparison and also exhibit drag-inducing vortices upon actuation [52].

The justification for studying a rudderless aircraft concept is twofold. Intertwined with the pre-

vious discussion, birds have evolved without the presence of vertical stabilizers though their tails

have been shown to have similar function [33]. In aircraft, rudderless designs are also desirable due

to their increased efficiency and low radar signature. Pursuing a rudderless design at the UAV scale

is aimed at attaining both benefits in addition to potentially masking the aircraft within an urban
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environment. Though bioreplication is not the aim in the current study, a bird-like aircraft is more

likely to go unnoticed than one which resembles a standard aircraft. Ultimately, the rudderless

aspect of the current design comes down to stealth and efficiency.

Finally, implementing morphing mechanisms into the aircraft design to achieve adaptive con-

trol is the crux of the matter. Morphing technology can provide a solution to both the discontinuous

nature of traditional control surfaces in addition to improving actuation times for rapid adaptive

maneuvers that parallel those of birds. Furthermore, little to no research has been conducted specif-

ically on rudderless morphing aircraft outside of wing studies. Thus assessing yaw control and

stability, a major concern in rudderless aircraft, from a novel morphing actuator standpoint will

prove first of its kind. Combined, these attributes of the proposed aircraft concept allow for high-

level basic research initiatives into new actuation mechanisms, furthering the field of morphing

rudderless aircraft.

Accordingly, this chapter details the motivation, mechanisms, development and design inspira-

tion that encompass this bioinspired rudderless aircraft concept. As this work represents one of the

first efforts to develop novel rudderless actuators, the focus is on the development and assessment

of the following morphing mechanisms, leaving out further multidisciplinary design optimization.

Lastly an analysis of internal sensors within the morphing wing concept will be conducted, and

sensor monitoring within the tail will be briefly discussed.

3.1 Motivating Bioinspired Design

Unlike aerospace engineers, biologists have much less control authority over their test subjects.

The types of research which can be conducted with living specimens is limited in comparison and
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typically requires extensive training within the cognitive abilities of the specimen, or manipulation

through internal/external stimulation. Even with trained live specimens, there are very few methods

of collecting the types of aerodynamic data that is commonly used to assess flight performance

from an engineering perspective like aerodynamic forces and moments. Those methods which can

measure forces measure total in-flight forces largely generated by flapping maneuvers [88] and

thus cannot isolate the effects of specific in-flight wing or tail maneuvers.

Alternately, conducting experiments with nonliving specimens can be a heated topic of debate

as the structural properties of frozen, dried and fresh specimens are not equivalent. While these

specimens can be mounted to a load cell within a wind tunnel to collect in-depth aerodynamic

data like lift, drag, pitching moment etc., they are not active structures. Any changes in shape are

prescribed manually and thus a) might not capture the actual geometries and b) potentially reduces

repeatability between configurations due to changes in mounting alignment, external factors like

atmospheric pressure, etc. Ultimately, these experiments are limited to investigating solely the

effects of geometry on the aerodynamic performance as opposed to actuation and control.

These challenges inherently limit the types of information that can be inferred about the func-

tion and performance of biological flight and control mechanisms. Thus this work aims to advance

biological knowledge by recreating similar morphing mechanisms in engineered systems and as-

sessing their performance and function quantitatively through comprehensive experiments. In de-

signing and developing an active morphing mechanism which is inspired by that of birds, some

knowledge can be gained regarding function and effectiveness as well.
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3.2 Bioinspired Rudderless Morphing Aircraft Concept

This work develops morphing mechanisms for a bioinspired rudderless morphing aircraft,

building upon both the SMTE concept [89] in addition to prior studies into the tail effect in

birds [33] [34]. Combined, these mechanisms represent a complete morphing aircraft. This de-

sign in its completeness, shown in Figure 3.1, implements the SMTE concept to achieve smooth

spanwise variations in wing camber. This mechanism is capable of reproducing the smooth cam-

bered airfoil shape of birds while also maintaining the ability to tailor the camber along the span.

Though a serpentine trailing edge is portrayed, any shape within the constraints of the SMTE can

be achieved. Furthermore, with the rapid response time of the morphing actuators, the rate of con-

trol mirrors that of biological muscle. This makes the SMTE an excellent candidate for adaptive

maneuvers.

Figure 3.1: Demonstration of the bioinspired aircraft with left actuator deflected where θ repre-
sents the fiber angle

Secondly, the proposed design utilizes a bioinspired horizontal control surface or ”tail” for
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small UAVs which is designed with two custom MFCs, one on each half of the tail. While this

design is still considered rudderless since it lacks a vertical stabilizer, the term tail in the current

work is used as a comparison to bird anatomy. This tail-like actuator aims to address the reduced

directional stability of flying wings by capitalizing on the stability characteristics of the tail of

birds. The tail acts as a high aspect ratio control surface aft of the center of gravity which provides

a restoring moment in sideslip [33]. As in traditional aircraft, this control surface decouples control

from the wings, the main lifting surface. In the current design, the wings maintain lift during

gliding flight while the piezoelectric tail actuator undergoes large scale deformations to control

pitch and yaw, or it can utilize continuous corrective input to dynamically stabilize the body due

to the rapid actuation time of the MFCs. Lastly, by implementing MFCs with a custom geometry

and fiber orientation, this design proves to be multifunctional and effective over a range of sideslip

angles.

3.2.1 Aircraft Body

While typical morphing airfoil studies are frequently conducted on 2D infinite sections, the

tail-like control surface proposed here cannot be approximated as two-dimensional and requires

integration into a full aircraft body to study the full 3D effects due to the asymmetric nature of

actuation. This could be accomplished using one of three designs: a straight rectangular wing, a

classic flying wing body, or a biological body. A straight rectangular wing would be the simplest

solution; however, this would be a stark departure from traditional rudderless aircraft bodies. A

classic flying wing body would provide a more realistic comparison for rudderless aircraft. Many

of these designs have been well studied and thus could be used comparatively with this work. But
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these designs exhibit a swept wing configuration which inherently affects the yaw stability and

would make isolating the effects due to the proposed control mechanisms more challenging. The

final and best solution is to use a bioinspired body shape with non-swept wings which has been

previously studied.

Accordingly, the aircraft body was designed using the same planform shape as the studies

conducted by Hummel [34] and Sachs, et al. [33] as shown in Figure 3.2. However unlike those

studies, the wing geometry was designed with a symmetric NACA0012 airfoil to eliminate the

camber effects on lift, drag and pitching moment. The aircraft was designed to be a half scale

model with approximately a 0.3 m wingspan so that it was properly sized to test in the 0.6 m x 0.6

m wind tunnel at the University of Michigan.

Figure 3.2: Planform wing geometry of the rudderless aircraft consistent with prior studies on tail
effects [33]
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3.2.2 Wing Morphing Mechanism

While the ultimate design of the bioinspired aircraft in question takes on the wing profile de-

tailed in Section 3.2.1, assessing the fundamentals of spanwise morphing wings on such a geometry

would be challenging. This would be a particularly troublesome issue upon attempting to isolate

the effects of spanwise morphing from the unique shape of the bioinspired wing. For this matter,

the proceeding analysis will focus on a standard symmetric rectangular wing, keeping in mind that

this technology can be applied to other geometries after comprehensive analysis.

In this section, the mechanics behind the MFC actuators in the SMTE wing will be discussed

in addition to methods of improving sensor integration for measuring the morphed tip deflection.

3.2.2.1 Conformal Morphing

One key distinction between the morphing airfoil studied here and traditional actuators is the

ability to produce a smooth camber with a flexible piezoelectric composite. On the 2D scale, this

is primarily achieved through the use of MFCs. As shown in Figure 3.3, the MFC is a composite

actuator that is comprised of layers of adhesive, polymer, electrodes, and PZT which has been

processed into thin fibers. Although bulk ceramics like PZT are typically very brittle, the reduced

2nd moment of area makes the fibers much more flexible and capable of withstanding large out-of-

plane strains.

The inherent piezoelectricity of the Navy Type II PZT used here induces strain and elongates

longitudinally about the neutral axis. This occurs upon applying an electric field to the MFC in the

form of a voltage between -500 V and 1500 V. Although the actuator only experiences very small

strains, fairly large deformations can be achieved upon bonding the MFC to a thin rigid substrate.

48



Figure 3.3: Exploded simplified graphic representation of the MFC lamina

With this addition, the neutral axis of the assembly has been shifted such that the applied strain

from the MFC occurs at some height above or below the neutral axis and thus induces bending.

This allows for the MFCs to be used as flexible camber morphing actuators.

With this knowledge, it’s easy to see how this smart material actuator can be integrated into

an airfoil section in order to achieve camber morphing. However, for completeness, the design

originally developed by Bilgen et al. [61] [44] and later adapted by Pankonien et al. [90] will be

briefly discussed. The latter design employs two MFC actuators in a cooperative fashion as shown

in Figure 3.4 such that the bi-directional actuation capabilities of the actuator are utilized. More

specifically, for upwards deflection, the bottom MFC is actuated at maximum positive voltage

while the top MFC is actuated at maximum negative voltage. The camber morphing section is

integrated into the leading edge of an airfoil using a compliant 3D printed flexure box. This box

enables some degree of rotation at the root of the MFCs allowing for maximized, unconstrained

actuation. Lastly, Spectra Symbol’s Flex sensors, a type of variable resistor, were integrated into
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the trailing edge in order to monitor deflection.

Figure 3.4: Depiction of the 2D MFC trailing edge section

3.2.2.2 Spanwise Morphing Trailing Edge Concept

The foundation for this section relies not only on the camber morphing capabilities of the MFC

actuator, but also the ability to tailor the geometry along the span of a wing. One of the major

hinderances of developing morphing mechanisms is the essential compliance of the underlying

structure. There is an inherent tradeoff between inducing large scale shape change and maintain-

ing distributed loadings. Typically, in order to undergo large scale deformations a structure must

be compliant enough to be deformed. One method of accommodating this is to discretize the sys-

tem such that compliance is only mandatory between the active morphing sections. The SMTE

mechanism harnesses this concept.

The SMTE, shown in Figure 3.5, is composed of repeating active and inactive sections. The

rigid active sections produce the conformal bending discussed in Section 3.2.2.1. Their trilateral

structure allows them to withstand larger out-of-plane loadings than a single MFC would be capa-

ble of. Each active section can be controlled independently of the others allowing for a tailored

spanwise geometry within the limits of the actuators. The continuity between the actuators is main-

tained by using an elastomeric inactive section. The inactive sections are composed of a 3D printed
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honeycomb which has been bonded to a silicone skin and wrapped around the entire trailing edge

of the wing. While the elastomeric skin alone would effectively maintain a continuous surface, the

3D printed honeycomb serves greater function. In addition to allowing for in-plane strains upon

actuation of the adjacent active sections, the structure of the honeycomb also withstands some out

of plane loadings, reducing unwanted aeroelastic deformation between actuators. In its absence,

the skin would flutter and balloon under loading. Additionally, with this modular assembly it is

clear to imagine how a) single off-the-shelf components could be manufactured for easy assembly

and b) the structure could be further discretized in order to obtain smoother spanwise geometries

if needed.

Figure 3.5: Diagram of a) SMTE full isometric view b) repeated section isometric view c) inactive
honeycomb d) cross-sectional view of the active trailing edge components
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3.2.3 Tail Morphing Mechanism

As with the morphing wing detailed prior, the tail actuator proposed here is also composed of

MFCs. In developing this control surface, the goal was to simplify the complex mechanism of a

bird’s tail into a single actuator. A bird can pitch, spread and twist its tail to act as both a rudder,

an elevator, and an airbrake to control yaw, pitch, and drag or speed respectively.

The tail was was developed using two customized MFC actuators. These actuators were manu-

factured with the custom geometry shown in Figure 3.1 such that the tail aspect ratio and geometry

would resemble the planform shape of prior studies such as that shown in Figure 3.2. Implement-

ing MFCs with a custom tail geometry in a 2D camber morphing fashion but would effectively

act solely as an elevator in traditional aircraft by influencing the pitching moment. However, the

MFCs can be manufactured with customized PZT fiber orientation as well. The customized fiber

orientation is key to the multifunctionality and control robustness of this design.

As mentioned prior, the MFCs are composed of thin PZT fibers which elongate in the fiber

direction in the presence of an electric field. Harnessing fundamental fiber composite theory, the

MFCs will experience bending-twisting coupling if the fiber direction is rotated in-plane. This

mechanism, which effectively generates displacements in 3D as opposed to 2D in the case of

camber morphing MFC actuators, is meant to resemble the actuation authority of bird tails in

a more simplified albeit coupled manner which can pitch and rotate. This design provides an

advantage over traditional yaw steering control surfaces due to the nature of its complex curvature.

Unlike traditional flat control surfaces, whose area perpendicular to the wind vector will decrease

with sideslip, the 3D deformation of this actuator retains surface area perpendicular to the flow

even at large angles of sideslip as can be seen in Figure 3.1. The 3D deformation also allows
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for the control surfaces to remain entirely continuous. This continuity eliminates the formation of

vortices which develop at geometric discontinuities and increase drag in traditional discrete control

surface designs [91] [92] [64].

Furthermore, MFCs have a rapid actuation frequency of up to 10 kHz. Though the maximum

achievable deflection has been shown to decline with frequency of cyclical actuation, it is still esti-

mated to perform optimally within a fraction of a second in the current configuration [93]. Lastly,

given the modular nature of the tail, a variety of actuation configurations are possible. Deploying

only one side of the control surface will allow for yaw control, deploying both sides symmetrically

will allow for pitch control, and deploying both sides asymmetrically could potentially be used as

an airbrake. These configurations are demonstrated in Figure 3.6. Ultimately, this actuation mech-

anism would be incorporated in an aircraft along with the spanwise morphing capabilities of the

SMTE in the wings to provide complete aircraft control coupled with a sensor network to monitor

the mechanical and aerodynamic status of the aircraft and inform the response of the actuators.

Figure 3.6: Morphing tail configurations and their control response
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3.3 Sensor Improvement

Unlike traditional servo-based ailerons which include embedded sensors and integrated en-

coders for precise positional feedback, the MFCs alone don’t completely have the ability to do

so. Not only do they experience hysteresis, but their flexibility makes them prone to further defor-

mation under external loadings. This makes direct control of high aspect ratio MFCs by voltage

alone very unfeasible. Instead, the deformation of the MFC trailing edge must be monitored with

internal sensors to inform a positional controller. While the original morphing trailing edge design

incorporated Flex Sensors shown in Figure 3.4, their performance is not ideal particularly as they

also experience some hysteresis in this configuration.

3.3.1 Sensor Summary

In an attempt to improve the sensing capabilities of the SMTE, a brief cost-benefit analysis was

conducted to potentially identify better strain or displacement sensors. A summary of these sensors

can be found in Table 3.1. One of the most popular methods of sensing uses linear or rosette strain

gauges. Given their relatively low cost, low profile, and good precision they are an excellent choice

in many applications. However there are two major reason why they are not ideal for the current

configuration. Primarily, they measure single point strain. In the present trailing edge mechanism,

uniform strain is not guaranteed due to the compliance of the assembly. For example, if the gauge

is located near the root of the MFC but the aerodynamic loading causes the tip to deform, then the

sensor’s reading can’t accurately be correlated to the tip deflection.

Contrarily, some fiberoptic strain sensors are capable of providing continuous sensing along the

fiber length. While continuous strain measurements sound ideal, post-processing the tip deflection
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from this data would be quite challenging and perhaps computationally expensive. This would

prove problematic for use in real-time control. Another option would be to use MFCs. Though

MFCs have been discussed as an actuator up to this point, they also have sensitive strain sensing

capabilities when unpowered. Using high-aspect ratio MFCs could potentially provide a viable

solution by measuring the strain along the entirety of the cambered actuator, but some drawbacks

include their high price tag and lengthy installation process.

The final sensor to discuss is the Flex sensor. Detailed in Figure 3.4, the Flex sensors are

mounted with one end fixed to the root of the flexure box while the other is constrained to the tip

of the trailing edge. With this configuration, the sensor curvature (and thus voltage output) can be

directly related to the tip deflection. While Flex sensors are low profile, cheap and easy to install,

they experience some thermal dependency (which is not a high priority in the current work) and

experience lower precision than many of the other sensors. Given their clear advantages, methods

of improving their performance were investigated.

Table 3.1: Cost-benefit comparison between various strain sensors

Sensor Precision Profile
Thermal
Dependency Installation Cost

Strain Gauge Medium Low High Hard Low
Piezoelectric High High Low Simple High
Fiberoptic High Low Low Hard Medium
MFC High Low Low Hard High
Flex Sensor Low Low High Simple Low

3.3.2 Flex Sensor Characterization

To begin, the sensor’s current capabilities of measuring the tip displacement were assessed.

This provides a starting point for further analysis. In this configuration, the Flex sensors are em-
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bedded as-is into the trailing edge of the SMTE. The sensor’s performance was tested by manually

cycling the tip displacement of the morphing SMTE section like that shown in Figure 3.4. The

trailing edge displacement was measured using a high-precision Keyence LK-G402 laser displace-

ment sensor. The internal Flex sensors, which have a nominal resistance of approximately 10 kΩ,

were wired in a voltage divider configuration shown in Figure 3.7a. As the Flex sensors are unidi-

rectional, incorporating two Flex sensors into the circuit ensures that displacement readings can be

obtained regardless of the direction of actuation. Lastly, the output signal was read from between

the Flex sensors.

Figure 3.7: Characterization of the initial Flex sensor configuration given a) a voltage dividing
circuit, and resulting in b) a hysteresis plot of the output signal versus actuator dip displacement
for the c) experimental setup used by Pankonien [89]
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The initial results, shown in Figure 3.7b, demonstrate that the Flex sensors experience what can

be approximated as a linear relationship between tip deflection and output signal. However, it is

clear that this configuration experiences substantial hysteresis. This is evident in that the data fol-

lows a looped path where two output signals can represent a single displacement. When the curve

is at its widest, near approximately an output sensor voltage of 6 V, the range in displacements is

between -1.2 cm and 0.2 cm. This is thought to be due to plastic deformations within the sensors

due to the polymer packaging. Given this large range, it is clear that investigations into improving

the sensor performance would be valuable.

3.3.3 Substrate Testing

As the initial issues with the preliminary configuration were hypothesized to be the result of

the Flex sensor’s inherent material properties, the first attempt to improve the performance was

geared towards increasing the rigidity of the sensor itself while still allowing for adequate tip

displacements. This was achieved by bonding a 1/100th in. thick steel substrate to the sensor.

While the added rigidity was hypothesized to improve performance, the substrate also shifted the

neutral axis about which the sensor bends. This effectively increases the strain experienced by the

sensor and would also improve performance.

To test the performance of the new Flex sensor with bonded substrate alone, it was mounted at

its root to a fixed support. Again, the tip was cyclically loaded and the displacement was measured

using the laser displacement sensor. As this configuration only consists of a single Flex sensor, a

voltage divider like that shown in Figure 3.7a was used without the 2nd Flex Sensor. It is important

to note that this results in a different output voltage range than previously seen.
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Figure 3.8 shows a comparison between the cyclically loaded sensor with and without the sub-

strate. The data provide substantial insight into how the substrate affects the sensor performance.

First the sensitivity, defined as the ratio of the change in output voltage per unit measurement, can

be assessed. From this it is evident that the sensitivity is increased dramatically upon adding the

substrate. Using a linear fit, the sensitivity of the sensor without substrate is 0.019 V/cm while the

sensitivity of the sensor with substrate is 0.1 V/cm. Furthermore, the range of the sensor improves

dramatically with the addition of the substrate. This is evident in the increase in voltage that the

sensor reads.

Figure 3.8: a) Experimental setup of Flex sensor characterization b) Flex sensor response results

3.3.4 Quantifying Error Improvements

To further improve error and check the performance of the sensors, they were re-incorporated

back into the MFC trailing edge for testing. The dual sensor configuration described in Figure

3.7c was implemented in order to capture both positive and negative trailing edge deflections.
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Additionally, as opposed to the sole voltage divider implemented prior, a bypass capacitor was

also integrated into the sensor’s circuitry in order to increase the SNR. While initial testing did

not observe that the sensor was particularly noisy, adding a capacitor to filter out AC noise and

eliminate crosstalk between devices on the same power supply would further improve the sensor’s

performance. The final circuit is shown in Figure 3.9.

Figure 3.9: Bypass capacitor circuit for noise reduction and improved SNR

The trailing edge was actuated sinusoidally at 0.5 Hz and the tip displacement and sensor out-

put was measured. For completeness, this experiment was conducted both with and without the

steel substrate bonded to the sensors. Figure 3.10 shows that as determined prior, the addition of

the substrate increases the range of output voltages as can be seen from the peak to peak range.

Note that the shift in voltage output between the sensors with and without the substrate is due to

differences in the internal resistance of each sensors. While the sensors are nominally 10 kΩ, they

are subject to fairly large variations. While not ideal, this is easily accounted for through a calibra-

tion process which must be performed regardless. Though not clearly evident, the time response

of the sensor without substrate is not completely sinusoidal and experiences some clipping at the

lower peak. This indicates that the sensitivity at this deflection is much lower than experienced by
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the sensor with substrate.

The sensor response relative to the displacement can also provide very useful insight. Primarily,

this data confirms that the output voltage range of the sensor without substrate is substantially

smaller. Furthermore, the response is expected to be linear which is seen in the sensor data with

substrate, but not without substrate. This can be quantified by assessing the Root Mean Squared

Error (RMSE) which measures how closely the data matches a linear fit. The Flex sensor data

without the substrate has a RMSE of 11.5%, while the RMSE of the Flex sensor data with substrate

is 3.3%. The error of the latter is quite good and thus these changes to the sensor and circuit design

will be implemented through the proceeding analysis.

Figure 3.10: Sensor response to cyclical loading in time and with respect to displacement

3.3.5 Tail Sensor Considerations

While the morphing wing detailed above implements internal Flex sensors to monitor the true

displacement of the actuator, this technology is not appropriate for the tail morphing mechanism.
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This is due to the scale and 3D curvature of the actuator. That being said, the development of

new distributed flexible sensing networks is rapidly progressing and may one day be ideal for

this particular application. This would allow for continuous monitoring along the entirety of the

deformed surface which would prove particularly useful given that this actuator deals with 3D

shape change. But in addition to difficulties in sensor network manufacturing and testing, it is

clear to imagine the difficulties of multi-input (and potentially multi-output) control.

For these reasons the control of the tail actuator in the proceeding analysis will rely solely

upon direct voltage application. Given the relatively low aspect ratio of the tail geometry, the

aeroelastic deformations are expected to be relatively small with respect to sideslip. However, this

will ultimately be quantified upon aerodynamic testing.

3.4 Chapter Summary

In this chapter, the complete aircraft concept studied in this work was detailed in full. This

provides a concrete foundation and overview for the design and analysis that will be discussed in

the proceeding chapters. The concept was broken down into three sections, detailing the spanwise

morphing wing, multifunctional morphing tail, and embedded sensor improvement. Inspired by

nature, both morphing concepts produce organic deformations by utilizing the flexible nature of

MFC smart material actuators to achieve continuous deformations.

In summary, the purpose of the spanwise morphing wing is to locally alter the lift along the

wing, allowing for targeted aerodynamics. By adjusting the wing’s aerodynamics along the span,

this further allows for localized adaptation which, as an example, could be useful for recovering

from tip or root stall. Furthermore, the continuous nature allows for more efficient standard 2D
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actuation due to the elimination of vortices at geometric discontinuities. The internal sensors were

also drastically improved allowing for more accurate control of the MFCs.

Finally, the purpose of the tail actuator is to aid in control and stability of rudderless UAVs. The

novel design is intended to serve a multifunctional purpose by exhibiting yaw and pitch control,

like the tail of birds, in a simplified package. This was accomplished through the development of

customized MFCs, which will be discussed in full in the following chapters.
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CHAPTER 4

Stall Recovery via Spanwise Morphing

Chapter 2 demonstrated how low-altitude fliers in particular may benefit from adaptive morph-

ing mechanisms and set up the framework for the proceeding analysis. However, designing and

implementing the appropriate morphing mechanisms in aircraft remains a challenge in its own. In

contrast, birds readily morph their wings which provides a highly effective method of adapting to

adverse aerodynamic conditions due to winds, prey payload, etc. [3]. As an example, the steppe ea-

gle is capable of deliberately stalling sections of their wings [4], motivating research into spanwise

morphing wing studies. This ability to morph geometry allows both birds and aircraft to operate

effectively over a range of flight conditions. In aircraft, this allows for efficient flight outside of

the principal design by altering parameters such as camber, sweep, twist, or planform area [37]. In

small UAVs which operate at low Reynolds numbers, this can be advantageous since unfavorable

aerodynamic phenomenon such as winds, and static imbalance due to payload shift and delivery

can heavily impact gliding flight. Yet, while research within aircraft morphing has been rapidly

growing in recent years, the focus has lingered on linear aerodynamic conditions.

Previous research by Pankonien et al. [63] on the SMTE concept has shown that smooth morph-

ing wings have a distinct advantage over conventional discrete control surfaces, in part by reducing

drag by eliminating vortex formations that occurs at the aileron’s geometric discontinuities. Yet
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the complex and multidisciplinary challenge associated with assessing these advantages near stall

motivates this chapter. The SMTE employs MFCs, a piezoelectric smart material, as the active sec-

tions of the camber-morphing wing with alternating elastomeric honeycomb sections. The confor-

mal bending and large bandwidth properties of the MFC allow for a quick and precise trailing edge

camber response while the elastomeric honeycomb eliminates geometric discontinuities. By using

MFCs, which act as both the aileron structure and actuator, the system’s mechanical complexity

can be reduced providing an advantage to other morphing concepts which rely on conventional

actuators.

Inspired by the dynamic capability of birds which continuously change their wing shape to suit

an arbitrary flight condition, the current work uses model-informed experiments to investigate the

effects of smooth spanwise variations in camber of a morphing wing on aerodynamic stall via the

SMTE concept. Using this morphing mechanism, the trailing edge deflection of the 6 actuators can

be tailored along the span of the wing to target local aerodynamics. In order to predict the actuator

configurations for stall recovery, a model which accurately captures the nonlinear behavior of finite

wing aerodynamics must be utilized.

The most widely used nonlinear LLT models are frequently criticized for their inability to

converge past stall where the lift-curve slope is negative [94], saw-tooth oscillations in their post-

stall circulation distributions, and non-unique post-stall solutions [95] making them unsuitable

for near-stall analysis and optimization. A more recent nonlinear method developed by Chattot

resolved these issues by incorporating an artificial viscosity term into the governing equation and

consequently showed excellent post-stall agreement with an analytical solution [96].

Upon development of an accurate model in this work, the wing performance during static stall

was assessed for a 0.3 m chord, aspect ratio 6, finite wing of half span in a wind tunnel. Flow
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visualization was implemented for verification. The resultant forces were compared to those of

a conventional, articulated wing of equal dimensions with servo-driven ailerons. In this novel

approach, it can be shown that adaptation, including stall recovery, can be achieved solely through

geometric tailoring as opposed to attitude correction for a range of flight conditions while reducing

the drag penalty associated with operating at the unadapted condition. The range of conditions for

which the wing can recover are restricted by the limited trailing edge deflections and the inability

of the actuators to drastically shift the stall angle of the 2D lift curve. These results provide insight

into improving morphing wing designs, indicating that by adding another degree of freedom to the

chord-wise deformation such as a morphing hinge capable of larger actuation and reflex camber,

stall recovery via geometric tailoring may be feasible for an even larger range of conditions.

4.1 Problem Statement

Using the loosely-coupled viscous model mentioned prior, this work aims to quantify the capa-

bilities of a morphing wing to adapt to nonlinear aerodynamics and recover from stall. The scenario

under investigation assumes an aircraft adapts to unfavorable aerodynamic conditions which is de-

tailed as follows [65]. The aircraft begins at its designed cruise conditions (on-design). Following

a change in aerodynamic load such as a headwind or payload delivery which may change the lo-

cation of the center of gravity, the aircraft now operates at an off-design condition defined by a

change in angle of attack. This chapter will focus on the analysis of off-design conditions near

stall where such changes could have disastrous consequences due to the severe decrease in lift and

increase in drag. While remaining at the off-design state, the aircraft adapts to the unfavorable

aerodynamics by morphing the spanwise trailing edge deflections to return to the initial on-design

65



lift condition. While this final flight condition will incur a drag penalty with respect to the on-

design flight condition, this penalty will be substantially lower than it would be in the absence of

adaptation as can be seen in Figure 4.1.

Overall, this proposed method of adaptation differs from the traditional reduced angle approach

to stall recovery due to differences in the aerodynamic conditions between transonic aircraft and

small UAVs. In particular, UAVs are prone to frequent changes in aerodynamics, especially in

urban environments. It is clear to imagine how frequently changing the aircraft’s angle of attack to

induce recovery would be undesirable. It is important to note that, although the motivation for this

work is partly attributed to unsteady conditions, the focus is on prolonged disturbances like steady

winds and payload delivery. Transient loadings are not considered in this initial analysis, thus a

steady aerodynamic model is used.

This adaptation scenario is specific to nontraditional aircraft including but not limited to low

speed aircraft or small UAVs which operate in urban environments and gustier conditions, and

variable-sweep wings which are prone to changes in stall location. This proposed spanwise varia-

tion in trailing edge camber allows the actuators to target specific stalled regions of the wing such

as the root or tip, inspired by the adaptation of the steppe eagle. This ability would prove partic-

ularly useful for variable-sweep wings where the location of stall can vary between the inboard

and outboard wing depending on the sweep configuration. While the model proposed here is not

valid for largely swept wings, this does not detract from the SMTE’s ability to tailor the spanwise

geometry in the aforementioned scenario.

Furthermore, with the MFC’s rapid actuation time, the spanwise shape of the wing can be

quickly tailored to mitigate the effects of the nonlinear aerodynamics while in the disturbed state.

Then when the disturbance has passed, the wing will return to its original on-designed geometry.
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The alternative for traditional aircraft would be to either wait until the disturbance has passed,

incurring an unadapted drag penalty shown in Figure 4.1 by the difference between points 2 and

1, or change the angle of attack via elevator control which would need to be restored after the

disturbance had passed, resulting in a sinusoidal pitching motion and possible instabilities.

Figure 4.1: Graphic summary of the design scenario in terms of forces, depicting the adapted
aerodynamic curves and associated drag penalty (between dashed lines)

Extended disturbances such as payload deliveries will also change the total lift and may alter

the location of the center of gravity, resulting in long-term change in angle of attack. Like birds,

which change their wing geometry while carrying prey, the wing design considered here is capable

of morphing the spanwise shape to adapt to this change in payload. Finally, with the ongoing de-

velopment of superior sensor networks and control laws which can respond semi-instantaneously,

the change in angle between the initial and disturbed states would ultimately be small. Thus it

is clear to imagine how this method of adaptation can be used to reject disturbances immediately

allowing for more extreme maneuvers, near-stall flight and more stable longitudinal flight which,

as an example, would be largely beneficial in flying wings with limited control surfaces or UAVs
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carrying fixed cameras.

4.2 Nonlinear Model Development

4.2.1 Background

While linear aerodynamic models have been thoroughly investigated, nonlinear models have

arguably been less successfully implemented and are more rarely used to analyze morphing air-

craft. Those works which have focused on morphing aircraft have approached the problem by

only assessing a small selection of potential morphed shapes [97, 98]. Perhaps the first nonlinear

method was developed in 1934 by Tani [99] and relied on assuming an initial circulation distribu-

tion, calculating the induced followed by the effective angle of attack, and using this to lookup the

section lift coefficient from nonlinear experimental data. With this, a new circulation distribution

is calculated and the process is iterated until the solution converges. This method was popularized

by Sievells and Neely in a NACA report [94] but criticized for its inability to handle instances

where sections of the wing are stalled, implicitly having a negative lift-curve slope [100]. Further

analysis by Piszkin and Levinsky [95] indicated that in fact, the post-stall solution is non-unique

and frequently converges with saw-tooth oscillations that evidently aren’t a true aerodynamic phe-

nomenon.

More recently, a method developed by Chattot [96] resolves many of the issues discussed

previously while maintaining a similar iterative format. Chattot’s method employs the use of an

artificial viscosity term that similar models fail to consider. This term helps to ensure a unique

solution by maintaining diagonal dominance in the matrix equations. Not only does Chattot’s
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model show good agreement with experiments post-stall where the lift-curve slope is negative, but

the circulation distribution also remains smooth and does not show saw-tooth oscillations.

This method has mainly been used to analyze wing/winglet combinations [101], turbine blades

[102], and swept wings [103], yet it is modeled in such a way that analyzing a morphing wing

is relatively straightforward since the section-based method allows for spanwise variation in the

airfoil characteristics such as the section chord, section lift coefficient, and section lift-curve slope.

However, a primary gap between the existing model and the morphing model developed in this

work is the infinite domain of airfoil characteristics required to characterize an arbitrarily morphed

wing.

4.2.2 Model Description

In order to identify and quantify nonlinear aerodynamic adaptation in a spanwise morphing

aircraft, the analytical model discussed prior was used to predict the aerodynamic behavior of a

finite wing in both the linear and nonlinear regions of the lift-curve. Upon validation of the model

with experimental results, the model was used as the foundation for a constrained optimization

which tailored the spanwise deflection of the wing to return to the on-design lift condition at the

off-design angle of attack. The wing successfully recovered if it was capable of matching the on-

design lift while at the off-design angle; however, this method can be extended to stall recovery as

well. The morphing wing was said to have successfully recovered from stall if after adaptation, the

off-design angle of the new wing configuration was less than or equal to the angle of maximum lift

of the unadapted wing. This was computed at a variety of on and off-design conditions in order to

quantify the limitations of nonlinear adaptation and stall recovery for a spanwise morphing aircraft.
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4.2.2.1 Static 2D Simulations

Two-dimensional static simulations were generated using OVERTURNS [104] [105], a RANS

solver for three airfoil shapes and angles of attack ranging from -25 ◦ to 25 ◦ in increments of 1◦.

A symmetric NACA0012 airfoil was chosen for the spanwise unactuated geometry. The symmetry

of the airfoil allows for ease of analysis when comparing actuated an unactuated states, as the

aerodynamic profiles should also be symmetric. The geometry for the actuated (i.e. morphed,

adapted) airfoil was chosen to have the same geometry as the SMTE to include the conformal

bending produced by the MFC actuators. This geometry can be seen in Figure 4.2. This was used

to obtain the 2D section lift, profile drag, and pitching moment curves, which will be used as the

sectional aerodynamic data in the nonlinear LLT model.

Figure 4.2: Morphed geometry of the airfoil profile compared to the unactuated geometry [89]

4.2.2.2 Nonlinear Lifting Line Model

The loosely-coupled circulation based method uses Prandtl’s dimensionless integro-differential

equation to model the 3D effects of a finite wing and is written as
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Γ(y) =
1

2
c(y)Cl[αgeo − α0(y) + arctan(wind(y))] (4.1)

where the circulation has been normalized by the free-stream velocity. The wing is first discretized

into spanwise stations with a cosine distribution generating a higher resolution at the tips to better

capture the effects of the trailing vortices for j = 1, 2, ...jx where

yj = −cos
( j − 1

jx− 1
π
)

(4.2)

and for this particular analysis jx was chosen to be equal to 49, comparable with previous studies.

More sections can be implemented but increases the complexity and computational time. Inte-

gration points are defined between each of the stations to avoid singularities when calculating the

induced downwash for k = 1, 2, ...jx− 1 where

ηk = −cos
( k − 1

2

jx− 1
π
)

(4.3)

Then, an initial circulation distribution, often elliptical, is assumed in order to seed the model with

a solution after which the induced downwash at each section can be calculated using a finite sum

wind,j = − 1

4π

jx−1∑
k=1

Γnk+1 − Γnk
yj − ηk

(4.4)

Next, Prandtl’s integro-differential governing equation is linearized using Newton’s method given

by
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Γj + ∆Γj =
1

2
cj
(
Cl,j +

dCl,j
dαeff

∆αeff,j
)

(4.5)

where

∆αeff,j =
∆wind,j

1 + w2
ind,j

(4.6)

and

∆wind,j = − 1

4π

( 1

yj − ηj−1

− 1

yj − ηj
)
∆Γj = aj∆Γj (4.7)

This can then be written in iterative form and the artificial viscosity term µ can be added to both the

right and left hand sides of the governing equation so that the spanwise stations are now coupled,

resulting in

(
1− 1

2
cj
dCl,j
dαeff

aj
1 + w2

ind,j

+ 2µ
)∆Γj
ω

=
1

2
cjCl,j − Γnj + µΓnj+1 − 2Γnj + Γn+1

j−1 (4.8)

where


µ ≥ max

(
1
4
cj

dCl,j
dαeff

aj
1+w2

ind,j
; 0
)

ω < 1(underrelaxed)

(4.9)

where a relaxation factor of 0.8 was used in this analysis. This value was chosen since iterative sta-

bility is guaranteed when ω < 1, but the model further approximates the solution as the relaxation

factor decreases. Note also that the artificial viscosity is defined as a lower bound of a maximum

between two values, one of which is 0. Thus it is dependent upon the sign of the equation. Upon
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further inspection, all but the terms aj and dCl,j
dαeff

are guaranteed to be positive. Furthermore, it is

clear from Equation 4.7 that aj is a negative quantity. With this in mind, the sign of the viscosity

will be positive and thus greater than 0 when the lift-curve slope is negative. So, according to

Equation 4.9, the viscosity term is 0 pre-stall and non-zero post-stall.

Looking at Equation 4.8 there are two unknowns, ∆Γj and Γn+1
j−1 . The latter is dependent upon

a future time step n+ 1, however, this iterative circulation distribution can be written with respect

to the current time step as

Γn+1
j−1 = Γnj−1 + ∆Γj−1 (4.10)

This can then be substituted into Equation 4.8 and the linearized integro-differential equation is

reduced to one unknown, ∆Γj . Following this step, the next circulation distribution n+ 1 can then

be calculated similarly

Γn+1
j = Γnj + ∆Γj (4.11)

Equations 4.4 through 4.8 are then reiterated until the solution converges to the desired con-

vergence criteria. For this analysis, a strict convergence criteria of 0.01% was chosen, where the

circulation at every spanwise station must satisfy the criteria. Upon convergence, the lift and drag

of the finite wing can be calculated using the converged circulation solution as

CL =
AR

2

∫ 1

−1

Γ(y)dy (4.12)
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CD,total = CD,profile −

CD,i︷ ︸︸ ︷
AR

2

∫ 1

−1

Γ(y)w(y)dy (4.13)

where the integrals have been written using substitution so that the bounds of integration are nor-

malized and the wing profile drag is calculated through spanwise integration of the section drag

coefficient. As is, this model works well for predicting the aerodynamic performance of static

wing shapes such as wing/winglet combinations, turbine blades, and swept wings shown by Chat-

tot [101] [102] and Gallay et al. [103]. However, the section-based approach is ideal for analyzing

morphing wings which are not constrained to a given spanwise geometry.

4.2.3 Morphing Geometry Implementation

In spanwise morphing wings, the section lift and its respective derivative are no longer simply

a function of the angle of attack; rather, the trailing edge deflection adds a second parameter which

must also be considered. The deflection can be calculated based on the parameters depicted in

Figure 4.2 as

η = tan−1
( δtip
E ∗ c

)
(4.14)

where η represents the angular tip deflection, c represents the airfoil chord length, E ∗ c represents

the length of the actuator, and δtip represents the vertical tip deflection.

Accordingly, both the trailing edge deflection and angle of attack are required in order to de-

termine the lift coefficient at each section. Thus, the model requires a bounded domain of airfoil

characteristics to interpolate from. This domain can be generated in the form of a surface, shown
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in Figure 4.3, which correlates the lift coefficient to both the angle of attack and trailing edge de-

flection. From observations of the simulated data, the section lift-curves vary linearly with respect

to the trailing edge deflection. Thus, linearly interpolating the curves from simulated airfoil data at

the maximum, minimum, and neutral trailing edge deflections is appropriate. So by knowing the

spanwise shape function of the morphing wing’s trailing edge for arbitrary actuator displacements,

the section lift characteristics at and between the actuators can be found.

Figure 4.3: Three-dimensional surface of section lift data with respect to angle of attack and
trailing edge deflection

This shape function, which describes the spanwise variation in trailing edge deflection, plays a

key role in the outcome of the optimized nonlinear model due to the strong influence of the trailing

edge deflection on the section lift coefficient. One of the main challenges of morphing aircraft

is bridging the gap between two actuators without breaking the continuity of the surface while

maintaining large strains. This model’s section-based approach allows for easy incorporation of

the SMTE’s compliant sections in the trailing edge shape function. The SMTE’s 6 actuators move

independently from one another yet remain horizontal while the flexible honeycomb with elas-
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tomeric skin linearly bridges the gap between the actuators. These transition sections are crucial to

the continuous deformations of the SMTE; however, their inherent flexibility is unideal and future

designs can improve upon this aspect.

A diagram of the modular structure of the SMTE can be seen in Figure 3.5. The representa-

tive shape function describes the spanwise distribution in trailing edge deflection for an arbitrary

configuration and can be seen in Figure 4.4. Mathematically, this is achieved by prescribing 6

inputs corresponding to the tip deflections of the 6 actuators on one wing, and is represented as a

constant value for the length of the actuator. Between actuators, the tip deflection is characterized

as a linear function as mentioned previously. Lastly, the left and right wings are assumed to ac-

tuate symmetrically. It is worth noting that while the trilateral configuration of the active trailing

edge is fairly resistant to torsion, some minor twisting may occur in instances where the deflection

and thus elastomeric strain between actuators is large. Implementing a coupled FEM-CFD model

within the optimization to account for this was outside the scope of this study given the agreement

between modeled and experimental results which will be detailed shortly.

It is clear to imagine how more complex morphing shapes can be included in this model as

morphing technologies progress. One such example would be a more discretized version of the

SMTE which would allow for a smoother spanwise geometry, ultimately capable of approaching a

sinusoidal trailing edge. This would be more representative of biological entities such as birds.

4.2.4 Assessment and Validation

As proof of concept, this model was validated against experimental data for a finite wing of

NACA0012 profile and aspect ratio 6 at Re = 2e5. The wing was constructed to scale for a small
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Figure 4.4: Sample user defined shape function representing the spanwise morphed deflection of
the active and inactive sections where b represents the span

UAV with a chord of 0.305 m and was mounted vertically in the 1.5 m x 2.1 m closed loop wind

tunnel at the University of Michigan. This wing has the same geometric properties as the SMTE

but is more rigid by nature, providing a more realistic comparison to the model presented which

does not include aeroelastic effects. Data was collected using a 6-axis force balance to obtain the

CL−α curves in addition to the drag and moment curves. Lastly, the system was automated using

closed loop control to sweep through the angles of attack with accuracy up to 1/40th of a degree.

For further details of the experimental setup, see [92].

4.2.4.1 Effects of Viscosity

Shown in Figure 4.5 is a comparison between the experimental results and the modeled predic-

tion for zero actuation across the span of the wing. It is important to note that the artificial viscosity

term is defined as a lower bound, meaning that the value of the artificial viscosity can be tuned if

necessary. This is of importance for the cases tested here as the aerodynamic conditions are near

turbulent transition and thus discrepancies from the 2D simulated data could misinform the model.

Note that increasing the artificial viscosity increases the severity of stall. At higher values of µ, the

reduction in lift associated with stall increases.
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Even post-stall, the model is able to predict the nonlinear aerodynamic behavior granted with

less accuracy than the linear region. These preliminary results indicate that an addition between 0

and 0.5 to the artificial viscosity term defined in Equation 4.5 most accurately captures the experi-

mental results shown here and thus will be carried throughout the rest of this analysis. This factor

can be further optimized and may vary when applied to other scenarios since it is dependent upon

the relative accuracy between the post-stall behavior of the 2D simulation and the experimental

data.

Figure 4.5: Comparison of NACA0012 experimental data to the nonlinear model with varying
artificial viscosity

4.2.4.2 Effect of 2D Lift Curve

As mentioned previously, the simulated 2D curves play an important role in determining the

results of the model and can thus provide insight into the limitations of the system even before

optimization. This is evident when analyzing the effects of trailing edge displacement on the 2D

lift curves as seen in Figure 4.6. In this figure, the section lift curves for a series of increasing
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actuator deflections have been generated for comparison purposes. For proof of concept, markers

for a sample on-design lift and off-design angle conditions have been labeled as well.

Not only does deflecting the trailing edge upwards, an expected response for most stall recov-

ery, generate reduced lift shifting the lift curve down, but it also shifts the curve to the right thus

delaying stall. However, the dominant response decreases the airfoil lift while the ability for the

airfoil alone to delay stall is limited. This indicates that for a given off-design angle of attack, the

airfoil may not physically be able to adapt to the on-design target lift condition. Therefore, the

2D lift curves show that the ability of a morphing wing to recover from stall is dependent upon

the magnitude of both the on-design lift condition and the off-design angle of attack. It follows

that the problem under consideration may be bounded by combinations of the on and off-design

conditions.

Figure 4.6: Effect of the 2D lift curve with respect to the SMTE’s trailing edge deflection
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4.2.5 Optimization

4.2.5.1 Constrained Minimization

Given that the wing under consideration presented in Figure 3.5 has a total of 6 actuators,

testing all possible combinations would be cumbersome if not entirely useless. The most appropri-

ate method of analyzing recovery via spanwise morphing is through optimization of the spanwise

configuration using the nonlinear lifting line model. This was achieved using a constrained mini-

mization algorithm which tailored the actuator deflections, where now η is a vector, to minimize

the total drag. The model was constrained to reach the on-design lift while maintaining the off-

design angle of attack. Each actuator deflection was bounded by a maximum tip deflection of 8.85◦

so as to not exceed the physical limitations of the wing, providing a realistic analysis for this par-

ticular morphing concept. The lower bound was chosen to be 0◦ to reduce the search space of the

optimization. This is a reasonable simplification for on-design lift conditions that are lower than

the stalled off-design lift state. Upon investigating the aerodynamic response shown in Figure 4.5

for this particular wing profile and aspect ratio, this is a reasonable assumption for on-design lift

conditions at or below approximately 90% of CL,max.

Lastly, due to the complex nature of optimizing the spanwise geometry of a morphing wing,

assuming an elliptical circulation distribution for the initial iteration does not always result in suc-

cessful optimization. Instead, the converged circulation distribution for this wing with no spanwise

variation in trailing edge deflection was calculated at each angle of attack prior to optimization and

was then used to seed the model. This helps the convergence of the solution. A final summary of

the optimizer can be found in Table 4.1.

For this optimization, there exists significant trade-offs between the iterations to convergence

80



within the desired error and the tolerance of the optimization. A strict convergence criteria of

0.01% error from the previous iteration was chosen for this model defined by

%error =
Γn−1 − Γn

Γn−1
∗ 100 (4.15)

Thus, circulations which did not meet this criterion for one or more spanwise sections were said

to have not converged. Accordingly, by increasing the tolerance of the optimization function and

lift constraint, the iterations required for the solution to converge increases. For practical purposes,

the number of iterations was constrained to 2000 or less, limiting the tolerance to 1e−2 for the

optimization function, output, and lift constraint. Given that for Prandtl’s finite wing theory [91]

the slope of the linear region of the lift curve for a finite wing of aspect ratio 6 is expected to be

(2π) ∗ 0.75, the error in angle of attack associated with a tolerance on CL of 1e−2 is less than 0.1◦.

This tolerance was deemed to be adequate for this analysis.

Table 4.1: Details of constrained optimization of nonlinear LLT model
Objective Target
Minimize: CD,total
Given: αOffDesign
Constrained by: CL,Design
Subject to: 0 < η < 8.85◦

4.3 Modeled Stall Recovery

Using the methods described previously, the trailing edge deflections of a finite wing were

optimized to adapt to nonlinear aerodynamic conditions and return to the initial lift. The results

of a single optimized case will be discussed prior to investigating the limitations of a morphing
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wing to adapt to stall conditions in order to demonstrate the effects of spanwise morphing on the

aerodynamic behavior of the wing. The wing was optimized to return to an on-design lift of 80%

of CL,max of the experimental data and an off-design angle of attack of 15◦ in order to investigate

the capabilities of the optimized nonlinear lifting line model. This represents just one of multiple

successful cases of adaptation as will be discussed in the latter section.

4.3.1 Optimized Geometric Adaptation

Shown in Figure 4.7 is the optimized spanwise deflection for the case mentioned prior. A

few behaviors are evident. Primarily, the minimization algorithm overall predicts an upwards tip

deflection for all 6 actuators, as noted by the positive angles. Recall that in the adaptation scenario

in question here, the off-design angle is right at the stall angle where the lift is at a maximum.

Thus, to achieve the on-design condition of 80% of CL,max, this response alleviates the high-lift

loading at the off-design condition. Note that this is not always the required response. If the off-

design lift is much lower than the on-design lift condition, the actuators may be required to have

a downward deflection in order to increase the lift. This scenario is not investigated in the current

analysis, however it has been studied in prior works [65]. Secondly, the non-uniform distribution

of deflections indicates some spanwise tailoring of the circulation distribution. These results show

the input to the actuator’s controller that would be prescribed to the physical model for testing.

The spanwise shape function that characterizes the SMTE with the prescribed actuator deflec-

tions can also be assessed. This is shown in Figure 4.8. Here, as opposed to plotting simply the

desired tip deflection, the entire spanwise trailing edge shape is displayed which takes into con-

sideration how the MFC actuators and the flexible elastomeric honeycomb sections are integrated.
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Figure 4.7: Optimized spanwise deflection for 0.8CL,max at 15◦

This is the shape function which is used to determine the deflection and hence the lift-curve slope

at each station j along the span as per Section 4.2.3

Figure 4.8: Spanwise trailing edge with optimized actuator inputs for 0.8CL,max at 15◦

4.3.2 Target Lift Validation

The results of the optimization were compared to experimental results conducted with the

SMTE for proof-of-concept. The optimized actuator deflections for the case detailed above were

prescribed to the SMTE. The experimental setup and procedure used to collect the aerodynamic
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data will be discussed in full detail in Section 4.4.2. As shown in Figure 4.9, the model matches

fairly well with the experimental data particularly at pre-stall angles, but slightly underestimates

the wing’s lift overall. This can be attributed to differences between the underlying assumptions

in the model and the physical attributes of the experimental wing. Specifically, this model does

not include any effects of the compliance of the morphing wing trailing edge, particularly at the

flexible transition areas, or aeroelastic effects of the wing in general which would affect the overall

aerodynamic behavior especially post-stall due to passive deformations in the camber and twist of

the wing. This could be improved upon with future iterations of the SMTE design in addition to

incorporating aeroelastic effects into the model.

Figure 4.9: Comparison of modeled results and experimental results of optimized configuration
for 0.8CL,max at 15◦

Furthermore, the model does not fully capture the post-stall behavior of the wing. This is due

in-part to the fact that the artificial viscosity term was tuned to match experimental data for a non-

flexible wing which closely resembles the assumptions of the model. However, it is important

to note that the post-stall behavior observed in these experiments is quite uncommon as it does

not experience a severe drop in lift. Recall from Figure 4.5 that even with the minimum artificial

viscosity, the lift response sill experiences a substantial post-stall reduction in lift.
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Even still, since this method of optimized recovery does not actually rely on the post-stall

behavior of the experimental results it will not affect the model’s ability to optimize the spanwise

deflection to recover. Thus the only notable discrepancies between the model and the experimental

results are due to the compliance of the wing and do not heavily affect the results of the model and

the consequent analysis.

4.3.3 Circulation Response

The spanwise circulation distribution provides a simple method of assessing the successful-

ness of adaptation. Figure 4.10 depicts the circulation along the span of the wing for the initial

on-design, unadapted off-design, and adapted off-design cases. The on-design case represents the

initial or target circulation. This typically correlates to the designed cruise condition where the

aerodynamic performance has been idealized. The unadapted off-design configuration represents

the circulation upon encountering a disturbance. Lastly, the adapted off-design configuration rep-

resents the circulation after the geometry of the wing has been tailored. Since the core of this

analysis focuses on stall recovery, the off-design angle will always be larger than the on-design

angle. Given that most aircraft don’t operate in the near-stall region of the lift curve, this typically

implies that the off-design lift and thus circulation distribution will be larger.

The results shown in Figure 4.10 depict that for this specific scenario, the wing experiences an

increase in circulation and thus lift in the unadapted off-design state. The spanwise geometry is

tailored to reduce the circulation and recover to the designed state. For fully successful adaptation,

the off-design adapted circulation will match the target on-design circulation. The adapted circu-

lation distribution shown here almost completely replicates the on-design circulation, but there are
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some discrepancies near the root of the wings. Overall, this clearly shows successful recovery.

Figure 4.10: Modeled circulation distributions at target, off-design, and adapted configurations
for 0.8CL,max at 15◦

For completion, an additional handful of successful adaptation cases are also presented in Fig-

ure 4.11. These cases were specifically chosen to be post-stall. This is partly evident in the small

dip in the lift curve at the root of the wing. Here, the data show that the adapted circulation distribu-

tion does not have to be identical to the target distribution in order for adaptation to be successful.

Recall that the wing lift is found by integrating the circulation distribution, so in these cases the

adapted circulation can locally over or undershoot the exact solution and still reach the target lift

within the desired error. From the cases presented in Figure 4.11 the case 68% CL,max and α = 16◦

is the least successful of the set, as the entire spanwise distribution overshoots the target. However,

this case also had to achieve the largest change in circulation distribution between the unadapted

and adapted off-design states.
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Figure 4.11: Comparison of circulation distributions for post-stall off-design conditions

4.3.4 Adapted Coefficient Response

First, by generating the lift curve for the adapted configuration at each stage during the scenario

detailed in Figure 4.1, the success of the optimization was determined. The goal was to achieve

the target (on-design) lift for the given off-design angle of attack; however, recovery was only

deemed successful when this occurred at an angle less than or equal to that associated with CL,max.

As can be seen in Figure 4.12, the case under investigation successfully recovered from stall, as

it matched the target lift for an angle of attack occurring prior for the adapted wing’s stall angle.
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This can be further validated with the circulation distributions depicted in the previous section in

Figure 4.10 which demonstrated that the circulation and thus lift distribution is restored while in

the off-design state. Recognizing that the on-design scenario represents the same flight condition

as the reduced angle method, this demonstrates that tailoring the wing’s geometry has the same

effect as the traditional method of stall recovery.

Figure 4.12: Effect of adaptation on the lift curves for a finite wing numbered in accordance with
Figure 4.1

Furthermore, the drag can be analyzed to quantify the performance improvement due to adap-

tation. The output of the optimization relies on a constrained minimization of the total drag and

should thus optimize away from stall where the drag increases dramatically. In the case presented

here, the optimized configuration occurs just before the stall angle of the adapted lift curve, imply-

ing that the optimization may be near the limitations of the system. However, although the adapted

configuration operates close to the stall angle, the drag penalties still indicated a significant im-

provement in the performance of the wing. The drag penalty for the unadapted configuration was
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0.0545 while the adapted configuration experienced a penalty of 0.0338, resulting in a 38% reduc-

tion. This shows that by morphing the wing to adapt, the drag penalty was significantly reduced. It

is also worth noting that the reduction in drag penalty for successfully optimized cases will increase

with off-design angle of attack. Since this particular case was analyzed near stall, this metric is a

lower bound and the performance benefits can potentially exceed this value substantially.

Figure 4.13: Effect of adaptation on the drag curves for a finite wing numbered in accordance
with Figure 4.1

4.4 Comparing Morphing and Non-Morphing Adaptation

Upon development of the nonlinear model and verification of the optimization detailed in Sec-

tion 4.2.5, a comparison between the morphing SMTE and a non-morphing articulated wing on

the success of spanwise adaptation was conducted. It has previously been shown that two key

parameters determine the results of the optimization. First the on-design lift, which constrains the
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model, was defined as 86% of the maximum lift CL,max. Secondly, the off-design case αoff,design

was specified at 16◦ past stall.

4.4.1 Experimental Wing Comparison

Two half-span finite wings were used in the following experiments. The first wing was the

SMTE which is known for improving control of aerodynamic forces and reducing the drag penalty

associated with adaptation. This is due in part to the elimination of geometric discontinuities

where chord-wise and spanwise losses occur due to vortex formation. The SMTE, shown in Figure

4.14, was manufactured with repeating MFC (active) and honeycomb (inactive) sections. Bridging

the active sections with a flexible elastomeric section ensures a continuous surface particularly

as the MFC produces smooth conformal actuation of the trailing edge. The second wing was a

conventional articulated flap wing, driven by internalized mechanical servos. The construction of

this wing can be seen in more detail in Figure 4.15. Both wings used closed loop control to regulate

the actuator tip displacements. While the articulated flap wing relied on the internal controller of

the servos, the SMTE utilized internalized Flex sensors shown in Figure 4.14 which translated the

tip deflection to a change in resistance which can be read by the controller.

While the internal mechanisms of both wings were unique, they were constructed for com-

parison purposes and thus share the same undeformed geometry. The wings were built with a

symmetric NACA0012 airfoil of aspect ratio 6 with a 0.305m chord and 6 active sections each.

For each section, the width of the articulated flaps spans the same width as the repeating active-

inactive section in the SMTE. Additional information on the construction of the models can be

found in [64].
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Figure 4.14: Internal construction of the SMTE wing with elastomeric skin and honeycomb
removed for visibility

4.4.2 Wind Tunnel Testing

4.4.2.1 Optimized Adaptation

The optimized nonlinear LLT algorithm was implemented for both the morphing SMTE in

addition to the articulated wing. It’s important to note the two main difference between the two

wings, as this is what distinguishes the results of the model. First, the MFC actuator produces cam-

bered actuation unlike the straight and rigid actuation seen in the articulated wing. This translates

to fairly large differences in the 2D aerodynamic characteristics such as the lift and drag profiles.

Secondly, the spanwise trailing edge shape is different. The articulated wing’s trailing edge can be
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Figure 4.15: Diagram of a) Isometric view and b) cross-sectional view of the articulated flap wing

characterized as a step function, while the SMTEs trailing edge can be characterized as constant

across the length of the MFCs and linear across the elastomeric sections. These shape functions

are used to determine the 2D section aerodynamics mentioned prior. In reality, a third difference is

thought to play a key roll. Namely, the articulated wing exhibits geometric discontinuities which

will incur vortex formations at the gaps in the actuators as the flow tries to move from the high

pressure lower surface to the low pressure upper surface. While this can’t be modeled using the

nonlinear LLT used here, its effects will still be present in the experimental aerodynamic data.

The data shown in Figure 4.16 represents the optimized actuator deflections for the articu-

lated wing and the SMTE. Note that the optimizer predicts vey similar spanwise geometries for

both wings even though their trailing edge shape functions are not identical due to the compliant

elastomeric section. The optimized geometries generally exhibit an increase in deflection moving

from the root to the tip. This is thought to be due to the inherently low circulation and thus sec-

tion lift that is present at the tips of the wings. Upon further investigation, these results show that

the optimizer predicts less actuation is required for the SMTE compared to the articulated wing.

Recall that as per the requirements detailed in Table 4.1, the goal of the minimization algorithm

is to match a constraint lift while minimizing the total drag. Thus, this data show that the SMTE
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requires less actuation to achieve the same overall lift, indicating that the SMTE is more effective

than the articulated flap wing at generating the required forces.

Figure 4.16: Optimized spanwise actuation for the articulated wing and SMTE at 0.86 CL,max and
α = 16◦

The spanwise shape function for each of the wings is also shown. Here, the SMTE shows a

smoother overall geometry along the wing’s span due to the elastomeric sections which form a

linear transition between actuators. The shape function has been implemented such that the model

samples these linear transitions when determining the spanwise tip deflection at each station. Con-

versely, the articulated wing’s spanwise geometry is constant along the length of each actuator.

Note that the data points marked in the plots resemble each spanwise station. Although the artic-

ulated wing’s spanwise shape function appears to also have linear transitions between actuators,

this simply an artifact of plotting the data and does not resemble how the spanwise geometry is

actually implemented in the model.
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4.4.2.2 Wind Tunnel Setup

Wind tunnel tests were conducted in the 1.5 m x 2.1 m tunnel at the University of Michigan

depicted in Figure 4.17. The wings were vertically mounted to the 6-axis ATI Delta force balance

above a ground plate that raised the reflecting plane of the half-span wing by 30 cm, outside of the

boundary layer of the wind tunnel. The mounting rig was shielded by attaching a fixed cowling

in the shape of a NACA0012 airfoil that inherently extended the wing to the full aspect ratio and

reduced the gap between the finite wing and the ground plate to 0.5 cm. Below the ground plate, a

shroud shielded the force balance from the airflow.

Figure 4.17: Experimental setup for the spanwise morphing wings depicting the a) detailed graph-
ical setup and b) in-tunnel setup

Alpha sweeps were conducted in order to obtain the CL − α curves for the on-design and off-

design configurations by holding the aileron configurations constant and recording data from 0◦ to

25◦. The angle of attack was set using two high-precision Keyence LK-G402 laser displacement

sensors configured to measure the rotation of the mount. This was achieved by directing the fixed

lasers to a cross bar on either side of the mount, perpendicular to the wing’s orientation. As the
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mount rotated, the lasers effectively translated the change in out-of-plane displacement to a change

in rotation via basic geometry. Lastly, the closed-loop control allowed for angular accuracy to up

to 1/40th of a degree.

Figure 4.18: Experimental data flow for wind tunnel tests for the SMTE and articulated wings

Over the course of the test, the aerodynamic forces and moments, dynamic pressure, tempera-

ture, and MFC tip displacement readings were recorded. An ATI Delta 6-axis force balance with

resolution capabilities of up to 1/32 N in force and 1/528 Nm in torque was used to collect all aero-

dynamic loadings, although only lift and drag are reported in the current analysis. The dynamic
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pressure was recorded using an Omega PX2650 differential pressure transducer from a pitot tube

2 meters upstream of the wing. Finally, the tunnel temperature was recorded with a thermocouple

mounted upstream at the base of the tunnel. The thermocouple and pressure transducer data was

used to account for potential blockage at high angles of attack and ensure the flow speeds remained

within 5% of the target velocity.

The experiment was orchestrated in MATLAB using both a dSPACE MicroLabBox and cDAQ

system. This allowed for precise control of the ailerons at a much higher rate than the sampling

rate of the sensors. The cDAQ collected all external sensor data and controlled the angular position

of the wing while the dSPACE controlled the aileron deflections and collected the Flex sensor data

from the SMTE. As mentioned in Section 4.4.1, the servos have their own internal controller;

however, the dSPACE was used to execute a PI controller written in Simulink for the MFCs to

prescribe the accurate tip displacements even if they experience aeroelastic deformations. This is

summarized in a flow diagram of the experiment depicted in Figure 4.18.

4.4.2.3 Results

In this section, the aerodynamic forces of the SMTE and articulated wing are analyzed using

the method described in Section 4.4.2.2. Preliminary analysis presented in Figure 4.5 indicated that

the nonlinear model could accurately predict the aerodynamic behavior of a uniform finite wing to

within 2.7% by tuning the artificial viscosity. Furthermore, it was proven in Section 4.3 that the

optimized nonlinear model, when applied to spanwise variations in tip deflections, could accurately

predict the aileron deflections required to recover from stall. Thus the goal of this section was to

assess the recovery capabilities of the SMTE and the articulated wing and identify any advantages

or disadvantages of the spanwise morphing wing.
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Figure 4.19: Experimental and modeled lift curves at the unadapted (on design) and adapted
configurations for the a) SMTE wing and the b) articulated wing

The optimized model was set to reach a design lift condition of 0.8816 at an off-design angle

of attack of 16◦. In both models, the tolerance of the lift constraint was relaxed to 1e−2 in order to

meet the strict circulation convergence criteria of 0.01%. Figure 4.19 presents a comparison of the

experimental and modeled results for both wings. The model captures the results of the articulated

wing’s on-design configuration quite well. However, as has been discussed previously the model

underestimates the lift of the SMTE likely due to the compliance of the wing. That being said,

the resulting error between the target lift and the optimized lift at the off-design condition for the

articulated and SMTE wings was quite low at 4.2% and 7.1% respectively. Notice also how the

modeled stall angle is lower than the off-design angle in both cases indicating that the wing has

only partially recovered from stall. While the optimizer was designed to minimize the drag, ideally

avoiding the post-stall regime where drag dramatically increases, this is not always feasible and

is dependent upon the 2D lift and drag curves, and the design inputs CL,target and αcurrent. The

particular configuration analyzed in this study happened to correspond to a case where the closest
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optimized solution occurs at one degree past stall.

Next, a brief comparison of the articulated and SMTE wings was conducted to determine if

both wings were constructed identically. This is clearest to see in the measurements of drag. Due

to the sensitivity in drag measurements, the data presented is the difference between the actual

and minimum drag. While both wings are ideally symmetrical, there is some discrepancy between

the articulated wing and the SMTE. In fact, Figure 4.20 indicates that the articulated wing stalls

after the SMTE wing. This is important to note, as this trend will be carried through in the rest of

the data. The lift-drag curve is also presented and shows that overall the SMTE exhibits greater

lift-to-drag ratio and thus efficiency when compared to the articulated wing. The region in which

the articulated wing outperforms the SMTE corresponds it’s delayed stall angle.

Figure 4.20: Comparison between the articulated and SMTE wings unadapted a) drag coefficient
and b) lift-drag curves

The ability of the optimized model to predict the experimental data was then analyzed. In both

the articulated and SMTE wings, the model predicts the pre-stall region (0◦ to 16◦) relatively well

with a mean squared error of 4.7% and 0.6% respectively. However, post-stall the experiments
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deviate from the models. Although the curvature of the articulated wing bears resemblance to

the modeled lift curve post-stall, the difference in stall angles results in a large error between the

model and experiment. Conversely, the SMTE matches the model’s stall angle accurately but due

to the design of the wing, the lift plateaus and fails to correlate to the model, a trend which is not

apparent in the 2D lift curves. This is thought to be caused by the compliance of the silicone skin

on the SMTEs trailing edge which, if over-relaxed due to fatigue or age, could act as a sail at larger

angles of attack.

Lastly, it is important to note the differences between the articulated and SMTE wings with

respect to their drag reduction. Figure 4.21 presents the drag of each wing at the adapted and

unadapted configurations in addition to the change in drag between the unadapted and the adapted

configurations. Both cases demonstrate that, as expected, adaptation delays the onset of stall as

is evident in the sharp decrease in the change in drag. Furthermore, these results show that the

morphing SMTE reduces post-stall drag over twice the amount as the articulated wing in the post-

stall region. This correlates to a 20% drag reduction from the unadapted condition. This result is

dramatic and of substantial importance considering that the articulated wing’s aileron deflections

are on average 26% larger than the SMTE deflections.

While the model appears to have partially succeeded in predicting optimal flap configurations

to recover from stall, flow visualization, shown in Figures 4.22 and 4.23, was used on both wings

to verify whether or not flow separation was indeed eliminated or at least reduced. A smoke wand

was inserted into the flow upstream of the wing and slow motion video was taken to capture images

of the smoke stream at a high frame rate. This was conducted at each of the three scenarios: the

on-design condition, the off-design unadapted condition, and the off-design adapted condition.

Furthermore, the flow visualization was captured at the root, midspan, and tip of the wing at the
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Figure 4.21: Experimental adapted and unadapted drag curves for a) articulated and b) SMTE
wings c) difference in drag between the adapted and unadapted cases and d) percent change in
drag

locations shown in Figures 4.22 and 4.23.

For both the articulated and SMTE wings, the flow at the on-design flight condition clearly

remains attached across the entire span as expected. Then, when moved to the off design flight

condition the root and midspan of both wings show strong vortex formations indicating that the

wings are indeed stalled. Most interestingly is the adapted condition at the same angle of attack

as the off design case. Both wings show almost complete elimination of the separation; however,

100



the SMTE appears to exhibit superior performance. This data serves to prove that the nonlinear

optimization indeed predicts aileron deflections to adequately recover from stall.

The results presented here should be viewed as the first steps in analyzing the nonlinear aero-

dynamic performance of morphing finite wings. Further examination will investigate a variety

of other design conditions to analyze the limitations of spanwise varying wings to adapt to stall.

While the results presented here showed that the particular configuration tested was only partially

successful at recovering from stall, this indicates that coupled morphing, such as aileron deflection

in addition to reflex camber, may be able to achieve stall recovery over a broader range of design

criteria.

Figure 4.22: Flow visualization of the articulated wing at the on design and off design flight
conditions
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Figure 4.23: Flow visualization of the SMTE wing at the on design and off design flight conditions

4.5 Quantifying System Limitations

The previous section has shown through the proposed model and accompanying experiments

that this method of recovery is successful in both a spanwise morphing wing and a discrete flap

wing of equal spanwise capabilities, and has highlighted the superior performance of the morphing

wing [92]. The current work builds upon this knowledge to quantify the limitations of such extreme

adaptation with respect to the initial on-design lift constraint (CL,on−design) and the off-design angle

of attack (αoff−design). This was accomplished by optimizing the actuator deflections, and thus the

spanwise geometry of the wing, using the viscous nonlinear lifting line model to return to the

on-design lift condition using the geometry of the SMTE. Overall, the following work serves to

develop a model capable of analyzing the nonlinear aerodynamics of a spanwise morphing wing,

analyze the extent of adaptable scenarios including stall recovery, contribute to the understanding

of the strengths of spanwise morphing aircraft when handling nonlinear aerodynamics, and inform

future morphing designs by suggesting critical improvements.
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4.5.1 Extent of Recovery

By optimizing the spanwise trailing edge deflections of a morphing wing for a single set of

flight conditions in Section 4.3, the wing successfully recovered from stall and returned to the on-

design lift while maintaining the off-design angle of attack. This same procedure was conducted

over a range of conditions to determine the limitations of a morphing wing such as the SMTE to

adapt to both pre and post-stall conditions. For the unactuated geometry of the SMTE, the stall

angle occurred at 15◦ and will be useful when comparing the range of off-design cases to the initial

configuration.

The results of the optimization shown in Figure 4.24 were broken down into 4 categories: re-

covered, unrecovered, possible solution, and no possible solution. Physically, a wing either can

or cannot recover from stall. A solution that recovered successfully adapted from the off-design

condition such that the new flight condition occurred in a pre-stall region of the morphed wing’s

lift curve. This was assessed by comparing the off-design angle of attack to the angle of attack

at maximum lift for the adapted lift curve. A solution that was unrecovered met the requirements

defined in the optimization yet the new flight condition occurred in the post-stall region of the

morphed wing’s lift curve. Since this analysis includes a discussion on improving current mor-

phing designs, a possible solution case was introduced upon observing that some results reached

the maximum bounded value (8.85◦) for the tip deflection. This indicated that perhaps recovery

for these cases would be possible with a different morphing mechanism if the bound on the tip

deflection was larger. The final category, no possible solution, was added to accommodate cases

where the optimization failed to find an appropriate solution. While this case also represents a wing

which has not recovered, it is distinguished from the unrecovered case in that the optimizer was
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not able to match the initial lift condition within the constraints and tolerances of the optimization.

These cases appear to be numerical artifacts and some but not all can be resolved by decreasing

the relaxation factor; however, increased under-relaxation further approximates the solution and

substantially changes the post-stall behavior.

Figure 4.24: Design space for a spanwise morphing wing with respect to adaptation

The data show that the adaptability of a morphing wing to recover, especially from stall, is

indeed limited. In fact, there appears to be three distinct regions which detail the conditions in

which the wing is able to adapt. As expected, the wing was capable of adapting to off-design

conditions that occur pre-stall; however, when the initial lift condition was low, the actuators could

not provide sufficient deflection to match the on-design lift condition. This makes up the region of

possible solutions. Furthermore, the wing was only able to adapt to off-design angles of attack that

were at a maximum of 16◦, one degree past the stall angle for the unactuated wing. This matches
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the 2D trends noted previously in Figure 4.6 where the 2D lift curves indicated that deflecting the

actuator up only slightly delayed stall by shifting the lift curve. Thus, for situations where stall

recovery over a broad range of flight conditions is desirable, changes in the design of morphing

mechanisms should be considered.

Given these results, the first proposed method of improving the adaptability of morphing struc-

tures is to increase the range of tip deflections. This addresses the region of possible solutions

where the initial lift condition is low, correlating to a large change in lift between the on-design

and off-design conditions. This limited range of actuation is a persistent issue in smart morph-

ing materials which do not rely on conventional actuators. One solution which retains the same

morphing mechanisms assumed for this analysis, would be to add an active anterior point of ro-

tation which can be actuated by another smart material like SMA wires. Hence, the trailing edge

deflection would be compounded, including both the actuation of the SMA and MFC. The sec-

ond improvement in morphing wings would require some mechanism of further delaying stall in

the 2D lift curves and preventing flow separation, while maintaining adequate lift. Coincidentally,

the same hinge suggested previously could provide the solution. In actuating the SMA and MFC

in opposite directions, the airfoil experiences reflex camber. Pankonien et al. has shown that a

morphing airfoil composed of a MFC trailing edge with anterior SMA hinge in reflex can achieve

the same lift as an airfoil with monotonic actuation while maintaining attached flow [93]. Thus

a single improvement to existing morphing designs, a continuous morphing hinge in addition to

the camber morphing control surface, is suggested for future morphing aircraft designs with an

emphasis on broad-range stall recovery.
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4.6 Chapter Summary

Morphing aircraft provide a unique ability to adapt to changes in flight conditions. In this chap-

ter, a method was developed for analyzing the ability of morphing wings with arbitrary variations

in spanwise camber to adapt to these changes. An extended nonlinear lifting line model with low

post-stall fidelity was used to simulate the aerodynamics of a finite wing. The section-based ap-

proach of this model was tailored to accommodate morphing aircraft where the spanwise geometry

varies. This was accomplished using simulated 2D polars which correlated the airfoil geometry

and angle of attack to predict the aerodynamic behavior.

The morphing wing under consideration had six camber-morphing actuators in order to adapt

to nonlinear aerodynamics, with the ability to recover from stall using nontraditional stall recovery

methods. Using the nonlinear aerodynamic model and a constrained minimization algorithm, the

model was optimized to predict the adequate aileron deflections required to meet the design con-

straints by minimizing the total drag, ideally recovering from stall. It was shown that the nonlinear

aerodynamic model had great potential for predicting the optimal aileron deflections of a spanwise

morphing wing to adapt and recover from stall.

Experimental tests were also conducted for a a single recovery scenario to validate the nonlinear

model and compare the recovery capabilities of the morphing SMTE and an equivalent articulated

wing. The model was able to accurately adapt to meet the target lift constraint to within 7%, yet

the optimized point was still in the negative region of the lift curve and thus was not capable of

completely recovering from stall due to the assumed design conditions and the limits of the 2D

lift and drag data. When uniform in span, the nonlinear model predicted the lift distribution to

within less than 3% error. Incongruities within the physical models, namely the aeroelasticity of
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the morphing wing, hindered exceptional agreement with post-stall experiments, yet showed good

agreement in the linear regime.

Furthermore, it was shown that while both the SMTE and articulated wings were capable of

adapting to stall and reducing the drag penalty associated with operating at the off-design con-

dition, the morphing wing experienced greater drag reduction compared to the articulated wing,

with significantly smaller actuations. Lastly, flow visualization shows that this method of adap-

tation successfully eliminated vortex formations in both the morphing and articulated wings, thus

recovering from stall.

Further investigation which assessed the SMTEs recovery across a wide range of flight condi-

tions identified that the ability of this particular spanwise morphing wing to adapt to stall in par-

ticular was limited to mid-range lift conditions relative to the maximum lift, and angles of attack

encompassing pre-stall and near stall conditions. These limitations were driven by a requirement

for larger tip deflections in addition to a mechanism to further shift the 2D lift curve to the right.

This can be overcome through the addition of a continuous morphing hinge which would extend

the range of actuation and allow for reflex camber. Thus, it is highly recommended that future

designs within morphing aircraft encompass this additional degree of freedom which allows for

control over the compounded trailing edge deflection and reflex camber of the airfoil.
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CHAPTER 5

Development of a Multifunctional Tail

Motivated by the lack of research in tailless morphing aircraft in addition to the current in-

ability to measure the resultant aerodynamic forces and moments of bird control maneuvers, this

work aims to develop and test a multi-functional morphing control surface based on the horizontal

tail of birds for a low-radar-signature UAV. Customized MFC actuators were designed to achieve

yaw control across a range of sideslip angles by inducing three dimensional curvature as a re-

sult of bending-twisting coupling, a well-known phenomenon in classical fiber composite theory.

This was hypothesized to allow for yaw control, pitch control, and limited air break control. The

structural response of the customized actuators was determined numerically in order to optimize

the fiber direction to allow for maximized deflection in both the out-of-plane and transverse di-

rections. When implemented, this design can produce three control configurations: symmetric

deflection for pitch control, single deflection for yaw control, and antisymmetric deflection for air

brake control.

In particular, this chapter details the mechanics and implementation of both a piezoelectric and

thermal model to characterize the response of the custom MFCs. Following this setup, the mod-

els were assessed based on the blocking force and free strain values reported by the manufacturer

for a standard MFC geometry. This validation was conducted in order to determine both mod-
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els’ accuracies in addition to their feasibility for use in a custom MFC with unique geometry and

fiber direction. Once an appropriate model was justified, the custom actuator geometry which was

briefly mentioned prior in Chapter 3 was implemented. A series of cases were tested, changing

the fiber direction in order to maximize the out-of-plane and transverse deformations. Upon find-

ing an optimal fiber orientation, the model’s predicted shape was compared to the experimentally

determined 3D profile.

5.1 Modeling Macro Fiber Composites

In order to determine the appropriate fiber direction to produce maximized transverse bending-

twisting coupling, a numerical model was required which accurately predicted the response of the

MFCs. Unlike standard PZT actuators, the MFCs are composed of layers of PZT fibers, electrodes,

adhesive and polymer in order to achieve its uniquely flexible characteristics. See Figure 5.1 for a

macro image of the composite surface and Table 5.1 for the MFC material properties.

Table 5.1: Material Properties of M-8557-P1
Property Value
E1 (GPa) 30.34
E3 (GPa) 15.86
ν12 0.31
G12 GPa) 5.52
l (mm) 85
w (mm) 57
t (mm) 0.3
d33 (m/V) 460e−12

d31 (m/V) −210e−12

ζ (F/m) 8e−9

Here E1 and E3 represent the modulus of elasticity in the rod and electrode direction respec-

tively, ν12 represents the Poisson ratio, G12 represents the shear modulus, l represents the MFC
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length, w represents the MFC width, t represents the MFC thickness, d33 represents the piezo-

electric coefficient in the rod direction, d31 represents the piezoelectric coefficient in the electrode

direction, and ζ is the permittivity coefficient. It is important to note that the piezoelectric coeffi-

cients reported here are specific to the Navy type II PZT used in the MFC, and do not represent

the total dielectric piezoelectric coefficients of the MFC itself. Two models are tested here in

ABAQUS based off a specialized method which accounts for the MFCs modular structure [106]:

a piezoelectric model and a thermal analogy [107].

Figure 5.1: Macro image of MFC electrodes and fibers

5.1.1 Piezoelectric Model

Here, the piezoelectric material was assumed to be transversely isotropic and the response to

an applied electric field was assumed to be linear as is common in basic IEEE standards [108].

For relatively low electric fields, this assumption produces fairly accurate results. The constitutive
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relations were written as a set of two matrix equations representing actuator’s response. The matrix

equations can be written as:

{
ε
}

= [SE]
{
σ
}

+ [d]T
{
E
}

(5.1)

{
D
}

= [d]
{
σ
}

+ [ζσ]
{
E
}

(5.2)

where SE is the material compliance in constant electric field conditions, ε is the strain, σ is the

stress, d is the piezoelectric coefficient,D is the electric displacement,E is the electric field, and ζσ

is the permittivity coefficient. These equations represent the converse piezoelectric effect, describ-

ing the piezoelectric actuation response due to an applied electric field, and the direct piezoelectric

effect describing the piezoelectric sensing response.

To validate the model a standard M8557-P1 MFC was used which exhibits a d33-effect. Due to

its modular structure, the MFC consists of many small actuators which are defined by the PZT fiber

between a pair of interdigitated electrodes. According to the manufacturer, each actuator unit was

thus measured as the distance between the center of the interdigitated electrodes (500 µm) minus

the width of the electrode (90 µm). The total number of actuator units in the MFC was determined

by dividing the total active length of the MFC by the actuator unit width. As the electrode pitch

across all manufactured MFCs is constant, all MFCs of the same length will have an equal number

of units. For example, as the M8557-P1 MFC has an active length of 85mm, it would be composed

of 202 PZT units.

The total piezoelectric coefficient of the MFC was calculated by multiplying the reported piezo-

electric constant for the Navy type II PZT by the total number of units. This process was repeated
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in order to calculate the MFC’s d31 coefficient as well. In the model, the standard C3D20E piezo-

electric element was used which contains 4 degrees of nodal freedom: one electric charge, and 3

translations. Lastly, the electric field was applied via a voltage boundary condition with one edge

receiving 0 V and the opposite edge receiving 1500 V.

5.1.2 Thermal Analogy

The MFCs can also be modeled using a thermal analogy which draws parallels between an

electrically actuated MFC and a thermally expanding transversely isotropic material. The analogy

relates the electric field applied to the MFC to the thermal load, and the piezoelectric coefficients

to the thermal expansion coefficients. Accordingly, the piezoelectric (left) and thermal (right)

constitutive relations can be related as such

{
ε
}

= [SE]
{
σ
}

+ [d]T
{
E
}

= [S]
{
σ
}

+
{
α
}

∆T (5.3)

where ∆T is the change in temperature, and α is the thermal expansion coefficient. Comparing the

right and left sides of the equation, it is evident that the elastic contribution remains unchanged,

characterized by Hooke’s Law, while the piezoelectric contribution can be directly related to a

thermal contribution. For the thermal model, the response is dependent upon the thermal expan-

sion coefficients and change in temperature. The equation describing the relationship between the

thermal expansion and piezoelectric coefficients can thus be written as


ε33

ε31


pzt

=
Ψ3

s


d33

d31

 = ∆T


α33

α31

 (5.4)

112



where Ψ3 is the potential voltage difference between electrodes and s is the spacing between elec-

trodes. This demonstrates that the piezoelectric coefficient is directly analogous with the piezo-

electric thermal expansion coefficients while the electric field applied to the MFC is analogous to

the applied thermal loading. To model the entire MFC as opposed to an individual PZT electrode

pair, s was taken to be the total active length of the MFC and Ψ3 was taken to be the applied

voltage.

This model was implemented using ABAQUS finite element software. In this model, standard

C3D8R general purpose linear brick elements with 8 nodes and reduced integration were used.

Lastly, the thermal load was applied in the form of a constant predefined field as opposed to a

boundary condition as will be discussed in the following section.

5.1.3 Model Analysis and Comparison

In order to determine the model’s accuracy, the free-strain and blocking force were calculated

numerically and compared to the manufacturer’s reported values for an M8557-P1 MFC. It was

assumed that the manufacturer’s blocking force and free strain values were specified for the ac-

tive area of the actuator. The free strain, as the name implies, is a measure of the axial strain

experienced by the actuator when the maximum voltage is applied without constraints in the axial

direction. Conversely, the blocking force is a measure of the axial force output by the actuator

when axial deformation is restricted.

5.1.3.1 Boundary Conditions

Measuring the blocking force and free strain is a matter of defining the correct boundary con-

ditions for each test. As these quantities are measured based on longitudinal actuation, the MFC
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in both cases was constrained to in-plane motion by restricting out-of-plane U1 and transverse U2

deformations. To measure the free strain, one edge of the MFC was further restricted in the U3

direction but the other was free. To measure the blocking force, both edges of the MFC were

restricted in the U3 direction. These structural boundary conditions are depicted in Figure 5.2.

Figure 5.2: Enforced structural boundary conditions on the MFC for a) free strain and b) blocking
force simulations where U1,U2, and U3 corresponds to displacement in the x, y, and z direction
respectively

The applied loadings to induce actuation for each model must also be considered. In the piezo-

electric model, the applied electric field was prescribed as a voltage boundary condition. A 0 V

electrical boundary condition was applied to one edge perpendicular to the fiber direction, while a

1500 V condition was applied to the opposite edge. Thus, the total voltage difference across the

entire MFC was 1500 V. Conversely, the loading in the thermal model was applied as a predefined

field throughout the entire active area. As described in Equation 5.4, the equivalent thermal load-

ing was calculated by dividing the total electric potential by the total length in the rod direction.

Accordingly, a 1500V/0.085m = 17647◦C thermal loading was applied. These conditions are

displayed in Figure 5.3.

The free strain in ppm was calculated by dividing the change in actuator length by the initial

actuator length as described in Equation 5.5. The blocking force in N, was calculated by multi-
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Figure 5.3: Enforced loading conditions on the MFC for a) the piezoelectric model and b) the
equivalent thermal model

plying the average stress by the MFC’s cross sectional area normal to the axis of elongation, in

the z direction detailed in Equation 5.6. This can also be accomplished by looking at the reaction

forces throughout the actuator. The results of both tests are shown in Table 5.2. Both models were

able to predict the free strain and blocking force well, however the thermal model shows superior

performance particularly with respect to the free strain with an error of 0.2% and a blocking force

error of 7%. It is important to note that if the Navy type II d31 coefficient is not incorporated into

the model, the accuracy decreases. The free strain and blocking force expressions are

εfree =
∆l

l
10−6 (5.5)

Fblock = σtw (5.6)

When choosing the appropriate model, it is necessary to consider not only the accuracy but

also the robustness. In the piezoelectric model, the piezoelectric coefficient of the total MFC

was based upon the number of units along the fiber length while the voltage was taken to be the

maximum voltage. This works well for rectangular geometries, but introduces complexities and
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uncertainties for other geometries where the PZT fiber length, and thus the number of units, is no

longer constant and the voltage boundary conditions are more difficult to define. Conversely in the

thermal model, the thermal loading was distributed evenly throughout the actuator and both the

thermal loading and thermal expansion coefficient are dependent upon the actuator length. This

effectively removes any dependence upon fiber length, so long as the length is taken to be the

same in both the thermal load and coefficient calculations. Accordingly, the following methods

implement the thermal model which was shown to provide better results and was also observed to

be more robust when customizing the PZT fiber orientation and geometry.

Table 5.2: Comparison of FEM results between simulations and manufacturer’s reported values
Fblock εfree

Manufacturer 923 1800
ABAQUS 850.4 1714.1

Piezoelectric
% Error 7.9% 4.8%
ABAQUS 856.7 1804

Thermal
% Error 7.1% 0.2%

5.2 Customized Macro Fiber Composite Geometry

To determine the fiber orientation needed to achieve maximized deflection in both the out-

of-plane and transverse directions, the thermal model [107] discussed in the prior section was

implemented on a custom actuator geometry. The chosen geometry for the active area was based

on the tail aspect ratio used in prior studies by Hummel et al. [34]. The finalized geometry and

fiber angle is shown later in Figure 5.6. Note that in this optimization the model only considers the

active area, as the validation mentioned prior was not suited for combined active and inactive area.

The results of this section may provide some further insights into the effect of the inactive area on
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the MFCs actuated profile. Lastly, this model was implemented with a 2.54e-5 m AMS 5519 fully

hardened steel substrate to induce bending-twisting coupling. The epoxy layer, which is used to

bond the MFC to the substrates, was not modeled here for simplicity as preliminary testing showed

minimal impact on the outcome.

5.2.1 Fiber Angle Optimization

The PZT fiber orientation was optimized manually to maximize the tip deflection in the out-

of-plane and transverse directions by modeling the custom MFC with fiber orientations between

0◦ and 90◦ in 5◦ increments. By maximizing the out-of-plane deflection, the control effectiveness

in zero sideslip was guaranteed for pitch and yaw maneuvers. Furthermore, by maximizing the

transverse deflection, the control surface remains effective in large sideslip angles unlike many

traditional tailless aircraft control surfaces. It is worth noting that both cannot be maximized

entirely without tradeoffs, meaning that the maximum value for the out-of-plane tip deflection

does not correspond to the maximum transverse tip deflection.

Figure 5.4 plots the maximum displacement components (x, y, z) for each fiber angle. For

all cases, this occurred at the trailing edge outer tip of the actuator. As 3D scatter plots can be

difficult to decipher with 2D graphics, the projections of the 3D data onto each 2D plane are also

displayed in grayscale and reduced marker size. Note that the material coordinate system changes

as the fiber angle is tuned, and thus the axis convention labeled in the following figures represents

the structural coordinate system. These results show that the relationship between fiber angle and

displacement components is quite complicated.

The maximum transverse displacement (in the x direction) initially becomes more negative
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Figure 5.4: Maximum displacement components (x, y, z) of the custom MFC with data projected
onto each 2D plane for fiber angles from 0◦ to 90◦

with fiber angle, pointing towards the body’s longitudinal axis of symmetry. As this component

lies perpendicular to the 0◦ fiber orientation, the direction of piezoelectric expansion further aligns

with the x axis as the fiber is rotated. However at larger fiber angles, the amount of deflection

begins to decrease. The fiber angle that achieves the maximum transverse deflection was 65◦.

Alone, transverse deformation signifies a change in the width or side-to-side displacement of the

actuator, however combined with out-of-plane deformation this maneuver is expected to generate

a yaw response.

The data also show that the maximum longitudinal displacement (in the y direction) was largest

at fiber angles below 20◦. For these low fiber angles, the fiber orientation is near-parallel to the y

axis, thus a large displacement was expected. Alone, this response would increase the length of the

actuator as the leading edge was constrained. Past 20◦, the fiber direction and thus the direction of
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elongation begins to occur perpendicularly, resulting in a loss in displacement.

Lastly, the out-of-plane displacement in the z direction must be assessed. For a rectangular

MFC with 0◦ fiber orientation, this displacement would correlate to the total tip displacement of

the actuator. The displacement initially becomes more negative as the fiber angle increases with the

maximum absolute out-of-plane displacement (in the z direction) occurring at 40◦. This increase in

downward deflection typically correlates to an increase in the control forces and moments magni-

tudes. However at larger fiber angles, the magnitude of the displacement in the z direction reduces

dramatically, as the fiber angle becomes perpendicular to the actuator’s length.

Figure 5.5: Deformation of custom shaped MFC with 55◦ rotated fiber orientation

Given these results, the optimal fiber orientation was chosen to be 55◦ which lies between the

angles at which the custom MFC experiences maximum transverse and maximum out-of-plane

displacement. The final deformed geometry is shown in Figure 5.5 and achieves a maximum tip
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displacement of 12.7 mm. These results clearly indicate the 3D nature of the custom actuator, as

the gradient of deformation does not solely lie along the y axis as would be typical in other camber-

morphing applications. If an aircraft is not expected to exceed a certain sideslip angle, the fiber

orientation can be more precisely optimized to maximize the desired output. The final dimensions

and fiber angle for the actuator can be seen in Figure 5.6.
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Figure 5.6: Final dimensions in mm of custom MFC depicting the active and inactive area, and
the fiber orientation

It is important to note that this optimization and analysis is specific to the shape and size of

the actuator presented here. As was implied earlier, the aspect ratio plays an important role in the

resulting deformation. As the length and thus aspect ratio of the actuator increases, the out-of-

plane deformations become more dominant and thus, the optimized fiber angle for achieving both

transverse and out-of-plane displacement would be much different. In this scenario, a larger fiber
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angle would likely be required to achieve adequate transverse displacement.

5.2.2 Model Validation

While the accuracy of the model was tested initially by comparing the simulated free strain

and blocking force to the manufacturer’s specifications while in the process of determining the

most appropriate FEM model, further validation can be conducted to identify how well the ther-

mal model captures the custom actuator’s response. This was needed for ensuring accuracy and

consistency in the proceeding experiments and analysis.

Prior to validating the model, some discrepancies between the manufactured and modeled ac-

tuator should be noted. Primarily, the model considers solely the active area of the actuator. Due

to the composite nature of the MFCs, the manufacturer cannot make an actuator to size with solely

active material. A thin margin of inactive material around the outer perimeter is required for pack-

aging the PZT fibers, electrodes, etc. due to the size and available location for the MFCs’ electrode

terminals. As will be discussed, the experimental deformed active area is easy to extract, however

the structural properties of the inactive margins may partially restrict the overall actuated geom-

etry. Additionally, the actuator was assembled by bonding the steel substrate to the MFC. The

epoxy layer was measured to be 0.05 mm, a fraction of the total thickness of the assembly. For

simplicity, this was not incorporated into the model as preliminary testing indicated minimal effect

on the overall deformed geometry.

5.2.2.1 Manufacturing

Upon receipt of the customized MFCs, the composite actuator was manufactured. For the

most precise results, precautions were taken to ensure a complete bond between the MFC and the
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substrate. The MFC and 2.54e−5 m thick AMS 5519 fully hardened steel substrate were cleaned

to remove any particulate or oils which may create an incomplete bond between the two surfaces.

The steel substrate was then secured to a thick aluminum plate lined with a fiberglass quick-release

layer to ensure that no curvature was accidentally introduced during the adhesion process. A thin

layer of 3M DP460 high sheer strength epoxy was applied before the MFC was secured on top as

the final layer. The high sheer strength epoxy ensures that little to no shear deformations occur

between each layer which would effectively reduce the actuated curvature.

Figure 5.7: Experimental setup for vacuum bagging procedure

This particular epoxy has a work life of 60 minutes, a set time of 4 hours at room temperature

and complete cure occurring after 24 hours. For best possible adhesion with no air pockets or

123



delimitation between layers, the composite layup was cured for 6 hours in a vacuum bag. The

vacuum bonding process ensures an even pressure is applied across the actuator. After curing, the

excess steel was trimmed from the MFC and high voltage wires were soldered to the electrodes.

See Figure 5.7 for a depiction of the setup.

5.2.2.2 Measuring Custom Actuator Geometry

To validate the model and characterize the custom actuator’s response, the entire 3D profile

upon actuation was measured. This was accomplished using a NextEngine Desktop 3D Scanner in

macro mode. The scanner uses MultiStripe Laser Triangulation (MLT) technology via an array of

four twin Class 1M, 10 mW solid state lasers in parallel to reconstruct the surface geometry with

1/10000th m dimensional accuracy for macro scans. The system was simultaneously capable of

capturing synchronous surface color with 500 DPI for macro scans, allowing for high precision

correlation between visual and structural features.

Figure 5.8 shows the experimental setup used to measure the custom actuator’s deformed ge-

ometry. The actuator was mounted to the rotating base plate by suspending it from the stand with

fishing line. This method minimized the impact of the mounting mechanism on the resulting de-

formed geometry. Other methods of mounting were investigated such as direct mounting to the

stand, but were determined to slightly influence the resulting curvature of the actuator. The lead

wires were also secured to the support strut so that rotation of the baseplate would not impact the

orientation or deformation of the actuator. For macro scans, the model was positioned within 0.25

m of the optical sensors allowing for the highest possible resolution. To reconstruct the entire ac-

tuated surface, multiple scans at a resolution of 6.72 points mm−2 were collected by varying the

rotation of the baseplate.

124



Figure 5.8: Experimental setup to measure 3D actuated profile using a NextEngine Desktop 3D
Scanner

While conducting the tests, an AVID Dual Channel MFC Bimorph High-Voltage Driver was

used to output a voltage of 1500 V. The amplifier required both supply power and an input signal

to drive the output voltage. This is typically prescribed using a multi-output power supply. To

simplify the system, both in terms of equipment and space, a standard outlet adapter designed to

output 12 V at 1.5 A was converted allowing for elimination of a bulky power supply. Furthermore,

as this test did not require incremental actuation a voltage divider was designed to output 2.5 V or

5 V at the flip of a switch, where the amplifier outputs 0 V when supplied 2.5 V, and 1500 V when

supplied 5 V. This hardware can be seen in the experimental setup shown in Figure 5.8. Lastly,

prior to data acquisition the MFC was allowed to reach steady state actuation.

The boundary of the MFC’s inactive section was initially outlined with small reflective markers

so that the active area could be isolated during post-processing. However upon assessing prelimi-
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nary scans, it was noted that although the markers were fairly small, the high pixel density of the

surface color data in comparison created some errors during post-alignment since the direct cen-

ter of each marker was difficult to isolate. With the markers removed, the surface color data was

clearly capable of distinguishing the junction between the active and inactive area.

Upon collection of the scans, the data was processed using Scan Studio software. Here, the

scans were each aligned, merged, and trimmed to the active area to create a single file of the

overall deformed geometry. This geometry was exported as (x, y, z) coordinates and imported into

MATLAB for comparison with the ABAQUS results. As the scanned data was collected relative to

an arbitrary coordinate system, it had to be aligned using 3D coordinate translations and rotations.

The results of the comparison are shown in Figure 5.9. The modeled results are displayed

in color and a reduced subset of the scanned data coordinates are displayed as data points. The

data show good agreement between the modeled and experimental geometries. Notably, the ex-

perimental out-of-plane tip displacement of the active area was 11.94 mm while the modeled tip

displacement was 12.86 mm, within 6.2% error. Furthermore, the experimental transverse tip lo-

cation was 29.5 mm while the modeled tip location was 30.9 mm within 1% error.

However, it is clear that the curvature of the experimental actuator was smaller than that of the

model. As mentioned prior, this was hypothesized to be due to differences in the model and the

physical actuator including the lack of incorporation of the inactive area and the epoxy lamina.

Similar trends regarding an over-prediction of curvature have been noted in other MFC studies.

Lee et. al [109] developed a bistable laminate solely with custom MFCs, where the induced pre-

stress was generated by applying the maximum voltage to a [0MFC90MFC ]T laminate. However,

many of the hypothesized attributions of error were not incorporated into this study, including im-

perfect laminate layups, performance degradation due to prolonged actuation during the bonding
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Figure 5.9: Comparison between experimental and modeled actuated geometry, modeled results
displayed as unmeshed surface, experimental results displayed as data points

procedure, and variation between the piezoelectric constants of multiple MFCs. Furthermore, that

work incorporated both the inactive area and epoxy lamina which were not included for simplicity

in the present work, yet were hypothesized to be the main sources of error. This may still be at-

tributed to the over-prediction of the actuator’s curvature, but ultimately as the primary function of

the model was to predict the out-of-plane and transverse tip displacement in order to manufacturer

an adequate custom MFC to achieve yaw and pitch control, this minor discrepancy was deemed to

be irrelevant in the current context.

127



5.3 Chapter Summary

This chapter presents the modeling and development of a customized multifunctional MFC

actuator. Two different FEM models were developed to simulate the composite actuator. These

models with a standard MFC shape were compared to the manufacturer’s reported specifications.

The thermal analogy showed better performance than the piezoelectric model and was more robust

when dealing with customized geometries and large fiber angles.

With the thermal model, the fiber angle which maximized the out-of-plane and transverse de-

flections was determined to be 55◦. This fiber angle resulted in a total tip displacement of 12 mm.

While the preliminary model validation was only conducted with a standard MFC, the modeled re-

sults with the customized actuator was further validated with a 3D scanned profile of the physical

actuator. These results showed that the model was fairly accurate in predicting the actuated profile

of the custom MFC; however, it slightly over-approximated the curvature.

128



CHAPTER 6

Aerodynamic Characterization of the Bioinspired

Tail

This chapter, motivated by the discrepancy between manmade and natural flight designs, in-

vestigates the aerodynamic effects of a smart morphing horizontal tail exhibiting bending-twisting

coupling for control of a bio-inspired aircraft. The resulting complex curvature was hypothesized

to be inherently effective for multifunctional control. Initial testing of the actuator’s control of

aerodynamic forces and moments was conducted using Reynolds Averaged Navier Stokes (RANS)

simulations to verify that the modeled actuator was capable of controlling yaw. Upon verification,

the performance of the bioinspired control surface was measured experimentally on a 3D printed

half scale model with a 0.34 m span in a wind tunnel. A six axis load cell was used to measure the

aerodynamic forces and moments about the geometric center of the aircraft body. In total, three

control configurations were tested experimentally: symmetric deflection for pitch control, single-

sided deflection for yaw control, and antisymmetric deflection for air brake control. The prior

RANS fluid simulation was also used to compare with the experimental results for the unactuated

baseline configuration. Directional moment and stability derivative are presented to gain insight

into the effect of the morphing horizontal tail on yaw control.
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Although the actuator’s effectiveness in pitch and yaw was assessed with respect to sideslip,

this is not a standard metric for measuring pitch effectiveness. Further experiments were conducted

to investigate the actuator’s ability to control pitch and yaw during changes in angle of attack. The

control effectiveness was assessed via similar wind tunnel experiments to those mentioned prior.

Alpha sweeps were conducted across a range of wind speeds. While the complex curvature of the

actuator is desirable for control of both yaw and pitch, it also caused coupling between these two

degrees of freedom. The magnitude of this coupling was also investigated.

As will be discussed in the proceeding analysis, the actuator was shown to provide better yaw

control than traditional split aileron methods, remain effective in larger sideslip angles, and provide

directional yaw stability when unactuated. It was shown to provide adequate pitch control in

sideslip in addition to limited air brake capabilities. The pitch response with respect to angle of

attack was also shown to be sufficient. Overall, this actuator design is proposed to provide complete

aircraft control in concert with spanwise morphing wings

6.1 Initial Computation of Aerodynamic Forces

Preliminary simulations were conducted to verify that the actuation mechanism detailed in

Chapter 5 would produce a yawing moment. The complete deformation of the actuator was deter-

mined with a FEM analysis combining the custom MFC actuator and an elastomeric honeycomb,

consistent with the aircraft concept detailed in Chapter 3. Accordingly, the transversely isotropic

composite thermal model was implemented while the honeycomb was modeled with the Tango

Plus material properties specified by the manufacturer, Stratasys.

While the thermal model used to simulate the custom actuator was shown to achieve simi-

130



lar out-of-plane and translational tip deflection, a reduction in camber in experimental tests was

observed. As the camber of control surfaces is well known to affect the control forces and mo-

ments, the results of the proceeding analysis will be useful from a qualitative but not quantitative

perspective.

Lastly, upon development of the FEM model, the deformed geometry was exported to AN-

SYS Fluent to assess the aerodynamic forces in low Reynolds number flow generated due to ac-

tuation. Simulations were run at a wind speed of 10 m/s over a wide range of sideslip angles

(0◦ < β < 70◦). These results provided insight into the effects of the actuated tail on the aerody-

namic coefficients and thus control of the UAV

6.1.1 ANSYS Computational Fluid Dynamic Model

The numerical simulations were conducted using a half-scale model of the full geometry due to

the asymmetric nature of actuation. Using tetrahedral elements, the mesh was refined locally at the

wing trailing edge and tail tip in addition to locations exhibiting substantial changes in curvatures

such as the active control surface. The fluid was finely meshed with 1e6 elements. The simulations

were performed using a three dimensional time-steady CFD analysis for low-speed incompressible

flow. This required the use of a coupled pressure-based solver which simultaneously solves for

the pressure and momentum equations. Due to the low Reynolds number nature of the problem,

a suitable turbulence model was critical. Accordingly, a standard k − ω turbulence model was

chosen.

Two primary quantities of interest were investigated from the fluid analysis: the yaw moment

coefficient (Cη), and the static yaw stability coefficient (Cηβ). The yaw moment coefficient was
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a main concern for the current work. It is a non-dimensional parameter describing the moment

about the vertical axis. In aircraft, this describes the restoring moment experienced by the aircraft

in sideslip conditions and is written as

Cη =
N

ρ
2
U2Sb

(6.1)

where here U is the velocity, ρ is the density, N is the yaw moment, b is the half span and S is the

reference area. It is important to note the reference quantities used to calculate the nondimensional

coefficients used in this analysis. The reference area was chosen to be total wing area which is

often used in flying wing or tailless aircraft studies.

Lastly, the yaw stability is a metric describing the aircraft’s tendency to return to symmetric

flight (β = 0) when the yaw angle is disturbed. When the stability derivative is positive, then

an increase in sideslip generates a greater yaw moment indicating a stabilized system. For this

analysis, this metric is used to ensure that stability is not lost with actuation. The stability derivative

is calculated as

Cηβ =
∂Cη
∂β

(6.2)

representing the change in yaw moment divided by the change in sideslip angle.

6.1.2 Simulated Aerodynamic Results

The preceding results provide an analysis of the yaw moment characteristics of the aircraft

wing, wing-tail, and wing-actuated tail configurations. By using non-dimensional parameters to

characterize the performance of the aircraft, comparisons to other flight designs can be drawn since
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these metrics are normalized by the speed, atmospheric conditions such as altitude, and size of the

aircraft, thus they characterize how changes in the profile or geometry affect the fluid flow around

the structure.

Results presented in Figure 6.1 show the control derivatives for the wing-tail combinations

listed prior. A few trends can be noted from the data. The effect from the wings show a parabolic

trend with a decreasing yaw moment coefficient (∂Cη
∂β

< 0) at a sideslip of 45◦, indicating an

unstable system. However, simply by adding a horizontal tail, the response of the yaw moment

with respect to sideslip angle drastically changes. It is clear that the unactuated tail provides

a substantial contribution to the yawing moment particularly at very large sideslip angles with

a minimum contribution of 30% of the total yaw moment. However by actuating the tail, the

minimum contribution is extended to 50% and in fact, below 20◦, the actuated tail doubles the

contribution of the unactuated tail. This shows that the actuated tail is capable of contributing a

significant yaw moment across a range of sideslip angles.

Furthermore, the contribution of the actuated tail to the yaw moment can be quantified. The

difference between the actuated wing-tail combination and the unactuated wing-tail combination

is shown in Figure 6.1. As expected, the actuated tail provides a positive contribution to the yaw

moment and generally increases with sideslip since the moment arm and control surface area tend

to increase with sideslip. However for 20◦ < β < 50◦, the yaw moment decreases, though still

providing a larger contribution than the unactuated tail. This is thought to be due to the flow

partially separating over the tail section, similar to how a lift-curve will decrease at stall and in

many instances will increase again as the angle of attack continues to increase.

Insight can also be gathered regarding whether the tail’s actuation or aspect ratio provides the

primary contribution. This is demonstrated in Figure 6.2 which calculates the percent increase in
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Figure 6.1: Yaw control moment for all configurations (left) and contribution of the morphed tail
(right) with S = .0183 m2, b = .17 m and δ = 10 mm

yaw coefficient between the wing only model, and the unactuated and actuated models. Two factors

in the morphing tail influence this change in yaw moment: the area perpendicular to the flow which

induces the drag force component of the restoring moment, and the increase in moment arm as the

aircraft experiences sideslip. These results indicate that the effects of cambered actuation are

largest in sideslip ranging between 0◦ and 20◦, meaning that the area of the control surface plays a

more important role in the moment coefficient at small to mid range sideslip angles. Conversely, at

large angles the increase in yaw moment due to actuation is much smaller; thus, the moment arm

is more influential in this sideslip regime. These results confirm previous observations that high

aspect ratio tails outperform low aspect ratio tails since the larger moment arm provides superior

yaw control and stability.

Finally, the stability derivatives can be investigated to gain insight into the effects of actuation
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Figure 6.2: Percent increase in yaw with respect to the tailless model for the unactuated and
actuated configurations

on the stability of the aircraft. For this metric, the sideslip angle is fixed at 10◦ while the pitch

angle is varied in order to change the yaw coefficient. Figure 6.3 shows the stability derivatives

for both the unactuated and actuated tail cases. The data confirms Sachs’ observations that the

unactuated horizontal tail adds directional stability to the aircraft. It is also shown that by actuating

the tail section, yaw stability is not lost. In fact, for positive angles of attack (α, i.e. pitch) the

stability practically remains unchanged. However, in dive maneuvers when the angle of attack

is negative, the directional stability experiences a slight increases. While tail actuation is not

specifically prescribed to stabilize the aircraft, these results show that stability is preserved if not

increased with actuation.
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Figure 6.3: Stability derivatives for the actuated and unactuated configurations

6.1.3 Preliminary Conclusions

A smart morphing horizontal tail concept was shown to effectively increase the yaw moment

coefficient in both a passive and active configuration. The passive tail section was confirmed to

substantially increase the yaw control moment of the aircraft and improve directional stability at

large angles of attack. More notably, the complex curvature of the tail section was shown to provide

a substantial increase in yaw moment, particularly at sideslip angles less than 20◦ where the yaw

moment response was doubled. Furthermore, the aircraft was proven to maintain directional sta-

bility when actuated and even increase stability in diving maneuvers. Further experiments should

provide very concrete results regarding the control effectiveness of the morphing tail.

6.2 Experimental Model

This section details the integration of the actuator into the aircraft body. Experiments were

also conducted to quantify the true tip displacement of the actuator when fully integrated into the

aircraft.
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6.2.1 Actuator Integration

The MFCs were manufactured with the fiber angle determined prior. While this geometry is

symmetric, the voltage range and accordingly the actuation range of the MFCs is asymmetric,

recalling that the minimum voltage is -500 V and the maximum voltage is 1500 V. To demon-

strate yaw and pitch control of this actuator design, symmetric tail actuation is preferable and was

achieved by bonding the substrate to the top surface of one MFC, and to the bottom surface of the

MFC on the adjacent side. This allowed testing maximum actuations of [1500 V, 0 V] for yaw

control, and [1500 V, 1500 V] for pitch control where these configurations represent the right and

left actuators respectively. However, this limits the actuation for air brake tests to [-500 V, 500 V].

Figure 6.4: Actuator composition showing the integration of the custom shaped MFC and 3D
printed honeycomb into the final tail structure

Each MFC is 0.3 mm thick, however in this application some thickness is desired to maintain

static yaw stability. For that reason, a substrate was required which provided resistance to out-of-

plane loads without substantially restricting the deformation of the MFCs. One method which has

been heavily studied are cellular honeycomb structures [110]. A simple method of manufacturing

such complex structures is with the aid of 3D printing which is capable of replicating complex

geometries with high resolution. The honeycomb used in this work was 3D printed using the
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multi-material Objet Connex printer which has the ability to combine a rigid digital material with

an elastomeric digital material in different ratios to obtain an array of different rigidities. This

allows for a multi-part assemblies to be manufactured in a single continuous and integrated print.

In this work, it allows a flexible honeycomb substrate to be manufactured with a rigid connection

to mount directly to the rest of the aircraft. A summary of integration is shown in Figure 6.4.

Upon integration of the tail, the wiring used to actuate the MFCs was embedded through the

body of the aircraft to minimize the potential of developing loose connections in addition to mini-

mizing the impact of the wiring on the aerodynamic results.

6.2.2 Mechanism Testing

Preliminary testing was conducted on the completed actuator mechanism. The purpose of this

testing was to determine the relationship between applied voltage and MFC tip deflection. Mea-

surements were taken using a Keyence LKG-402 laser displacement sensor. The laser displace-

ment sensor was directed at the tip of the MFC and displacement data was collected in increments

of 100 volts across the entire operating range of the MFCs. The voltage range of the MFCs is

antisymmetric and spans from -500 V to 1500 V. This setup can be seen in Figure 6.5.

The results presented in Figure 6.6, show that for this tail geometry the tail can achieve over 1/4

inch of deflection. It is important to note that these results represent the deflection of the actuator

upon full integration into the bioinspired UAV, including adhesion to the honeycomb layer. This

explains the difference in actuator deflection between these experiments and the results detailed in

Chapter 5. Still, given the size of the model the deflection presented in Figure 6.6 is a reasonable

magnitude. Furthermore, the relationship between the voltage and out-of-plane tip displacement
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of the MFC is approximately linear. This linear fit will be used in the latter sections to characterize

the yaw moment with respect to the actuator deflection to align with standard convention.

Figure 6.5: (a) Schematic from an aerial view of the experimental setup (b) laser displacement
sensor setup for measuring relationship between applied MFC voltage and tip displacement

Figure 6.6: Mechanical characterization of the custom MFC’s tip displacement with respect to
applied voltage.

6.3 Sideslip Response

Upon integration and characterization of the actuator, experimental aerodynamic testing can

be conducted. Specifically, this section details the experimental setup and results of the actuator’s
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control capabilities in sideslip. As the actuator can be deployed in multiple control configurations,

each was tested.

6.3.1 Setup Description

Wind tunnel tests were conducted in the 0.6 m x 0.6 m open loop wind tunnel at the University

of Michigan. The bioinspired aircraft was 3D printed in Vero White, the most rigid material of the

Objet Connex resin products, and was mounted vertically to a ATI Nano17 Titanium 6-axis force

balance. Given the scale of the model and wind tunnel, the blockage ratio was only 0.5%. The

mount was then attached to a turntable which was used to vary the sideslip angle.

While tailless aircraft are typically mounted in wind tunnels using a sting mount, this was

determined to be inappropriate for this model as the sting mount would interfere with the horizontal

control surface. For this reason, a standard mounting rod through the center of the aircraft body

was chosen. Ideally, the mounting rod would be long enough to place the model at the center of

the wind tunnel section to guarantee uniform flow; however, a long mounting rod would overload

the sensor due to torque causing permanent damage since the load cell is rated for such small loads

in order to have adequate yaw moment resolution. Thus a compromise was reached by placing

the model two inches from the wall where the flow is approximately uniform, well outside of the

boundary layer. It is recommended that models lie away from the wind tunnel wall by at least 2-3

times their height. Given the height of the model is 0.64 inches at its thickest, this follows the

recommendation; however, it is possible that some accelerated flow may exist beneath the model.

During the test, temperature, dynamic pressure, and load cell data were recorded and time aver-

aged. Atmospheric temperature within the wind tunnel was recorded by a thermocouple mounted
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upstream of the model. An Omega PX2650 differential pressure transducer was used to record the

dynamic pressure via pitot tubes upstream of the wing. Lastly, the ATI Nano17 Titanium 6-axis

load cell was used to record all 3 forces and 3 moments although in this study only lift, drag, yaw,

and pitch are reported. This sensor has a force resolution of 1/171 N and a torque resolution of

5/184 Nmm in yaw, and 3/182 Nmm in pitch and roll. The entire experiment was coordinated in

MATLAB using a DAQ and dSPACE MicroLabBox for data measurement and actuator control.

The DAQ collected data from the thermocouple measuring the temperature inside of the wind tun-

nel while the dSPACE collected data from all 6 channels of the load cell as well as the differential

pressure transducer. No fluid velocity measurements were taken; however, it can be inferred from

Bernoulli’s principle using the pressure and temperature readings.

The data collection algorithm continuously monitored the velocity so that it remained within

5% of the desired velocity. Furthermore, the dSPACE controlled the output signals throughout the

experiment. Two signals were sent to the actuators, one for right and left MFCs. These signals

first went to an AVID Dual Channel MFC Bimorph High-Voltage Driver which amplifies a 0 V to

5 V signal to -500 V to 1500 V for the MFC actuators. These high voltage drivers are designed

to operate with a 8-12 V supply from a standard 2-3 Lithium Polymer battery and consume 1-3 A

depending upon the amount of actuation [111]. This is a slight increase in power consumption from

standard servo actuators, some of which operate above 1 A. The dSPACE also output the signal

to the stepper motor which controlled a rotary table to set the sideslip angle. This allowed the

entire experiment to be automated and eliminate human error. A flow diagram of the experiment

is depicted in Figure 6.7.
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Figure 6.7: (a) Schematic of experimental setup (b) mounted aircraft in wind tunnel (c) experi-
mental data flow

6.3.2 Test Method

Before conducting any tests, the pressure transducer was tared without any air loads and the

load cell was tared with the model attached. This established a new zero point given the weight

of the model and the atmospheric conditions which may vary from day to day. Additionally,

to account for any errors due to manufacturing tolerance of the mounting setup, a preliminary

experiment was conducted with zero tail actuation. Since the aircraft is symmetric, there will be
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no yaw moment at 0◦ sideslip angle. Thus, this preliminary test identified the angle offset which

was applied to the prescribed sideslip angle in the dSPACE controller. Aerodynamic tests were

conducted at 10 m/s for a variety of tail configurations: to test the yaw control one MFC was

actuated in increments of 250 V, to test the pitch control both MFCs were actuated symmetrically

in increments of 250 V. To test the air brake capabilities, the MFCs were actuated asymmetrically

at [500 V, -500 V].

The nondimensional aerodynamic forces and moments were recorded. The characteristic length

of the bioinspired wing, used in the calculation of the other aerodynamic coefficients, was calcu-

lated as the mean aerodynamic chord shown below

MAC =
2

S

∫ b/2

0

c2dy (6.3)

where MAC represents the mean aerodynamic chord, and c represents the wing chord at location

y. All other parameters required are consistent with those previously discussed in Section 6.1.1.

6.3.3 Results

This section presents the results of the aerodynamic testing and a discussion of their implica-

tions. The goal was to show that this bio-inspired actuator was capable of providing yaw and pitch

control with respect to change in angle of attack and assess its abilities to potentially act as an air

brake.
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6.3.3.1 Yaw Moment Coefficient

Figure 6.8 depicts the nondimensional coefficients for the yaw configuration where Cη, CL,

CD, and Cm correspond to the yaw moment, lift, drag, and pitch moment coefficients respectively.

For the unactuated case [0 V, 0 V], the yaw moment coefficient exhibits a positive linear trend

with respect to yaw angle, demonstrating that the restoring moment increases with sideslip. This

indicates that even when unactuated, the horizontal tail alone provides a restoring yaw moment as

has been previously observed [33] [34]. This is significant as an increase in yaw moment will tend

to restore the aircraft to symmetric flight.

These results were compared to the numerical RANS simulations performed on the unactu-

ated geometry using a three dimensional time-steady CFD analysis for low-speed incompressible

flow. This required the use of a coupled pressure-based solver which simultaneously solves for

the pressure and momentum equations. Due to the low Reynolds number nature of the problem,

a suitable turbulence model was critical. Accordingly, a standard k − ω turbulence model was

chosen. The yaw moment coefficient for the unactuated simulations and experiments practically

coalesce, demonstrating that the experimental data show very good agreement with the simulations

while validating the results and ensuring confidence in the latter tests. It is important to note that

while the magnitude of the yaw moment coefficient may appear small, the values reported here are

consistent with the data reported by Sachs [33] and Stenfelt et al. [79] [81].

By actuating one side of the tail for a yawing maneuver, the yawing moment increased, thus it

can be deployed in sideslip if the static characteristics of the unactuated tail alone are not enough to

restore the aircraft to symmetric flight. Even in zero sideslip, the actuator was capable of generating

a positive yawing moment which indicates that the tail is effective at controlling yaw in forward

144



Figure 6.8: Nondimensional coefficients versus sideslip angle for yawing maneuvers (single sided
actuation)

flight. Furthermore, the slope of the yaw moment coefficient was constant across all degrees of

actuation which indicates that the tail remained just as effective even as actuation increased. Since

the slope was approximately linear, the actuator also did not loose effectiveness even as sideslip

increased.

The lift, drag, and pitching moment coefficients were also measured to analyze any coupling

effects. The magnitude of the lift coefficient was very small compared to what one would expect

from a primary lifting surface such as the wings. Although actuating the tail did show a slight

decrease in lift coefficient, it was not sufficient to contribute significantly. As expected, the drag

increased with actuation since the surface area of the MFC which was perpendicular to the flow

will increase with sideslip angle due to its 3D curvature. The drag also showed a minor increase
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with sideslip which can again be attributed to an increase in surface area perpendicular to the flow

due to the 3D curvature of the control surface. Lastly, the pitching moment exhibited some increase

with actuation and sideslip. This is inevitable due to the coupled deformation of the actuator.

6.3.3.2 Yaw Control Effectiveness

To better understand the effectiveness of the actuator, the yaw coefficient versus actuator tip

deflection which was derived from the testing described in Section 6.2.2 is shown in Figure 6.9

for various sideslip angles. The control effectiveness in symmetric flight showed a quasi-linear

increase with actuator deflection. The yaw coefficient at maximum deflection is very comparable

in magnitude to the results presented by Stenfelt et al. [79] [81], although the actuator response in

those studies was shown to be exponential across multiple sideslip angles which indicates that the

actuator is substantially less effective at small to mid range deflections compared to the actuator

presented in this study.

Figure 6.9: Yaw moment coefficient vs. actuator deflection for sideslips ranging from 0◦ to 14◦,
demonstrating the effectiveness of the actuator

Further contrary to those studies, the control effectiveness increases with sideslip angle sub-
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stantially. This can be attributed to both the tail aspect ratio and the 3D curvature of the actuator.

Specifically, as the aircraft experienced sideslip, the moment arm of the actuator increased since it

lies aft of the center of gravity. Thus, one can imagine how having a higher aspect ratio tail would

further increase the control effectiveness. Furthermore, the control effectiveness of the tail did

not degrade with increasing sideslip which is evident by the near constant slope across all sideslip

cases. Though not experienced here, a decrease in slope would indicate a decrease in effectiveness

with sideslip while data that collocated with the symmetric flight results would indicate a lack of

contribution of the actuator’s aspect ratio.

6.3.3.3 Yaw Stability

Yaw stability analysis is frequently conducted by prescribing a specified sideslip and sweeping

through a series of pitch angles to vary the lift. The experimental setup detailed in Section 6.3.1 was

only capable of commanding one degree of freedom as opposed to both yaw and pitch; however, the

yaw stability derivative (Equation 6.2) at 0◦ pitch angle can be inferred from the data presented in

Figure 6.9. As noted prior, the slope of the yaw moment coefficient remained practically constant

across all sideslips and tip deflection, indicating that the yaw stability derivative for the unactuated

and actuated configurations were similar within the range of sideslip angles tested. By taking the

derivative, the magnitude of the yaw stability was calculated to be near 0.017 rad−1, larger than

other reported stability derivatives for tailless UAVs but consistent with studies on the tail effect of

birds [33]. As this value is positive, it demonstrates stability in both the unactuated and actuated

configurations at 0◦ pitch angle. For comparison, it is recommended that typical aircraft exhibit a

stability derivative of 0.057 1/rad for sufficient flight dynamics [112].

Additionally, using the RANS model for the unactuated geometry presented prior, the stability
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Figure 6.10: Yaw stability versus angle of attack (Cηβ(α)) and lift coefficient (Cηβ(CL)) for
unactuated configuration at β = 10◦. Angle of attack is plotted on the lower x axis, and lift
coefficient is plotted on the upper x axis

derivate can be modeled numerically for further analysis. A 10◦ sideslip was prescribed while the

angle of attack was varied. The data presented in Figure 6.10 show that the unactuated geometry

never experienced a negative stability derivative indicating that the aircraft is always stable. Thus,

the tail geometry alone acts as a static yaw stabilizer and acts to restore the attitude of the aircraft

towards symmetric flight, confirming the findings of other works mentioned prior. Even in dive

maneuvers, when the angle of attack is negative, the stability derivative remained positive. The

stability derivative with respect to the lift coefficient was also incorporated here for comparison

purposes across disciplines [33]. Since it was shown that actuating the tail increases the yaw mo-

ment coefficient, it is reasonable to conclude that stability is not lost in the actuated configurations.
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6.3.3.4 Pitch Control

The pitching moment is more complex. Typically, the pitching moment of a straight wing is

measured about the quarter chord as the wing changes angle of attack. In this work, not only

were the wings tapered non-uniformly, but the mounting rod between the aircraft and load cell

acts as a moment arm which increases the measured pitching moment readings. The tapered wing

was addressed in the prior discussion of reference values used in calculating the nondimensional

parameters. However, to address the biased readings due to the mounting rod, some data processing

must be incorporated. Since the goal in this analysis was to quantify how much the tail affects the

pitching moment, a simple solution was to subtract the measured pitching moment coefficient for

the unactuated configuration from the other datasets. This will directly show the contribution to

pitching moment due to the actuated control surface. This post-processing was also applied to the

pitching moment data discussed above.

Figure 6.11 presents the nondimensional aerodynamic coefficients for the symmetrically ac-

tuated tail to control pitch. The data show that the pitching moment increased with tail actuation

regardless of the sideslip angle. Furthermore, the slope of the pitch coefficient was relatively small,

indicating that the effects of the tail on pitching moment remained relatively constant over the range

of sideslips tested. It should be noted that the pitching moment coefficient for these configurations

was approximately twice the pitching moment experienced with only one MFC actuated, as in the

yaw control experiment conducted prior and shown in Figure 6.8. Again, the lift remained near

zero with a slight decrease with actuation. The drag remained relatively constant as well, though

it experienced a unique trend.

When the tail was symmetrically actuated, the drag decreased with sideslip. Since the normal
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Figure 6.11: Nondimensional coefficients versus sideslip angle for pitching maneuvers (symmet-
ric actuation)

vector of the left MFC turns away from the free stream flow with increasing sideslip, the area of that

control surface decreases. Due to the shape of the control surface and the orientation of the PZT

fibers in the MFC, the decrease in the effective area of the left control surface exceeds the increase

in effective area of the right control surface causing an overall reduction in drag with sideslip for

the range of angles tested. Lastly, since the MFCs were actuated symmetrically, the yaw moment

at 0◦ should be equal to zero regardless of the amount of actuation. For these configurations, the

yaw moment was slightly negative with increasing actuation. This indicates that perhaps the MFCs

were not actuating entirely symmetrically and supports the incorporation of a displacement sensor

to guarantee exact displacements for future experiments.
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6.3.3.5 Air Brake Control

Finally, the results of the air break analysis are presented in Figure 6.12. Given the limited ef-

fect of actuation on drag in the previous experiments, only the unactuated and maximum deflection

cases were tested to determine whether using this morphing mechanism as an air break is feasible.

Although the split drag maneuver [500 V, -500 V] did experience an increase in drag of approxi-

mately 0.012, it did not appear significant compared to the typical increase in drag coefficient with

air brakes or drag rudders which well exceeds 0.05. Even if the tail had full voltage range [1500,

-1500], the increase in drag coefficient would only be approximately 0.045 assuming that it scales

linearly. This indicates that the current configuration would not be adequate as an air brake.

Figure 6.12: Nondimensional coefficients versus sideslip angle for air brake maneuvers (asym-
metric actuation)

However, if the control surface area could be increased further when actuated, this might still
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be possible. This could be achieved if more of the deformation was in the out of plane direction.

One possible solution might be to use a bimorph configuration with a 55◦ MFC layer and a 0◦

MFC layer which would allow the control surface shape to be further customizable in flight. To

deploy the air break, the 0◦ layer would be actuated which would generate a 2D cambered shape

like the cascading bimorph concept, maximizing the control surface area perpendicular to the free

stream flow, though it would have a more dramatic effect on pitching moment. This replicates

how birds pitch their tails down during landing maneuvers to rapidly decrease speed. Furthermore,

both the 55◦ and 0◦ layers could be actuated independently to tailor the in plane and out of plane

deformations of the tail during yaw and pitch maneuvers.

6.3.4 Preliminary Conclusions

In these experiments, the deflection of the custom MFC actuator was characterized before con-

ducting wind tunnel tests to determine its aerodynamic capabilities with respect to sideslip. Single

sided actuation was conducted to test yaw performance, symmetric actuation was conducted to

test pitch performance, and antisymmetric actuation was conducted to test air break performance.

The control surface was shown to exhibit greater yaw control effectiveness than current traditional

designs, retain effectiveness in sideslip, and maintain yaw stability in both the actuated and unactu-

ated configurations. These results indicate that in the event the static stability characteristics of the

tail alone are insufficient in restoring forward flight during sideslip, one side of the tail can deploy

to significantly increase the restoring yaw moment. Furthermore, even in forward flight, the tail

is capable of generating a yaw moment which can be used as small amplitude corrective input for

dynamic stabilization.
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Not only was the actuator capable of controlling yaw, but it exhibited good pitch control as

well, demonstrating that the actuator is capable of controlling pitch as both dynamic stabilization

during forward flight, and large-scale attitude control even in sideslip. While experiments to char-

acterize the air brake qualities of this control surface were conducted, the effect was shown to

be insignificant. However, it offers insight into methods of improving this design in future itera-

tions. This could include using a bimorph configuration where the second MFC layer would have

a 0◦ fiber orientation. These MFCs could be actuated independently, allowing for more tailored

control over the curvature of the control surface. By actuating the 0◦ MFCs alone, the curvature

would be strictly 2D and would increase the pitching moment coefficient and could also be used

in braking maneuvers as birds do while landing. Alternately, for yaw control one of the 55◦ MFCs

could be actuated alone or in unison with the 0◦ MFC to tune the 3D curvature to suit the sideslip

conditions. These preliminary results motivated further investigation into the effectiveness of this

control surface on pitch authority.

6.4 Angle of Attack Response

Given that the results presented in Section 6.3 showed great potential for pitch control as was

shown by the magnitude of pitching moment with respect to changes in sideslip angle, further

testing was needed to characterize the pitch control with respect to angle of attack. This section

details wind tunnel testing which was conducted to quantify the control moments and stability

derivatives of both the yaw and pitching maneuvers using aerodynamic force and moment data.

The control effectiveness of the actuator was also quantified.
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6.4.1 Setup Description

Traditionally, wind tunnel testing on rudderless aircraft is conducted with a sting mount, how-

ever this was determined unsuitable for the current model due to its interference with the horizontal

actuator. Thus, for these tests a single strut mounting L-rod was used. A Parker RT-series turntable,

accurate to 2 arc-minutes and repeatable to 12 arc-seconds, was mounted on top of the wind tunnel

to command rotation in the horizontal plane. For a ceiling mounted model this rotation is analo-

gous to sideslip angle. However, the aim of this work is geared towards assessing the actuator’s

effectiveness in pitching maneuvers. Thus, an L-rod transforms the vertical rotation of the turntable

into pitching angle of attack. To minimize any effect of the mounting rod on the downstream flow

over the actuator, the rod diameter was minimized to 6 mm. This sizing places the start and end

of the actuator downstream by 6.4 and 16.7 times the rod chord length respectively. Lastly, the

dimensions of the L-rod are 0.063 m long by 0.245 m tall which places the tip of the model 50 mm

away from the wall of the wind tunnel, twice the thickness of the body.

As in the experimental setup detailed in Section 6.3, the pressure and temperature within the

wind tunnel was recorded with an Omega PX2650 differential pressure transducer and thermo-

couple respectively. With the exception of the thermocouple which uses its own NI-DAQ, all

measurement data was collected on a dSPACE Microlab Box. The dSPACE was also configured

to output the voltage signal required to actuate the tail. This signal was sent to an AVID Dual

Channel MFC Driver Board amplifier which was used to actuate the MFCs, which operate at high

voltage (-500 V to 1500 V). Due to the size of the actuator, no internal sensors were integrated to

monitor the tip displacement of the actuator. However, an initial calibration was conducted which

correlated the supplied voltage to the unloaded tip displacement of the MFCs. The details of this
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Figure 6.13: a) Graphical representation of the experimental setup b) actual experimental setup
from a head-on perspective with inlet on the left c) experimental data flow

calibration can be found in Section 6.2.2.

The aerodynamic forces and moments again were collected with an ATI Nano17 Titanium load

cell. While the previous tests for yaw control mounted the load cell directly to the turn table so that

it was located outside of the wind tunnel and minimized any unwanted aerodynamic effects on the

model, this was not feasible for the current mounting system. The dimensions of the L-rod would

cause substantial torques under aerodynamic loading which would have overloaded the load cell.

Accordingly, the load cell was relocated to be housed within the model with the resolving center

placed at the geometric center of the model body. Here the geometric center is defined as the point
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of intersection between the wing tip-to-tip plane, and the plane of spanwise symmetry. A complete

summary of the experimental setup can be seen in Figure 6.13.

6.4.2 Test Method

Prior to testing, unloaded force and moment data was collected to account for the weight distri-

bution of the model on the load cell. These loads were accounted for when determining the aero-

dynamic coefficients. Experiments were conducted at a flow speed of 10 m/s. With the real-time

measurements of pressure and temperature, the wind speed was monitored such that it maintained

the desired flow speed to within 5% error. Nondimensional force and moment data was collected

by time averaging the loads for a range of angles of attack, from −15◦ to 15◦ in increments of

2◦. These angle sweeps were repeated at a variety of degrees of actuation from 0 V to 1500 V in

increments of 250 V, representing the full range of actuation.

A second set of tests was also conducted to quantify the control potential across various

Reynolds numbers. The flow speeds chosen were 5 m/s, 7 m/s, 10 m/s, 13 m/s, and 15 m/s rep-

resenting Reynolds numbers of 2.2e4, 3e4, 4.3e4, 5.6e4, and 6.5e4 respectively. These Reynolds

numbers are typical for this scale of bird and UAV. As the control forces are dependent upon the

angle of attack, these tests were conducted at angles of -5◦, 0◦, and 5◦. These angles were chosen

for two reasons. Primarily, so the increased loads acting upon the load cell were within the tolera-

ble limits of the sensor. Additionally, these angles were deemed to be within typical operation of

the aircraft.
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6.4.3 Results

This section presents the results of the aerodynamic testing and a discussion of their implica-

tions. The goal was to show that this bio-inspired actuator was capable of providing yaw and pitch

control with respect to change in angle of attack.

6.4.3.1 Aerodynamic Forces

The results presented in the following section detail the raw nondimensional forces and mo-

ments for the configurations tested. They show the lift, drag, pitching moment and yaw moment

respectively (CL, CD, Cm, Cη) in Figure 6.14, in addition to the resulting change in coefficients

due to actuation in Figure 6.15 . It is important to note the magnitude of the change in coefficients

relative to their original values when interpreting the data. For each, multiple states of actuation

are shown. Figure 6.14 in particular shows the aerodynamic response to symmetric actuation of

the tail. The resulting forces detail a few clear trends.

First investigating the pitching moment, the data show a distinct increase in nose-up pitching

moment as the degree to which the tail was actuated is increased up to a maximum of 1500 V. This

is similar to the response of an elevator on a standard aircraft, which induces a downwards force

on a positively deflected actuator and thus results in a nose up pitching moment since the control

surface is located aft of the center of gravity. It is important to note that the pitching moment

coefficient is heavily influenced by the location of the trunnion or resolving center of the load cell.

For these experiments, this location was restricted as the load cell had to lie within the aircraft

body. This can be partly attributed to the positive slope of the pitching moment for pre-stall angles

of attack.
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Figure 6.14: Raw nondimensional aerodynamic forces due to actuation for a pitching actuator

configuration

Figure 6.15: Change in aerodynamic forces due to actuation for a pitching actuator configuration
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Further analysis of the aerodynamic coefficients reveals that symmetric actuation had little

effect on the linear portion of the lift curve or the location of the stall angle. This is desirable,

as it means that controlling the aircraft pitch can be achieved independently without effecting

the function of the lifting surface. Looking at the drag coefficient, it is evident that actuation

effectively increased the profile drag due to the induced camber of the actuator. Lastly, the effect

on yaw moment was minor for small angles of attack, but as the angle of attack increased some

influence of either asymmetric flow, or actuation was observed. This yaw moment data has been

presented as a difference between the actual data and the measured ’neutral’ yaw moment for each

set of experiments which occurs at no tip deflection and 0◦ angle of attack. With this, any offsets

that may occur between runs are accounted for.

A similar analysis was conducted for the yawing moment maneuver, with the results presented

in Figure 6.16 and Figure 6.17. Again, the data show little effect on the overall stall angle, lift

coefficient or pitching moment curves, and the drag curves tend to show an increase with actuation.

The yaw moment coefficient showed an interesting trend. At high angles of attack, actuating the

right MFC effectively reduced the yaw moment from the unactuated design, resembling a yawing

rotation to the left, while at largely negative angles of attack this maneuver tended to increase the

yaw moment, resembling a yawing rotation to the right. Considering the bending-twisting coupling

of the custom MFCs, the increase in yaw with actuation in dive maneuvers can be attributed to the

asymmetric increase in profile drag similar to how cambering an airfoil’s trailing edge upwards

increases drag across negative angles of attack. Conversely, the reduction in yaw moment observed

with actuation at large angles suggests that in nose-up maneuvers the upwards camber of the tail

acts to asymmetrically unload the aircraft in drag. It is noted that the yaw moment data has some

degree of variability, notably due to the minute torques acting on the load cell in response to
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actuation. Unlike previous sideslip experiments, the control moment arm (i.e. the length of the

tail) is not dependent upon the angle of rotation and thus the change in control moment is expected

to be small.

Figure 6.16: Raw nondimensional aerodynamic forces due to actuation for a yaw actuator config-

uration, where the scale of the latter has been kept consistent with Figure 6.14
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Figure 6.17: Change in aerodynamic forces due to actuation for a yaw actuator configuration,

where the scale of the latter has been kept consistent with Figure 6.15

6.4.3.2 Force Validation

The shape of the yaw moment curves shown in Figure 6.16 is also of interest. Primarily, even

when unactuated there exists a distinct and somewhat unexpected trend line. One would expect

that for a symmetric aircraft, the yaw moment coefficient would be close to if not equal to zero

for all angles of attack. But the trend observed in Figure 6.16 demonstrates a quasi-parabolic yet

asymmetric yaw response for pre-stall angles. However post-stall, the yaw moment experienced

a sharp increase in yaw. This was initially believed to be a consequence of the mounting rig and

load-cell configuration. However, further verification of the aerodynamic response with respect

to yaw actuation was conducted with RANS simulations. Simulations were conducted with a

standard k − ω turbulence model. Only simulated alpha sweeps of the unactuated and maximum

yaw actuated configurations were tested. The location of the resolving center was set to be the same

as in experiments, however the mounting mechanism was not incorporated into the geometry, and
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thus the ensuing analysis strictly represents the aerodynamics of the aircraft alone and ignores the

influence of the mounting rod on the surrounding flow. Going forward, only the trends of that

analysis will be highlighted.

Figure 6.18 shows the simulated pitch and yaw moment coefficients respectively. Notably, the

simulated yaw moment also showed a similar semi-parabolic trend with peaks near the stall angle.

Actuation was also observed to increase yaw moment in dive maneuvers when the deformation of

the control surface is facing into the flow. Though the cause of these peaks has not been definitely

identified, it is hypothesized that this can be attributed to strong flow separation over the actuator

causing an asymmetric increase in pressure drag.

Figure 6.18: Simulated pitch and yaw moments for a yaw actuated configuration at 10 m/s, using
a low-Reynolds number k − ω turbulence model. Simulated model geometry does not account for
aeroelastic deformations of the actuator

The simulated pitching moment did indeed show a positive slope in the linear section of the

moment curve, in addition to an increase in pitching moment with actuation both of which were

observed in the experimental data. The confirmation of a positive slope at pre-stall angles of

attack is notable, as a positive slope tends to indicate that the aircraft is unstable. Furthermore, a
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symmetric airfoil in theory should experience a near zero pitching moment in unseparated flow.

However, recall that while the wings were manufactured with a symmetric airfoil, the aircraft body

was not. As is seen in Figure 6.19, the main discrepancy between high and low pressure over the

aircraft occurs very close to the leading edge as a result of high pressure on the lower surface and

suction on the upper surface. Comparatively, the pressure on the upper and lower surfaces of the

tail are relatively similar. This discrepancy would result in an increase in pitching moment with

angle of attack, in addition to the boundary layer growth which occurs as the aircraft approaches

stall [113]. Lastly, the sharp nose down pitching moment is the result of separation post stall.

Figure 6.19: Pressure contour at the plane of symmetry for the unactuated model at α = 10◦

163



6.4.4 Control Derivatives

Given the nondimensional coefficients determined experimentally prior, the effectiveness of the

actuator can also be assessed via calculating the control derivatives. The control derivatives were

calculated by dividing the change in nondimensional coefficient from the unactuated configuration,

to the degree of actuation. Mathematically this is represented by the following equation which

has been written with respect to the pitching moment, but any nondimensional coefficient can be

substituted.

Cmδ =
∂Cm
∂δ

=
∂Cm − ∂Cmδ=0

δ
(6.4)

This quantity is traditionally calculated for standard elevators by dividing the change in pitch

moment by the change in hinge angle of the actuator.

6.4.4.1 Aerodynamic Response

As the deformation of the MFC actuator in the current work is both cambered and three-

dimensional, quantifying the tip deflection relative to single angle is fairly arbitrary, and a com-

parison between standard control derivative quantities and the ones presented in the current work

would be relatively meaningless. Accordingly, the following analysis will focus on the change in

control moments versus the predicted out of plane tip displacement which, recall, was determined

in the absence of aerodynamic loadings. This data is presented below in Figure 6.20.

The control derivatives provide an even more detailed look into how increasing the deflection

of the actuator affect the aerodynamic loads. In pitching maneuvers, the pitching moment varies

almost linearly relative to the actuator tip deflection. Interestingly, the control performance is at its
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Figure 6.20: Experimentally measured control derivatives for a range of angles of attack for the
pitching maneuver (left), and yawing maneuver (right)

maximum just prior to the stall angle, at an angle of attack of 9◦. This is evident as is indicated by

the larger change in pitching moment than other angles tested. Only positive angles are presented

here, as the data presented in Figure 6.16 showed a very symmetric pitch response. For yaw

maneuvers, data for both positive and negative angles of attack are presented, as the response was

shown to be highly dependent upon the angle of attack. These results further detail the dependency

of yaw actuation on the angle of attack. For a fixed angle, the data show that the response of the

actuator is relatively linear; however, the slope of the control responses decreased with increasing

angle of attack. This implies that the effectiveness of the actuator is heavily dependent upon the

aircraft’s inclination.
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6.4.5 Reynolds Number Effect

Further tests were conducted which assessed the control effectiveness of the pitching maneuver

with respect to Reynolds number. Shown in Figure 6.21, these experiments revealed a few inter-

esting trends. Foremost, the actuator shows greatest pitch effectiveness at negative angles of attack

when the curvature of the MFC is facing into the flow, validating the prior results. However, the

data also show that the actuator is more effective at low Reynolds numbers. This potentially indi-

cates a loss of effectiveness due to increased aeroelastic deformations with increasing aerodynamic

loading from increasing flow speeds. Further investigation indicates that the drag is increased at

low Reynolds numbers, due to the dominant viscous forces at low speeds. Lastly, the direction of

the lift response is dependent upon the Reynolds number. At low angles, there is little effect on lift.

But at angles of +/−5◦ , low Reynolds numbers yield decreases in lift with actuation while higher

Reynolds numbers increase the lift. This is likely the result of the mounting mechanism which

is thought to have affected the pressure distribution on the underside of the aircraft. As the lift is

highly dependent upon the difference in pressure between the upper and lower surface, an unequal

disturbance like this may reasonably alter the lift, becoming prevalent with changes in Reynolds

numbers.

6.4.6 Quantifying Aeroelastic Deformations

While preliminary testing was conducted in Section 6.2.2 to correlate the applied voltage to the

integrated actuator’s displacement, this did not account for any aerodynamic loadings. The aero-

dynamic loadings acting upon the tail in sideslip are very small in comparison to the aerodynamic

loads in pitch, as a smaller portion of the tail is perpendicular to the flow in the former. For these
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Figure 6.21: Experimentally measured control derivatives for a variety of Reynolds numbers,
detailing the control effectiveness with respect to flow speed. Columns indicate the angle of attach
at which data was collected

reasons, it was important to quantify the degree of aerodynamic deformation in the presence of

aerodynamic forces specifically for pitching maneuvers.

As incorporating internal sensors which measure continuous curvature was previously deemed

to be unfeasible for this particular actuator, external sensors were required. A Keyence LJ-V7300

Ultra High Speed In-line Profilometer was used to measure the 2D profiles of the actuator under

aerodynamic loading. This sensor is composed of a blue semiconductor laser and utilizes laser

triangulation to recreate 2D profiles with up to 5 µm repeatability out-of-plane. The profilometer

was mounted statically outside of the test section with the beam directed at the tail through the
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tunnel’s plexiglass wall. It is important to note that since the laser was oriented perpendicular to

the wind tunnel and not the tail itself, the z location does not directly correlate to the simulated

out-of-plane tip displacement when the model is at a non-zero angle of attack. An image of this

test setup can be seen in Figure 6.22.

As the aerodynamic loading increases with both wind speed and angle of attack, it is reasonable

to conclude that any aeroelastic deformations will be most pronounced at the maximum angle of at-

tack and wind speed tested. Accordingly, the aeroelastic deformations were recorded at α = −15◦

for each of the Reynolds numbers assessed in the prior section. For the first test, the profilometer’s

laser sheet was directed across the width of the actuator to characterize the spanwise out-of-plane

deformation. A second test was conducted in order to characterize the chordwise out-of-plane de-

formation. However, due to the actuator’s triangular geometry obtaining a full cross section is not

possible. Tradeoffs must be drawn between capturing the deformation near the tip of the actuator,

where the majority of the actuated deflection occurs, and capturing the deformation near the root

of the actuator, where the actuator may be prone to bending. The location of the chordwise laser

placement is shown in Figure 6.22. Lastly, the tail was actuated upwards to its maximum extent

for all tests.

The results presented in Figure 6.23 show the 2D spanwise and chordwise profiles of the actu-

ator in various wind speeds. Note that the magnitude of the raw data output from the profilometer

for the height and x-location are relative to the profilometer’s origin. Post-processing has been con-

ducted here to shift the center of the unactuated control surface to the origin for ease of analysis.

This was applied to all spanwise data. Looking at the spanwise data, one trend is initially evident.

As the wind speed is increased, the actuator’s displacement in the z direction shifts downwards

substantially, particularly at the maximum wind loading. While this may initially appear trouble-
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Figure 6.22: a) Experimental setup detailing laser profilometer data collection b) Closeup demon-
strating chordwise laser positioning

some, further investigation shows that the spanwise geometry does not actually change shape as

the 2D profile remains consistent across all speeds. This indicates that actuator is experiencing

little to no spanwise aeroelastic deformations, but may be experiencing chordwise deformations.

Figure 6.23b shows the chordwise deformation. As is shown in Figure 6.22, the laser sheet is

directed at both the tail and wings. This results in a break in the data, with the wing accounting

for the left portion of data and the tail accounting for the right portion of data. A similar post-

processing procedure has been performed in order to center the wing’s leading edge at the origin.

Note that while the unactuated profile for the wing section appears to be absent from this

dataset, it is indeed present and overlaps entirely with the actuated 0 m/s case, attesting to the

repeatability of the profilometer. The data demonstrates a few notable trends. First, although

the wing itself is rigid, it is experiencing a downward displacement as the wind speed increases

as well. This implies that not only was the displacement noted in the spanwise results not fully
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Figure 6.23: Custom actuator’s 2D deformation at −15◦ angle of attack with respect to various
wind speeds for a) a spanwise cross section and b) a chordwise cross section

attributed to the actuator’s displacement, but also that the increase in loading causes minor bending

deformations in the mounting rod. Analyzing the tail’s chordwise aeroelastic deformations, the

data show that the profile experiences a downwards displacement as the wind speed increases.

But again, the overall curvature of the actuator does not appear to be significantly affected. This

indicates that the majority of the aeroelastic deformation is in fact occurring at the root of the

actuator where the cross sectional area and thus bending rigidity is smallest.

This can be further validated by assessing the aeroelastic response at a α = 15◦ angle of at-

tack, shown in Figure 6.24. This data shows that under increased wind loading, the actuator’s

spanwise profile translates upwards either due to aeroelastic effects of the tail, or due to the struc-

tural compliance of the mounting strut. Investigating the chordwise profile shows similar trends

to those noted before. The rigid wing in fact translates upwards under wind loading, confirming
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some compliance in the support structure. Interestingly, unlike the results presented in Figure 6.23,

the aeroelastic effects on the tail at positive angles of attack appear to be less substantial than they

were at negative angles of attack. Specifically, the actuated tail’s profile appears to experience

mostly upwards translation as opposed to rotation about the root. For positive angles of attack,

actuating the tail upwards would unload the actuator in a similar fashion to how an aileron deflect-

ing upwards causes the lift curve to shift downwards. With a reduced loading on the actuator, less

aeroelastic deformations would be expected.

Figure 6.24: Custom actuator’s 2D deformation at 15◦ angle of attack with respect to various wind
speeds for a) a spanwise cross section and b) a chordwise cross section

6.4.7 Preliminary Conclusions

The results from the prior chapters, which had designed, modeled and developed the actuation

mechanism discussed in the current work, had shown good yaw control performance in tests of
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sideslip response. Due to the complex 3D curvature of the tailored MFC actuator, the mechanism

was theorized to provide pitch control as well when the actuators were deployed in a symmet-

ric configuration. Here, the effectiveness of the bioinspired actuator with respect to pitch angle

was assessed experimentally and briefly validated through RANS simulations. Experiments were

conducted with both symmetric and asymmetric actuation to investigate both the pitch and yaw

controllability.

The experimentally measured nondimensional aerodynamic forces and moments showed that

the actuator, when deployed in a symmetric configuration, was capable of generating substantial

pitching moments. While its effectiveness extended over the full range of angles of attack tested,

it showed best performance at high angles of attack with up to a 32% increase in control moment.

This was shown to be fairly uncoupled from changes in lift particularly in the linear portion of the

lift curve. When tested in an asymmetric configuration, the yaw control capabilities of the actuator

were observed to reverse in control direction depending on whether the aircraft was in a dive or

pitch maneuver. Thus, deployment of either the right or left actuator is dependent upon both the

desired yaw direction and the angle of attack. Lastly, the actuator effectiveness in pitch maneu-

vers was observed to be dependent upon the Reynolds number. Most notably, it was observed to

decrease in effectiveness with increasing Reynolds number, thought to be due in part to increased

aerodynamic loadings and thus increased aeroelastic deformations.

These results motivate further advances within multifunctional morphing actuators. One such

advancement should involve embedded distributed sensor networks to characterize 3D deformed

geometries. As aerodynamic loadings may affect the actuated control surface’s geometry, moni-

toring and adjusting the deformation to achieve the desired response is crucial. For the particular

mechanism detailed in the current work, one further advancement would be to implement a custom

172



bimorph configuration with two tailored MFC layers. For example, given a top MFC layer with 0◦

fiber direction, and a bottom MFC layer with 55◦ fiber orientation, the two could be actuated either

independently or combined to tailor the 3D curved geometry of the actuator specifically for either

pitch or yaw maneuvers. This would effectively reduce or eliminate the coupling between yaw and

pitch observed, if desired.

6.5 Chapter Summary

In this chapter, the results and analysis from an initial simulation and subsequent experimental

investigation of a bioinspired actuator were presented. Initial modeling indicated that the bioin-

spired aircraft showed both static yaw stability in addition to notable yaw control with the cus-

tomized actuator. This was further validated with wind tunnel experiments which investigated

control effectiveness in sideslip for a variety of combined maneuvers. The results showed that

the novel actuator’s yaw control effectiveness was on-par with other standard and non-morphing

actuators. Similar tests were conducted for a pitching and air brake configuration which showed

no potential for air brake control with the current actuator, but great potential for pitch control.

Subsequent testing confirmed that yaw and pitch control was maintained with respect to changes

in angle of attack. Increases in wind speed did demonstrate a reduction in control effectiveness due

to aeroelastic deformations, but at 10 m/s it was still quite effective.

While aeroelastic analysis showed that the actuator experienced deformation, particularly at

maximum aerodynamic loadings, it is notable that the measured control derivatives were still plenty

adequate. The aeroelastic effects were determined to be mostly due to the reduced cross sectional

area and the compliant 3D printed substrate at the root. If greater control is desired, further steps
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could be taken in future design iterations to minimize root bending by using the multimaterial

properties of the Objet Connex 3D printer to manufacture the honeycomb substrate with a stiffness

gradient that concentrates rigidity at the root. In doing so, the control effectiveness of the actuator

is expected to improve further. Future work should also concentrate on incorporating additional

degrees of freedom to the tail. One such example would be the inclusion of planform morphing

which would further improve pitch and yaw controllability.
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CHAPTER 7

Conclusion

As a whole, this dissertation discuses the development and analysis of a rudderless aircraft con-

cept. Emphasis was placed upon targeting known challenges in rudderless designs and extending

existing morphing aircraft concepts to a wider range of operating conditions.

7.1 Comprehensive Chapter Summary

7.1.1 Chapter 2

A nondimensional derivation was developed which assesses the response of a flier as a func-

tion of wind speed and direction. It was formulated such that only a single readily determinable

parameter, the nondimensional velocity, is required to characterize the response. In conducting

a comprehensive literature review, it was determined that the nondimensional velocity tends to

correlate to flight altitude and thus flier scale.

The results of this derivation highlighted the overwhelming aerodynamic adversities that small

scale low-altitude fliers face. For static gusts with constant magnitude and direction, low-altitude

fliers experienced much larger resultant sideslips than high-altitude fliers. In some scenarios, the

gust magnitude can be so large that the resultant sideslip of the low-altitude flier approaches the
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initial gust direction. Much more drastic maneuvers and/or more effective control methods, like

those feasible with morphing actuators, would be required to restore the flier to it’s desired flight

course. Further analysis into the sensitivity of sideslip with respect to changes in wind magnitude

also showed an interesting phenomenon characterized by substantial peaks in sensitivity for low-

altitude fliers, up to five times larger than that of high-altitude fliers. Winds were also shown to

have a much larger affect on low-altitude fliers resultant speeds which directly affects the flier’s

lift force. Restoring lift could be achieved by further inducing camber in the wings, alternately

restoring wind speed could be achieved by altering the overall thrust.

A similar derivation considering dynamic gusts, specifically crosswinds, showed that the time

constant associated with the dynamic response was dependent upon the weight, velocity and wing

area such that low altitude fliers are characterized by small time constants. The dynamic analysis

further demonstrated that low-altitude fliers experience much larger changes in acceleration upon

experiencing a crosswind. Low-altitude fliers were also shown to experience larger maximum

accelerations during the dynamic gust.

7.1.2 Chapter 3

The design for the rudderless aircraft and actuator were detailed in full. The concept for the

actuator itself was a novel approach to rudderless yaw control, aiming to explore alternate methods

that exceed the boundaries of traditional control methods. This culminated in a unique cross-

disciplinary approach with the intention of informing both biological and aerospace knowledge

sets. This design was aided through the use of smart material actuators and additive manufacturing

which enables tailored structural design and construction. Finally internal sensing mechanisms
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for the aircraft were assessed. The performance of the existing wing sensors was improved by

increasing the sensitivity over four-fold and reducing the error by 70%.

7.1.3 Chapter 4

An extended nonlinear LLT theory was applied to morphing aircraft. The section based ap-

proach of the model allows for tailored wing geometry via the 6 actuators of the SMTE along the

wing span. As the model is purely aerodynamic, this was accounted for via the sectional aero-

dynamic properties. This required a continuous 3D surface of aerodynamic characteristics which

related the actuator’s displacement and local angle of attack to the nondimensional coefficients.

The model showed excellent agreement with experimental results on a rigid wing with symmetric

NACA0012 profile.

The validated model was then used to optimize the wing geometry for a post-stall adaptation

scenario. The goal was to return to a pre-stall lift condition by tailoring the actuators’ deflec-

tions and minimizing the drag accordingly. The model was successfully capable of recovering

from stall for both a morphing and articulated wing, and the results were validated through wind

tunnel experiments. Both wings showed separation reduction if not complete flow reattachment

upon prescribing the optimized actuator deflections for each case. However, the morphing wing

experienced 20% drag reduction during adaptation, twice the amount compared to the articulated

wing.

A complete analysis of potential adaptation scenarios was then conducted for the morphing

wing. This analysis showed that the wing was capable of successfully adapting to the vast ma-

jority of pre-stall conditions. For low initial lift conditions near stall, the optimizer predicted the
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maximum tip deflection, indicating that the constraints of the actuator limited adaptation. How-

ever, post-stall, particularly high lift, scenarios were not capable of complete adaptation due to the

limitations of the 2D actuated profile.

7.1.4 Chapter 5

A piezoelectric and thermal model were implemented to simulate the deformation of the cus-

tom MFC actuator. These models captured the composite nature of the smart material. Both

models were shown to accurately predict the blocking force and free strain within 8% and 5%

respectively. The thermal model was observed to be more robust for custom geometries and PZT

fiber angles. A parameter study of the custom MFC with a range of fiber angles was conducted. A

fiber angle of 55◦ was shown to maximize the transverse and out-of-plane displacements for this

particular geometry. The model overall was shown to have good agreement with experimental 3D

scans of the deformed actuator, however the curvature was slightly overestimated. Incorporating

the inactive area of the MFC could further improve accuracy if desired.

7.1.5 Chapter 6

Preliminary CFD simulations were conducted with the custom actuator to verify that the 3D

curvature was capable of controlling yaw. The simulations showed that the unactuated configura-

tion was passively stable in yaw even at large sideslip angles due to the high aspect ratio tail aft of

the center of gravity. It was also capable of controlling yaw maneuvers. The simulation provided

additional insight, indicating that the passive tail was responsible for the majority of the restoring

yaw moment for sideslip angles below 20◦ while the moment arm of the tail provided the majority
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of the restoring moment for larger angles. Upon confirmation of potential control, experiments

were conducted.

The custom MFC actuator’s capabilities were assessed upon integration into the aircraft with

the 3D printed compliant honeycomb. Fully integrated, the custom actuator was capable of achiev-

ing approximately 7 mm of displacement. Experimental wind tunnel tests showed that the custom

actuator’s yaw control effectiveness was equivalent in magnitude to other traditional yaw con-

trol methods. Interestingly, it exhibited a much more linear response than other methods. It also

showed some pitch control capabilities in sideslip.

Further tests demonstrated excellent pitch control and some yaw control capabilities with re-

spect to angle of attack. The trends of these results were validated with simulations. Further exper-

iments of Reynolds number effects indicated that control was still feasible at higher flow speeds but

that the aircraft experienced decrease in effectiveness. This was verified through aeroelastic mea-

surements of the actuator under aerodynamic loadings. The actuator showed some deformation at

the root of the tail but the overall spanwise curvature in addition to the majority of the chordwise

curvature appeared to be unaffected.

7.2 Primary Dissertation Contributions

The results of this dissertation present 4 primary contributions to the field of morphing aircraft.

• The first analytical derivation was formulated which justifies the need for morphing aircraft

based on the impact of wind gusts on flight path and velocity. The results emphasize the

need for at least two separate categories of morphing aircraft: aero-adaptive morphing, and

mission-adaptive morphing. This is distinguished by the fact that low-altitude fliers are
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prone to much more severe changes in flight path and speed. This further strengthens the

foundation of most recent morphing aircraft research which has been limited to aircraft at

the UAV scale due in part to the challenging load requirements of large scale aircraft wings.

• Tailored wing-based stall recovery was achieved. This represented not only the first study of

nonlinear aerodynamic adaptation, but also the first to assess the extent to which morphing

wings are capable of adapting. Additionally, this work showed that the spanwise shape of

the wing can be optimized to fly more efficiently.

• While MFC actuators have previously been used in many morphing studies, this work rep-

resents the first to customize them both in terms of geometry and fiber angle in order to

obtain a complex morphed geometry. This opens up many more morphing possibilities than

were previously available. Furthermore, this work sets the foundation for modeling these

customized active composites.

• This work developed the first rudderless morphing concept which was not an extension of

wing morphing. This was accomplished using a multifunctional actuator which was capable

of controlling both yaw and pitch separately. Furthermore, the results of this work con-

tributed to exhisting biological knowledge by quantifying the possible control effectiveness

of the tail in similar pitch and yaw maneuvers.

7.3 Recommendations for Future Work

Stall recovery was successfully demonstrated; however the design space analysis indicated

that recovery could be further extended to more severe aerodynamic by incorporating a second
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degree of freedom such as an anterior hinge. One of the challenges in implementing this within

the nonlinear LLT model is the sectional aerodynamic properties. For a single degree of freedom

the aerodynamic properties were dependent upon only two parameters, the angle of attack and

the degree of freedom. From this data, a 3D surface could be generated, but given two degrees

of freedom this data would instead be characterized by a 3D volume. Further research would

need to be conducted to understand the relationship between the aerodynamic coefficients and a

multi-degree of freedom airfoil.

As this work has shown that continuous spanwise morphing wings offer advantages to discrete

articulated wings, and that custom MFCs can be fairly accurately modeled to produce customized

shapes, a logical progression would be to combine those two advances. For example, as opposed

to using 6 standard MFC actuators with 0◦ fibers to tailor the spanwise wing shape, customized

MFC actuators could be manufactured to further streamline the actuated profile. One such design

modification could include incorporating a fanned fiber pattern on either side of the 0◦ fiber section

such that the overall deformation would be more sinusoidal. This would also reduce the required

area for the compliant section which would theoretically reduce the aeroelastic deformations as

well making the wing more structurally sound.

While tail pitch and twist were primarily addressed in the current work, planform morphing is

known to be another control mechanism that birds actively use in nature. Incorporating planform

morphing into the tail design presented in this work would prove very useful. This would allow for

the actuator to be deployable, increasing the active area when needed, but minimizing the profile

when not needed. This could not only increase efficiency by reducing drag, but also provide

increased control effectiveness. One such method of incorporating planform morphing would be

with the use of SMA springs which experience much larger strains than standard SMA wires,
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allowing them to achieve greater deformations in smaller package spaces.

Lastly, a key improvement upon the current design would be the incorporation of internal sen-

sors. Though still in development, one such method would be to use flexible distributed sensor

networks to gain an overall picture of the structural deformation of the aircraft. This could poten-

tially replace the internal variable resistors within the wings of the aircraft and extend to the tail

actuator as well. Ideally, the curvature, out-of-plane displacement, and transverse displacement of

the tail would be distinguishable. Furthermore, with the use of internal sensors a controller, such

as a PID controller, could be implemented to achieve an accurate prescribed tip displacement. This

would ensure repeatability with respect to control, regardless of the aerodynamic loadings.

7.4 Associated Publications

The results of this dissertation have been published in a multitude of both conference papers

and peer reviewed journal articles.

The nondimensional derivation developed to characterize the static response of a flier as a

function of wind speed and direction and the corresponding results were published in Applied

Physics Letters [1].

The extended nonlinear LLT model and accompanying wind tunnel experiments were presented

at the 26th International Conference on Adaptive Structures and Technologies Conference [92]. A

peer reviewed version of this article which further analyzed the adaptation capabilities of the SMTE

to a much wider range of aerodynamic conditions was later published in The American Institute of

Aeronautics and Astronautics Journal [42].

The MFC model comparison and custom actuator CFD simulations were presented at the 5th
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International Conference of Smart and Multifunctional Materials, Structures and Systems [114].

The experimental validation and aerodynamic testing with respect to sideslip was presented at

the 27th International conference on Adaptive Structures and Technologies [115]. A peer reviewed

journal article combining these two studies was published in Bioinspiration and Biomimetics [116].

The experimental aerodynamic testing with respect to angle of attack was presented at [117].
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APPENDIX A

Coupling Local and Global Morphing

While the bulk of this work focused on aero-adaptive morphing mechanisms, a wide range of

benefits may be obtained by combining both aero-adaptive and mission-adaptive morphing tech-

nologies. They are typically separated by the magnitude of the motion involved, divided into local

morphing [93, 118], and global morphing [37, 119]. This concept has not been readily assessed in

primary literature, though some prior studies have investigated the effects of combining span mor-

phing and camber morphing on mission performance [120]. This appendix investigates the coupled

effects of sweep and camber morphing on a bioinspired wing through both RANS simulations and

wind tunnel experiments.

A.1 Coupled Geometries

For this study, the minimally swept geometry of a bioinspired wing at 5◦ sweep angle was

obtained from prior experiments in swifts [3]. However, it is important to note that increasing

wing sweep in birds is also associated with a reduction in wing area and changes in the mean

aerodynamic chord. It is well known that both the planform area and chord location substantially

effects the aerodynamic performance of a wing. This study was primarily concerned with isolating
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the effects of sweep from both so that the resulting aerodynamic analysis can be fully attributed to

sweep alone. Accordingly, for each of the other swept wing configurations, the wing’s planform

area and root chord remained consistent with the original, minimally swept configuration. Hence,

wing sweep is the only global scale variable that varies between cases. For this study, the wing

root chord was 0.053 m while the planform area was 7.07e10−3m2 for all test cases.

As the global morphing variable, three sweep angles were of interest in this study: 5◦, 30◦, and

55◦. The secondary local morphing parameter was chosen to be the airfoil shape. This work was

focused on 3 shapes in particular, symmetric NACA0012, cambered, and reflexed. Such shapes

have been achieved through camber morphing MFC actuators, and through the addition of a SMA

hinge to induce reflex.

Figure A.1: a) Synergistic smart morphing aileron diagram and b) SSMA monotonic and reflexed
airfoils, data from from [90]

In particular, this study focuses in the SSMA concept which combines MFCs and SMAs to
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address some of the pitfalls of both mechanism individually such as low work density, slow actua-

tion time, and restricted tip displacements. Together, the MFC component exhibits high bandwidth

actuation up to kHz, while the SMA component exhibits high work density, allowing for a mor-

phing airfoil mechanism capable of extended and reflexed camber which can also achieve larger

displacements than either concept alone, carry larger loads, and respond quickly. Unlike the MFCs

which actuate via electric current, the SMA wires rely on Joule heating and must be pre-strained

to repeat the actuation cycle. To ensure a repeatable process, the hinge utilizes two antagonistic

SMA wires, thus actuating one wire pre-strains the other and vice versa. A diagram of this specific

morphing airfoil concept is shown in Figure A.1a.

The airfoil profiles used were were from experimental results of SSMA concept which allows

for a greater range of airfoil geometries. These airfoil profiles are shown in Figure A.1b, and

correspond to an undeformed profile, the maximum cambered profile which compounds the tip

deflection of the MFC and SMA, and the maximum reflexed profile in which the MFC and SMA

are actuated in opposite directions to create a serpentine camber line. Prior studies on the reflexed

airfoil shape in particular have shown that at large angles of attack close to stall, it is capable

of achieving similar lift with forces with much less drag forces when compared to the standard

cambered airfoil [90].

Accordingly, a total of 9 configurations were generated which combines the 3 sweep angles

and the 3 airfoil profiles. The complete array of wing shapes tested can be seen in Figure A.2.

Note that half span models were used as this work was not focused on asymmetric actuation or

geometries.
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Figure A.2: Nine configurations combining various sweeps and cambers, 3D printed for prelimi-
nary wind tunnel testing

A.2 RANS Simulations

ANSYS Fluent was used to simulate the aerodynamic forces and moments on the multi-scale

morphing wings numerically. Due to the complex nature of the geometries, this was conducted

using three-dimensional time-steady simulations via a coupled pressure-based solver. As both

small UAVs and natural fliers operate at low altitudes and thus low Reynolds numbers, a suitable

viscous model was required. A standard k − ω turbulence model was used which is typical in

low Re applications, particularly when dealing with large curvatures and flow separation. Lastly,

an unstructured mesh with tetrahedral elements was used which was locally refined around high

curvatures or edges such as the wing tip and trailing edge. Examples of the mesh can be seen in

Figure A.3.

Simulations were conducted on the 9 configurations at a free stream velocity of 10 m/s for a

range of angles of attack between −25◦ to 25◦ in increments of 1◦. The two primary metrics of
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Figure A.3: Example mesh for swept configurations

interest were the lift and drag coefficients which can also identify each wing’s efficiency. Identify-

ing where each wing configuration is most efficient will provide a global understanding of how a

multi-scale morphing wing could be beneficial across a range of flight scenarios.

Figures A.4 through A.6 depict the results of the simulations. As validation, a brief analysis

was conducted between the experimental results presented in [3] and the simulated results pre-

sented here for the 5◦ sweep angle and NACA 0012 airfoil profile. It’s important to note that the

experimental profile of the wing was not quantified, thus this comparison serves as an estimate and

not a reproduction. Comparing the two, there was a %9 difference is lift and a %13 difference in

drag at an angle of attack of 6◦, solidly within the pre-stall regime. In addition to the discrepancies

in the airfoil profile, the simulations presented here do not consider aeroelastic effects which were

observed during experiments [3]

The lift coefficient vs. angle of attack is shown in Figure A.4. These results demonstrate a

few noteworthy trends. First, the changes in camber appear to show the most drastic effects. This
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effectively widens the operating conditions of the aerodynamic performance envelope and at most

doubling the maximum lift from the baseline configuration. Furthermore, while the reflexed airfoil

does not experience a drastic increase in lift at small angles of attack, the post-stall behavior shows

a very strong increase in lift, even matching the lift of the cambered airfoil. This behavior was

observed to occur regardless of sweep angle. Assessing the effects of the sweep angle, the data

shows that there is little difference in lift between the 5◦ and 30◦ sweep cases in the linear region

of the lift curve. However for all airfoil geometries, the 30◦ geometry delays the onset of stall

and is able to maintain a high lift condition for longer. This effect is strongest in the monotonic

cambered airfoil. Conversely, the wing with 55◦ sweep angle tend to experience a reduction in lift;

but post-stall, the lift matches and in some instances exceeds that of the other cases.

The drag coefficient, shown in Figure A.5 can also provide insight into the effects of combining

both sweep and camber. The largest effect in drag is due to the effects of monotonic actuation

which shifts the drag curve to the left. Effectively, this increases the drag at positive angles of

attack and decreases it at negative angles of attack. Upon initial observation it appears that highly

swept wings appear severely disadvantaged as seen by the low glide ratio and the restricted drag

polar range across all airfoil configurations. But a deeper analysis shows that at sweep angles of

55◦, the wing experiences a decrease in drag as indicated by a downwards shift in the drag curve

at positive angles of attack. Specifically, the highly swept wing experiences an 18% reduction in

drag at 0◦ angle of attack. Both the monotonic and reflexed airfoils demonstrate similar trends.

This shows that even in the absence of reductions in planform area, bioinspired swept wings still

decrease the drag substantially.

Lastly the drag polar and glide ratio as a function of angle of attack, are shown in Figure A.6.

Note that a high-lift low-drag configuration is ideal from an efficiency standpoint. These results
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Figure A.4: Variations in simulated lift coefficient as a function of angle of attack for the nine
combinations of sweep and camber

really highlight the diversity in aerodynamic performance that is achievable across angles of attack.

This data indicates that for the majority of operating conditions, the cambered airfoil exhibits the

greatest lift at the lowest drag penalty. However, these results also highlight a stark performance

gain with reflex camber. At near and post-stall angles of attack, the reflexed airfoil shows a sharp

increase in glide ratio from both the baseline and monotonic profiles. This is attributed to its ability

to maintain similar lift coefficients at a much lower drag coefficient due to the cambered tailing

edge but profile reduction due to reflex actuation. This is particularly interesting since aerodynamic

forces increase with increasing the AoA, which is expected to passively induce reflex in the trailing
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Figure A.5: Variations in simulated drag coefficient as a function of angle of attack for the nine
combinations of sweep and camber

edge feathers of birds, indicating that bird wings may inherently take on a low-drag configuration.

Lastly, in the fully separated region, high sweep angles appear to slightly outperform low and

moderately swept wings.

A.3 Wind Tunnel Experiments

As this work focuses not on the morphing mechanism, but on the aerodynamic effects of cou-

pled camber and sweep, an active morphing model for the wind tunnel was not required. Thus, the

9 geometries were 3D printed at the University of Michigan with the Projet 3500 HD MAX printer
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Figure A.6: a) Variations in simulated glide ratio and b) drag polar as a function of angle of attack
for the nine combinations of sweep and camber

using VisiJet M3-X high strength acrylic resin. With its high resolution printing capabilities (up

to 16 microns), the complex curvatures of the wing geometries were capable of being captured

smoothly. It is important to note that this printer uses a wax-based support material which requires

removal through a warm oil bath. Some minor warping, specifically in wing dihedral and twist,

was observed after removal.

Wind tunnel experiments were conducted in a 2 ft. x 2 ft. open loop wind tunnel at the

University of Michigan, shown in Figure A.7. The 3D printed models were mounted vertically at

the root’s quarter chord, 50 mm away from the tunnel wall outside of the boundary layer to ensure

uniform flow around the wing. The mount was attached to a force balance and turntable which was

used to vary the wing’s angle of attack. Static aerodynamic tests were conducted at 10 m/s over a

range of angles of attack. The aerodynamic forces and moments were collected using a NI-9205

DAQ at a sampling rate of 1 kHz and time averaged over 400 samples.

The results of the wind tunnel tests are shown in Figure A.8 and A.9. Thought the data is not

192



Figure A.7: a) Force balance setup with the load cells and the turn table and b) in-tunnel testing
of the monotonic 55◦ swept wing with flow visualization demonstrating flow separation

as clean as the results of the simulations presented prior, the general results match fairly well and

demonstrate the same trends. However, there are a few noteworthy discrepancies which will be

discussed. The simulations slightly over-estimated the lift for all sweep angles of the monotonic

airfoil. But interestingly, the difference in maximum lift and delay in stall between the 5◦ and 30◦

sweep cases was much larger in the experiments. This could imply that the performance benefits

of a 30◦ swept wing exceeds the predicted performance. Furthermore the 55◦ swept wing shows

much better post-stall performance, almost exceeding that of the 30◦ swept wing. Lastly, the post-

stall behavior in all of the simulations predicted a much deeper stall than was observed during

experiments.

Investigating the experimental drag coefficients, the data shows that the simulations under-

estimated the drag particularly in the highly swept monotonic and reflexed airfoils. This could be

attributed, in part, due to the warping of the wings which occurred during the removal of the support
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Figure A.8: Variations in experimental lift coefficient as a function of angle of attack for the nine
combinations of sweep and camber

material. While the overall magnitude of the drag coefficient is on-par with the simulations, the

consistency between runs is limited. As the magnitude of the drag force is typically much smaller

than the lift, this indicates that the load cells in the force balance might not have been as repeatable

for this scale of measurement. This would also explain the near-zero drag readings at small angles

of attack in some instances.
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Figure A.9: Variations in experimental drag coefficient as a function of angle of attack for the
nine combinations of sweep and camber

A.4 Reynolds Number Effects

As swept wing configurations are typically desirable at higher Reynolds numbers, the simula-

tions were extended to greater wind speeds. Specifically, these models were re-run for 10 m/s, 15

m/s, and 20 m/s.

Figure A.10 shows the raw data from the simulations in terms of the lift and drag coefficients,

grouped by wind speed. From this a few trends are evident. The monotonic airfoil has a high lift

performance across all angles of attack regardless of wind speed and sweep, in addition to a higher

drag coefficient. However, the highly swept wing exhibits a substantial loss in lift when compared

to the other two sweep angles. This is in part due to a reduction in the lift-curve slope which is
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a trend seen in low aspect ratio wings. Careful observation reveals that this trend is also present

in the other two airfoil configurations. Hence, the wing sweep effectively reduces the wing aspect

ratio. This can be further validated using the general equation for aspect ratio which is given as

AR = b2/s (A.1)

For a wing of fixed length, the wing span decreases with increasing sweep. Thus from Equa-

tion A.1 it is clear that the aspect ratio effectively decreases with increasing sweep. Furthermore,

though not as prominent as the effects of airfoil shape, the drag coefficient decreases with in-

creasing wing sweep for positive angles of attack and the lift increases with wind speed across all

configurations. These trends were anticipated, as was mentioned in the introduction. However,

further analysis is required to fully detail when each of these configurations may be useful. This

is particularly evident given the minor differences in drag across wind speeds and the crossover in

the lift between the cases at large angles of attack.

Figure A.11 illustrates the glide ratio as a function of the angle of attack for all nine configu-

rations grouped together based on velocity. As expected, the glide ratio increases with wind speed

across all configurations. Specifically, the glide ratio increases with speed by 11%, 19%, and 33%

for baseline, monotonic, reflexed airfoils respectively. This trend is particularly prominent in the

reflexed wings. The reflexed wings also outperform both the monotonic and baseline wings at high

angles of attack near and post-stall. This can be attributed to the airfoil’s ability to generate lift with

relatively low drag consequences. This region of interest widens substantially as the wind speed

increases, as is shown by the outlined areas of the curve. Lastly, while most configurations demon-

strate that swept wings tend to reduce the glide ratio, the reflexed wings experience a crossover
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phenomenon which indicates that the coupling effect of sweep and reflex camber are not directly

dependent upon the wind speed. This region is marked on each plot by an asterisk. It shows that

at 10 m/s, the 30◦ and 55◦ sweep reflexed wings perform fairly equally. But as the wind speed

increases to both 15 m/s and 20 m/s, the 30◦ sweep wing shows a substantial increase in glide ratio

compared to the 55◦ wing. While it was shown that the highly swept wing does exhibit a smaller

drag coefficient, its substantial reduction in lift coefficient proves to be its downfall with respect to

the glide ratio. However, the dependence of these aerodynamic parameters on the angle of attack

is not always useful.

Another way of viewing this data is through the drag polar which eliminates any dependence

upon the angle of attack. These plots are fairly consistent across wind speeds and any trends present

have already been noted in the prior analysis. Thus, only the 20 m/s case is shown in Figure A.11d.

This very clearly shows that the ability of the wing to morph its airfoil shape between baseline,

monotonic and reflex substantially widens the performance envelope. However given all of this

information, a question which remains unanswered is when each of these configurations is useful.
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Figure A.10: Comparison of lift and drag coefficients across configurations, grouped by wind
speed
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Figure A.11: Gliding performance using the same labeling convention as in Fig. 5 for a) 10 m/s
b) 15 m/s c) 20 m/s; and d) Drag polar at 20 m/s
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