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ABSTRACT

The hexahedron recurrence was introduced by R. Kenyon and R. Pemantle in the

study of the double-dimer model in statistical mechanics. It describes a relation-

ship among certain minors of a square matrix. This recurrence is closely related to

the Kashaev equation, which has its roots in the Ising model and in the study of

relations among principal minors of a symmetric matrix. Certain solutions of the

hexahedron recurrence restrict to solutions of the Kashaev equation. We characterize

the solutions of the Kashaev equation that can be obtained by such a restriction.

This characterization leads to new results about principal minors of symmetric ma-

trices. We describe and study other recurrences whose behavior is similar to that

of the Kashaev equation and hexahedron recurrence. These include equations that

appear in the study of s-holomorphicity, as well as other recurrences which, like the

hexahedron recurrence, can be related to cluster algebras.

vi



CHAPTER I

Introduction

The Kashaev equation is a polynomial equation involving 8 numbers indexed by

the vertices of a cube; this equation is invariant under the symmetries of the cube.

It originally appeared in the study of the star-triangle move in the Ising model [3];

it also arises as a relation among principal minors of a symmetric matrix [4].

We say that a C-valued array indexed by Z3 satisfies the Kashaev equation if for

every unit cube C in Z3, the 8 numbers indexed by the vertices of C satisfy the

Kashaev equation. The Kashaev equation is quadratic in each of its variables, so we

in general have two choices in solving for one value in terms of the remaining seven.

If these seven values are all positive, then both solutions are real, and the larger

solution is positive. This leads to a recurrence on positive-valued arrays on Z3 that

we call the positive Kashaev recurrence; it expresses the value at the “top vertex” of

each unit cube in terms of the 7 values underneath it.

Our first observation is that solutions of this positive recurrence satisfy an ad-

ditional algebraic constraint not implied by the Kashaev equation alone. This con-

straint involves the values indexed by the 27 vertices of a 2 × 2 × 2 cube in Z3. A

solution of the Kashaev equation that satisfies this constraint is called coherent.

The hexahedron recurrence is a birational recurrence satisfied by an array indexed

1
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by the vertices and (centers of) two-dimensional faces of the standard tiling of R3

with unit cubes. This recurrence was introduced by Kenyon and Pemantle [5] in the

context of statistical mechanics as a way to count “taut double-dimer configurations”

of certain graphs. It also describes a relationship among principal and “almost

principal” minors of a square matrix [4].

A key observation of Kenyon and Pemantle [5] was that restricting an array sat-

isfying the hexahedron recurrence to the vertices of the standard tiling of R3 with

cubes (i.e., to Z3) yields an array satisfying the Kashaev equation. However, not

all solutions of the Kashaev equation can be obtained this way. Our main result

(Theorem II.22) states that, modulo some natural technical conditions, a solution of

the Kashaev equation can be extended to a solution of the hexahedron recurrence if

and only if it is coherent.

We then generalize this result to a certain subclass of 3-dimensional cubical com-

plexes. We show that a suitable generalization of Theorem II.22 holds for these

complexes (Proposition VIII.3 and Theorem VIII.10), but that the corresponding

statement can be false for cubical complexes outside this subclass (Theorem VIII.11).

We use this generalization to study the relations among principal minors of sym-

metric matrices. Given a symmetric matrix M , we associate principal minors of M

to the vertices of a cubical complex, so that the resulting array is a coherent solu-

tion of the Kashaev equation. Conversely, for any generic coherent solution of the

Kashaev equation, there exists a symmetric matrix whose principal minors appear

as the entries of the given array. This leads to Theorem IV.26, which provides a

simple test for whether a 2n-tuple of complex numbers (satisfying certain genericity

conditions) arises as a collection of principal minors of an n × n symmetric matrix.

An alternative criterion was given by L. Oeding [9].
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Going in another direction, we develop an axiomatic setup for pairs of recur-

rences whose behavior is similar to that of the Kashaev equation and the hexahe-

dron recurrence, respectively. Theorem X.24 generalizes Theorem II.22 to this class

of recurrences.

Among the applications of this generalization, we study a set of equations that

appear in the context of s-holomorphicity in discrete complex analysis. We introduce

an equation (5.1), similar to the Kashaev equation for arrays indexed by Z2, along

with equations (5.12)–(5.14), similar to the hexahedron recurrence for arrays indexed

by the edges and vertices of the standard tiling of R2 with unit squares. The equa-

tions (5.13)–(5.14) for the edge values are independent of the values on the vertices,

and can be used (with small modifications) to define s-holomorphic functions on the

tiling of R2 with unit squares. While the equations (5.1) and (5.12)–(5.14) have been

studied before (cf. [1]), our main novelty is the notion of coherence similar to that

for the Kashaev equation.

As another application, we introduce additional recurrences exhibiting hexahe-

dron-like behavior that have their origins in the theory of cluster algebras. Whereas

the connections with cluster algebras are to be discussed elsewhere, the definitions

of coherence for these recurrences are provided herein.

Definitions

and results

Proofs and

generalizations

Kashaev equation in Z3 Chapter II Chapter VII

Kashaev equation for cubical complexes Chapters III, IV Chapters VIII, IX

Other Kashaev-like recurrences Chapters V, VI Chapter X

Table 1.1: General organization of the thesis.
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We next review the content of each chapter of the thesis. Chapter II introduces

the basic concepts. Its main result is Theorem II.22, which has been discussed above.

The results from Chapter II are proved in Chapter VII.

While Chapters II and VII are necessary for the rest of the thesis, Chapters III,

IV, VIII, IX are independent of Chapters V, VI, X, and vice versa. In Chapter III, we

discuss some combinatorial tools involving cubical complexes and zonotopal tilings

that we use in Chapters IV, VIII, and IX. In Chapter IV, we review the background

from Kenyon and Pemantle [4] on the use of the hexahedron recurrence and the

Kashaev equation in the study of principal and almost principal minors. In that

chapter, we also state a version of Theorem II.22 for certain cubical complexes, and

then apply this result to the study of principal minors of symmetric matrices. In

Chapter VIII, we extend Theorem II.22 to the setting of cubical complexes, and

in the process prove some results from Chapter IV. In Chapter IX, we prove the

remaining results from Chapter IV.

In Chapter V, we discuss a condition similar to the Kashaev equation that arises

in the context of s-holomorphicity. In Chapter VI, we discuss some additional recur-

rences with behavior similar to the Kashaev equation and hexahedron recurrence,

which are related to cluster algebras. Chapters V and VI can be read independently

of each other. In Chapter X, we describe an axiomatic setup for equations with prop-

erties similar to those of the Kashaev equation, and prove a more general version of

Theorem II.22. In the process, we prove all of the results from Chapters V–VI.



CHAPTER II

The Kashaev Equation in Z3

In this chapter, we introduce the Kashaev equation, the hexahedron recurrence,

and the K-hexahedron equations. We then state our main results (Theorems II.22–

II.23) about the Kashaev equation for arrays indexed by Z3.

Definition II.1. Let z000, . . . , z111 ∈ C be 8 numbers indexed by the vertices of a

cube, as shown in Figure 2.1. We say that these 8 numbers satisfy the Kashaev

equation if

2(a2 + b2 + c2 + d2)− (a+ b+ c+ d)2 + 4(s+ t) = 0,(2.1)

where a, b, c, d, s, t are the monomials defined in Figure 2.1. Notice that the equa-

tion (2.1) is invariant under the symmetries of the cube. Thus, reindexing the 8 values

using an isomorphic labeling of the cube does not change the Kashaev equation.

Definition II.2. We say that a 3-dimensional array x ∈ CZ3

satisfies the Kashaev

equation if its components labeled by the vertices of any unit cube in Z3 satisfy (2.1).

More formally, given a unit cube C in Z3, define KC : CZ3 → C by

KC(x) = 2(a2 + b2 + c2 + d2)− (a+ b+ c+ d)2 − 4(s+ t)(2.2)

where a, b, c, d, s, t are the monomials in the components of x at the vertices of C,

5
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z000

z010

z001

z011

z100

z110

z101

z111

a = z000z111,

b = z100z011, s = z000z011z101z110,

c = z010z101, t = z111z100z010z001.

d = z001z110,

Figure 2.1: Notation used in Definition II.1. The quantities a, b, c, and d are the products of the
values at opposite vertices of the cube, and s and t are the products corresponding to
the two inscribed tetrahedra.

defined as in Figure 2.1. We then say that x satisfies the Kashaev equation if

KC(x) = 0 for every unit cube C in Z3.

The Kashaev equation was originally introduced by R. Kashaev [5] in the study

of the star-triangle move in the Ising model. It also appears as an identity involving

principal minors of a symmetric matrix [4]; this connection is discussed in Chapter IV.

Furthermore, up to changes of sign, the Kashaev equation can be interpreted as the

vanishing of Cayley’s hyperdeterminant of a 2×2×2 hypermatrix; this connection is

also discussed in Chapter IV. The Kashaev equation is also related to the theory of

cluster algebras and to Descartes’s formula for Apollonian circles, connections that

we will explore in later work.

Remark II.3. The left-hand side of equation (2.1) is a quadratic polynomial in each

of the variables zijk. Solving for z111 in terms of the other zijk, we obtain

z111 =
A± 2

√
D

z2
000

,(2.3)

where

A = 2z100z010z001 + z000(z100z011 + z010z101 + z001z110)

D = (z000z011 + z010z001)(z000z101 + z100z001)(z000z110 + z100z010).

(2.4)
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and
√
D denotes any of the two square roots of D. Notice that if all 7 values zijk

contributing to the right-hand side of (2.3) are positive, then D > 0, so both solutions

for z111 in (2.3) are real; moreover, the larger of these two solutions is positive. This

observation suggests the following definition.

Definition II.4. We say that a 3-dimensional array x ∈ (R>0)Z
3

satisfies the positive

Kashaev recurrence if for every (v1, v2, v3) ∈ Z3, we have

z111 =
A+ 2

√
D

z2
000

,(2.5)

where zijk denotes the component of x at (v1 + i, v2 + j, v3 + k), for i, j, k ∈ {0, 1},

and we use the notation introduced in (2.4), with the conventional meaning of the

square root.

Remark II.5. By Remark II.3, any solution of the the positive Kashaev recurrence

is a positive real solution of the Kashaev equation. However, the converse is false;

there exist arrays x ∈ (R>0)Z
3

satisfying the Kashaev equation which do not satisfy

the positive Kashaev recurrence. (There exist positive zijk such that both solutions

for z111 in (2.3) are positive.)

Any solution of the positive Kashaev recurrence must satisfy certain algebraic

equations which are not implied by the Kashaev equation.

Definition II.6. Let x ∈ CZ3

. Let v, w be two opposite vertices in a unit cube C

in Z3. We set

KC
v (x) =

1

4

∂KC

∂xw
(x)

=
1

2
(z111z

2
000 − z000(z100z011 + z010z101 + z001z110))− z100z010z001,

(2.6)

where we use a labeling of the components of x on the vertices of C as in Figure 2.1,

with z000 corresponding to the component of x at v.
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Definition II.7. Given v ∈ Z3 and i1, i2, i3 ∈ {−1, 1}, define Cv(i1, i2, i3) to be the

unique unit cube containing the vertices v and v + (i1, i2, i3).

Proposition II.8. Suppose that x = (xs) ∈ CZ3

satisfies the Kashaev equation.

Then for any v ∈ Z3,(∏
C3v

KC
v (x)

)2

=

(∏
S3v

(xvxv2 + xv1xv3)

)2

,(2.7)

where

• the first product is over the 8 unit cubes C incident to the vertex v,

• the second product is over the 12 unit squares S incident to v (cf. Figure 2.2),

and

• v, v1, v2, v3 are the vertices of such a unit square S listed in cyclic order.

Moreover, the following strengthening of (2.7) holds:
∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}

i1i2i3=1

KC
v (x)


2

=


∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}
i1i2i3=−1

KC
v (x)


2

=
∏
S3v

(xvxv2 + xv1xv3),(2.8)

where the rightmost product is the same as in (2.7).

Theorem II.9. Suppose that x = (xs) ∈ (R>0)Z
3

satisfies the positive Kashaev

recurrence. Then for any v ∈ Z3,

∏
C3v

KC
v (x) =

∏
S3v

(xvxv2 + xv1xv3),(2.9)

where the notational conventions are the same as in equation (2.7).

Proposition II.8 asserts that the expressions being squared in equation (2.7) are

equal up to sign; in the case of the positive Kashaev recurrence, Theorem II.9 states

that the signs must match.
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v

Figure 2.2: The 12 unit squares incident to v ∈ Z3.

Definition II.10. We say that a solution x of the Kashaev equation is coherent if

it satisfies (2.9) for every v ∈ Z3. Equivalently, x is coherent if

∏
C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}

i1i2i3=1

KC
v (x) =

∏
C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}
i1i2i3=−1

KC
v (x)(2.10)

(cf. (2.8)).

By Theorem II.9, any solution of the positive Kashaev recurrence is a coherent

solution of the Kashaev equation.

Remark II.11. If x = (xs)s∈Z3 is a coherent solution of the Kashaev equation, then

for any v ∈ Z3, each of the formulas (2.9) and (2.10) represent xv+(1,1,1) as a rational

expression in the 26 values xv+(β1,β2,β3) for (β1, β2, β3) ∈ {−1, 0, 1}3 \ {(1, 1, 1)}.

Coherent solutions of the Kashaev equation are closely related to (a special case

of) the hexahedron recurrence, introduced and studied by Kenyon and Pemantle [5].

We next discuss this important construction, which plays a central role in this thesis.
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Definition II.12. Let L be the subset of (1
2
Z)3 defined by

L = {(i, j, k) ∈ R3 : 2i, 2j, 2k, i+ j + k ∈ Z}

= Z3 +
{

(0, 0, 0) ,
(
0, 1

2
, 1

2

)
,
(

1
2
, 0, 1

2

)
,
(

1
2
, 1

2
, 0
)}
.

(2.11)

Thus, L contains Z3, together with the centers of unit squares with vertices in Z3.

Kenyon and Pemantle [5] made the following important observation, which can

be verified by direct computation.

Proposition II.13 ([5, Proposition 6.6]).

(a) Let x = (xs) ∈ (R>0)Z
3

satisfy the positive Kashaev recurrence. Extend x to an

array x̃ = (xs) ∈ (R>0)L by setting

x2
s = xv1xv3 + xv2xv4 ,(2.12)

for all s ∈ L − Z3, where v1, v2, v3, v4 ∈ Z3 appear in cyclic order along the unit

square corresponding to s; see Figure 2.3. In other words, for all v ∈ Z3,

xv+(0, 1
2
, 1
2) =

√
xvxv+(0,1,1) + xv+(0,1,0)xv+(0,0,1),(2.13)

xv+( 1
2
,0, 1

2) =
√
xvxv+(1,0,1) + xv+(1,0,0)xv+(0,0,1),(2.14)

xv+( 1
2
, 1
2
,0) =

√
xvxv+(1,1,0) + xv+(1,0,0)xv+(0,1,0).(2.15)

Then for all v ∈ Z3, we have

z1 1
2

1
2

=
z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0 + z100z010z001 + z000z100z011

z000z0 1
2

1
2

,(2.16)

z 1
2

1 1
2

=
z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0 + z100z010z001 + z000z010z101

z000z 1
2

0 1
2

,(2.17)

z 1
2

1
2

1 =
z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0 + z100z010z001 + z000z001z110

z000z 1
2

1
2

0

,(2.18)

z111 =
z2

0 1
2

1
2

z2
1
2

0 1
2

z2
1
2

1
2

0
+ Az0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0 +D

z2
000z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0

(2.19)
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where zijk denotes the component of x̃ at v+(i, j, k), and A and D are given by (2.4).

(b) Conversely, suppose x̃ = (xs) ∈ (R>0)L satisfies (2.16)–(2.19) together with (2.12).

Then the restriction of x̃ to Z3 satisfies the positive Kashaev recurrence.

v1

v4

v2

v3

s

Figure 2.3: The points involved in equation (2.12).

Definition II.14 ([5]). We say that an array x̃ ∈ (C∗)L satisfies the hexahedron

recurrence if for any v ∈ Z3, x̃ satisfies equations (2.16)–(2.19). Notice that equa-

tions (2.16)–(2.19) involve the components of x̃ at the 14 points in L located at the

boundary of the unit cube in Z3 with the vertices v + (i, j, k), for i, j, k ∈ {0, 1},

namely the 8 vertices of the cube, and the 6 centers of its faces.

The hexahedron recurrence was introduced in [5] in the context of statistical

mechanics as a way to count “taut double-dimer configurations” of certain graphs.

This recurrence also describes a relationship among principal and “almost principal”

minors of a square matrix [4], a connection we will discuss in Chapter IV.

Remark II.15. The equations for the hexahedron recurrence, like those for the pos-

itive Kashaev recurrence above (and unlike the original Kashaev equation (2.1)),

have a “preferred direction,” viz., the direction of increase of all three coordinates.

While replacing the direction (1, 1, 1) by the opposite direction (−1,−1,−1) does

not change these equations, using any of the six remaining directions (±1,±1,±1)

yields a different recurrence. See Remark VII.4.

We now extend Proposition II.13 to complex-valued solutions of the hexahedron
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recurrence.

Theorem II.16.

(a) Let x = (xs) ∈ (C∗)Z3
be a coherent solution of the Kashaev equation, with

xvxv+ei+ej + xv+eixv+ej 6= 0(2.20)

for all v ∈ Z3 and all distinct i, j ∈ {1, 2, 3}. Then x can be extended to an array

x̃ = (xs) ∈ (C∗)L satisfying the hexahedron recurrence along with (2.12).

(b) Conversely, suppose x̃ = (xs) ∈ (C∗)L satisfies the hexahedron recurrence along

with (2.12). Then the restriction of x̃ to Z3 is a coherent solution of the Kashaev

equation and satisfies condition (2.20).

Remark II.17. Theorem II.9 follows from Theorem II.16(b), because a solution of

the positive Kashaev recurrence can be extended to a solution of the hexahedron

recurrence that satisfies (2.12) (by Proposition II.13).

Remark II.18. If x doesn’t satisfy condition (2.20), and an array x̃ extending x ∈ CL

satisfies (2.12), then at least one of the face variables for x̃ equals 0, requiring us to

divide by 0 when we apply the hexahedron recurrence. On the other hand, if x̃ ∈ CL

satisfies equations (2.16)–(2.19) with the denominators multiplied out (so that the

denominators can equal 0), then the restriction of x̃ to Z3 doesn’t necessarily satisfy

the Kashaev equation.

The following statement is straightforward to check.

Proposition II.19. Let x̃ = (xs) ∈ (C∗)L be an array satisfying (2.12), for any s ∈

L− Z3. Then the following are equivalent:

• x̃ satisfies the hexahedron recurrence;
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• for any v ∈ Z3, we have

z1 1
2

1
2

=
z 1

2
0 1
2
z 1

2
1
2

0 + z0 1
2

1
2
z100

z000

,(2.21)

z 1
2

1 1
2

=
z0 1

2
1
2
z 1

2
1
2

0 + z 1
2

0 1
2
z010

z000

,(2.22)

z 1
2

1
2

1 =
z0 1

2
1
2
z 1

2
0 1
2

+ z 1
2

1
2

0z001

z000

,(2.23)

z111 =
A+ 2z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0

z2
000

,(2.24)

where, as before, zijk denotes the component of x̃ at v+ (i, j, k), and A is given

by (2.4).

Definition II.20. Let x̃ = (xs) ∈ CL be an array with xs 6= 0 for s ∈ Z3. We

say that x̃ satisfies the K-hexahedron equations if x̃ satisfies equation (2.12) for all

s ∈ L− Z3, and satisfies equations (2.21)–(2.24) for all v ∈ Z3.

Remark II.21. By Proposition II.19, if x̃ ∈ (C∗)L, i.e., x̃ has all nonzero components,

then the following are equivalent:

• x̃ satisfies the K-hexahedron equations;

• x̃ satisfies the hexahedron recurrence, along with equation (2.12) for s ∈ L−Z3.

We next restate Theorem II.16 (and slightly strengthen part (b) thereof) using

the notion of the K-hexahedron equations.

Theorem II.22.

(a) Any coherent solution x = (xs) ∈ (C∗)Z3
of the Kashaev equation satisfying con-

dition (2.20) can be extended to an array x̃ = (xs) ∈ CL satisfying the K-hexahedron

equations.

(b) Conversely, suppose that x̃ = (xs) ∈ CL (with xs 6= 0 for all s ∈ Z3) satisfies the

K-hexahedron equations. Then the restriction of x̃ to Z3 is a coherent solution of the

Kashaev equation.
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The extension from x to x̃ in Theorem II.22(a) is not unique. The theorem below

clarifies the relationship between different extensions.

Theorem II.23. Let x̃ = (xs) ∈ (C∗)L be an array satisfying the K-hexahedron

equations.

(a) Let αi, βi, γi ∈ {−1, 1}, i ∈ Z. Let ỹ = (ys) ∈ (C∗)L be defined by

y(a,b,c) = x(a,b,c),(2.25)

y(a,b+ 1
2
,c+ 1

2) = βbγcx(a,b+ 1
2
,c+ 1

2),(2.26)

y(a+ 1
2
,b,c+ 1

2) = αaγcx(a+ 1
2
,b,c+ 1

2),(2.27)

y(a+ 1
2
,b+ 1

2
,c) = αaβbx(a+ 1

2
,b+ 1

2
,c),(2.28)

for (a, b, c) ∈ Z3. Then ỹ satisfies the K-hexahedron equations.

(b) Conversely, suppose ỹ = (ys) ∈ (C∗)L is an array satisfying the K-hexahedron

equations that agrees with x̃ on Z3 (cf. (2.25)). Then there exist signs αi, βi, γi ∈

{−1, 1}, i ∈ Z, such that ỹ is given by (2.25)–(2.28) for (a, b, c) ∈ Z3.

Theorems II.22–II.23 are proved in Chapter VII.



CHAPTER III

Combinatorial Preliminaries on Cubical Complexes and
Zonotopes

In this chapter, we review some standard combinatorial background on cubical

complexes and zonotopes. This chapter introduces some unconventional terminology

which later chapters will use.

Definition III.1. A cubical complex is a polyhedral complex whose cells are cubes

of various dimensions, see [6, Definitions 2.39 and 2.42]. We do not require that there

exist an embedding of a cubical complex into Euclidean space such that every cell is

a polyhedron. A cubical complex κ is d-dimensional if the dimension of the largest

cube in κ is d; it is pure of dimension d if every cube of κ is either dimension d or

a face of some d-dimensional cube in κ. A quadrangulation of a polygon R in R2 is

a realization of R as a (pure, 2-dimensional) cubical complex.

Definition III.2. Let κ be a cubical complex embedded (as a topological space)

into a Euclidean space Rd. A point v in κ is called an interior point of κ if κ contains

a (small) open ball centered at v. (This notion does not depend on the choice of

embedding for a fixed d.)

Definition III.3. A m-dimensional zonotope Zv1,...,v` is the Minkowski sum of line

segments
∑`

j=1[0, vj] for v1, . . . , v` ∈ Rm spanning Rm. A cubical tiling of Zv1,...,v` is a

15
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tiling of Zv1,...,v` with the translates of the Minkowski sums
∑

j∈I [0, vj] over I ∈
(

[`]
m

)
such that {vj : j ∈ I} is linearly independent. Cubical tilings of zonotopes are

examples of cubical complexes.

Definition III.4. We denote by Pn the regular (2n)-gon Ze1,...,en where ej = eπi(j−1)/n

∈ C ∼= R2 for j = 1, . . . , n using the standard identification between C and R2 (see

Figure 3.1). We denote by v0 the vertex of Pn corresponding to the origin. We

define a ♦-tiling of Pn to be a cubical tiling of Ze1,...,en , i.e., a tiling of Pn with

the
(
n
2

)
rhombi given by the translations of the Minkowski sums [0, ei] + [0, ej] for

1 ≤ i < j ≤ n (see Figure 3.2). We label the vertices of a ♦-tiling of Pn by subsets

of [n] as follows: we label a vertex v by I ⊆ [n] if we can reach v from v0 by following

the edges of the tiling corresponding to the vectors ej for j ∈ I (see Figure 3.2).

e1

e2

e3

e4

P4

v0

Figure 3.1: On the left, the vectors e1, e2, e3, e4 from Definition III.4 when n = 4. On the right, the
regular 8-gon P4.

Definition III.5. Two quadrangulations T1, T2 of a polygon are connected by a flip

if they are related by a single local move of the form pictured in Figure 3.3. Note

that we can picture a flip as placing a cube on top of the hexagon where the flip

occurs.

It will be helpful for us to think about quadrangulations through the dual language

of divides.
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v0∅∅∅ 1

12

123

1234234

34

4 2

24

124

12

24

14

23

13

34

Figure 3.2: A ♦-tiling of P4. The vertex v0 corresponding to the origin is labeled. In red, we label
each rhombus that is a translation of the Minkowski sum [0, ei]× [0, ej ] by ij. In blue,
we label each vertex of the tiling by its corresponding subset of [4].

Figure 3.3: A flip.

Definition III.6. A divide D in a polygon R in R2 is an immersion of a finite set

of closed intervals and circles, called branches, in R, such that

• the immersed circles do not intersect the boundary of R,

• the immersed intervals have pairwise distinct endpoints on the boundary of R,

and are otherwise disjoint from the boundary,

• all intersections and self-intersections of the branches are transversal, and

• no three branches intersect at a point,

all considered up to isotopy. For further details, see [2, Definition 2.1]. Given a

quadrangulation T of R, the divide associated to T is the divide in R such that for

every tile Q in T , branches connect the 2 pairs of opposite edges in Q, and there is a

single branch intersection in the interior of Q (see Figure 3.4). (All divides considered
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in the remainder of this thesis are associated to quadrangulations.) A braid move is

a local transformation of divides shown in Figure 3.5. A flip in a quadrangulation

corresponds to a braid move in its associated divide.

Figure 3.4: The divide (in black) associated to a quadrangulation (in blue).

Figure 3.5: A braid move.

Definition III.7. A divide is called a pseudoline arrangement if all of its branches

are immersed intervals with no self-intersections, and, moreover, each pair of branches

intersects at most once. Note that the class of pseudoline arrangements is closed

under braid moves.

The following fact is well known.

Proposition III.8. Let D be a divide in a polygon in R2. Then the following are

equivalent:

• D is a pseudoline arrangement in which every pair of branches intersects exactly

once;
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v0 1

2

3

4

∅∅∅ 1

12

123

1234234

34

4 2

24

124

Figure 3.6: The pseudoline arrangement (in black) associated to a ♦-tiling of P4 (in red). The
branches are labeled (in black) as described in Definition III.10. Note that the label
I ⊆ [n] for the vertices of T (in blue) is precisely the set of labels for the branches in
between the chamber and v0.

• D is topologically equivalent to the divide associated to a ♦-tiling of Pn.

Remark III.9. Pseudoline arrangements of n branches, each pair of which intersects

exactly once, are in bijection with commutation-equivalence classes of reduced words

for the longest element w0 ∈ Sn in the symmetric group. A braid move on the

pseudoline arrangement corresponds to a braid move on the reduced word.

Definition III.10. Let T be a ♦-tiling of Pn, and let D be the pseudoline arrange-

ment associated to T . We call the connected components of the complement of D

the chambers of D. Note that the chambers of D correspond to the vertices of T ,

and the crossings of D correspond to the tiles of T . Label the branches 1, . . . , n

as in Figure 3.6, by starting at v0 and traveling counterclockwise along the bound-

ary of Pn (so that branch j intersects the boundary of Pn at the edges parallel

to ej = eπi(j−1)/n). Note that the label I ⊆ [n] for a vertex of T is precisely the set

of labels for the branches in between the chamber and v0.

Definition III.11. Let T be a ♦-tiling of Pn, and let D be the pseudoline ar-

rangement associated to T . Label the branches as in Definition III.10. Given three
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i

j

k

ij

ik
jk

v0
i

j

k

ik

ij
jk

v0

∆-crossing ∇-crossing

Figure 3.7: A ∆-crossing and a ∇-crossing. Note that in the ∆-crossing, the triangle formed by
the 3 intersecting branches points up and away from v0, while in the ∇-crossing, the
triangle formed by the 3 intersecting branches points down and towards v0.

branches labeled i < j < k, we say that i, j, k have a ∆-crossing if the pairs of i, j, k

intersect in the following counterclockwise order along the boundary of the triangle

these branches form: (i, j), (i, k), (j, k). We say that i, j, k have a ∇-crossing if the

pairs of i, j, k intersect in the following counterclockwise order along the boundary

of the triangle these branches form: (j, k), (i, k), (i, j). Note that i, j, k must either

have a ∆-crossing or a ∇-crossing. See Figure 3.7 for pictures which make clear the

reasoning behind this choice of terminology. Note that when a braid move is per-

formed with i, j, k, the triple i, j, k switches between having a ∆-crossing and having

a ∇-crossing.

Definition III.12. Define Tmin,n to be the unique ♦-tiling of Pn in which every vertex

is labeled by consecutive subsets I ⊆ [n], and define Tmax,n to be the unique ♦-tiling

of Pn in which every vertex is labeled by a subset I ⊆ [n] whose complement [n]− I

is consecutive (see Figure 3.8). Equivalently, Tmin,n is the ♦-tiling of Pn in which

every triple i < j < k has a ∆-crossing in its associated pseudoline arrangement,

while Tmax,n is the ♦-tiling of Pn in which every triple i < j < k has a ∇-crossing in

its associated pseudoline arrangement.

Definition III.13. We say that T = (T0, . . . , T`) is a pile of quadrangulations of a

polygon if Ti−1 and Ti are connected by a flip for i = 1, . . . , `.
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∅∅∅ 1

12

123

1234234

34

4
2

3

23

∅∅∅ 1

12

123

1234234

34

4

124

14

134

Tmin,4 Tmax,4

Figure 3.8: The ♦-tilings Tmin,4 and Tmax,4.

Example III.14. Consider the pile T = (T0, . . . , T8) of ♦-tilings of P4 shown in

Figure 3.9. Note that T0 = T8. For each tiling Ti, there are two possible flips that we

can perform; applying one gives us Ti−1, and applying the other gives us Ti+1 (with

indices taken mod 8).

Definition III.15. Define C(n) to be the set of all piles T = (T0, . . . , T(n
3)

) with

T0 = Tmin,n and T(n
3)

= Tmax,n. Note that the shortest length of a pile starting with

Tmin,n and ending with Tmax,n is
(
n
3

)
, corresponding to switching from ∆-crossings to

∇-crossings for each of the
(
n
3

)
triples. Every ♦-tiling T of Pn appears in at least

one pile in C(n).

Remark III.16. One can put a poset structure on the set of ♦-tilings of Pn, called

the second higher Bruhat order B(n, 2) [8], as follows: given ♦-tilings T1, T2 with

associated pseudoline arrangements D1, D2, we say that T1 ≤ T2 if i, j, k having a

∆-crossing in T2 implies that i, j, k have a ∆-crossing in T1 for all i < j < k. Note

that Tmin,n is the minimum element of B(n, 2), and Tmax,n is the maximum element

of B(n, 2).

Example III.17. The set C(4) consists of two piles, namely (T0, T1, T2, T3, T4) and

(T0, T7, T6, T5, T4), where the Ti are the ♦-tilings of P4 from Figure 3.9.
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Figure 3.9: The pile of ♦-tilings of P4 from Example III.14.

Definition III.18. A directed cubical complex is a d-dimensional cubical complex

along with a choice of “top” vertex in each d-dimensional cube.

Definition III.19. Given a pile T = (T0, . . . , T`) of quadrangulations of a polygonR,

we define an associated 3-dimensional directed cubical complex κ = κ(T) as follows.

Start with the 2-dimensional cubical complex corresponding to T0. For i = 1, . . . , `,

given Ti−1 and Ti labeled as in Figure 3.10, add a new vertex v to the complex

corresponding to the new vertex in Ti, and add the 3-dimensional cube labeled as

in Figure 3.10, with v as its top vertex. Note that a flip cannot be centered at a

vertex on the boundary of R, so each vertex on the boundary of R corresponds to
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a single vertex in κ. In the special case where R = Pn and the quadrangulations

are ♦-tilings, we denote the vertex of κ corresponding to v0 as v0, by an abuse of

notation.

a b

c

de

f
w

a b

c

de

f
v

w

v

b

ce

f

a

d

Flip in a quadrangulation Corresponding cube

Figure 3.10: A flip in a quadrangulation on the left, and the corresponding cube added to the
directed cubical complex.

Definition III.20. Given a cubical complex κ, we denote by κi the set of i-

dimensional faces of κ, and set κ02 = κ0 ∪ κ2. Similarly, for a pile T of a quadran-

gulations, we denote by κi(T) the set of i-dimensional faces of κ(T), and κ02(T) =

κ0(T) ∪ κ2(T).

Definition III.21. Two 3-dimensional directed cubical complexes κ1 and κ2 are

related by a flip if there exist piles T1 = (T1,0, . . . T1,`) and T2 = (T2,0, . . . T2,`) such

that

• κ1 = κ(T1) and κ2 = κ(T2),

and there exists i such that

• T1,j = T2,j for j = 1, . . . , i and j = i+ 4, . . . , `, and

• T1,j and T2,j for j = i + 1, i + 2, i + 3 are related by the local moves shown in

Figure 3.11.
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T1

T1,i T1,i+1 T1,i+2 T1,i+3 T1,i+4

T2

T2,i T2,i+1 T2,i+2 T2,i+3 T2,i+4

Figure 3.11: The two piles T1 and T2 in Definition III.21. The tiles outside the octagon remain in
place.

Proposition III.22 ([10, Theorem 4.1]). For any T,T′ ∈ C(n), there exists a se-

quence of piles T0, . . . ,T` ∈ C(n) with T = T0 and T′ = T`, such that the directed

cubical complexes κ(Ti−1) and κ(Ti) are related by a flip, for i = 1, . . . , `.

Definition III.23. A permutation σ of
(

[n]
k

)
is called admissible if for every I =

{i1 < · · · < ik+1} ∈
(

[n]
k+1

)
, the k + 1 sets in

(
I
k

)
appear in σ in either

• lexicographic order, i.e., in the order {i1, i2, . . . , ik, îk+1}, {i1, i2, . . . , îk, ik+1},

. . . , {î1, i2, . . . , ik, ik+1}, or

• reversed lexicographic order, i.e., in the order {î1, i2, . . . , ik, ik+1}, {i1, î2, . . . ,

ik, ik+1}, . . . , {i1, i2, . . . , ik, îk+1}.

Thus, for example, ({1, 2}, {1, 3}, {2, 3}) and ({2, 3}, {1, 3}, {1, 2}) are the only two

admissible permutations of
(

[3]
2

)
. The inversion set of an admissible permutation σ

of
(

[n]
k

)
is the subset of

(
[n]
k+1

)
consisting of those I ∈

(
[n]
k+1

)
for which the elements of(

I
k

)
appear in σ in the reversed lexicographic order.

Definition III.24. Given a pile T =
(
T0, . . . , T(n

3)

)
∈ C(n), for i = 1, . . . ,

(
n
3

)
, let
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αi ∈
(

[n]
3

)
be the set of three indices of the edges of the hexagon involved in the flip

between Ti−1 and Ti. Note that
(

[n]
3

)
=
{
α1, . . . , α(n

3)

}
, as each αi indexes a triple

which is switching from a ∆-crossing to a ∇-crossing. We say that
(
α1, . . . , α(n

3)

)
is

the permutation of
(

[n]
3

)
associated to T. Note that T ∈ C(n) is uniquely determined

by its permutation of
(

[n]
3

)
.

Theorem III.25 ([8], [10, Definition 2.1, Theorem 4.1]).

(a) Let σ be a permutation of
(

[n]
3

)
. The following are equivalent:

• σ is an admissible permutation of
(

[n]
3

)
;

• there exists a pile T ∈ C(n) whose corresponding permutation of
(

[n]
3

)
is σ.

(b) Fix T1,T2 ∈ C(n). The following are equivalent:

• κ(T1) and κ(T2) are isomorphic directed cubical complexes;

• the inversion sets of the permutations of
(

[n]
3

)
associated to T1 and T2 coincide.



CHAPTER IV

The Coherence Condition and Principal Minors of
Symmetric Matrices

We begin this chapter by reviewing the earlier work of Kenyon and Pemantle

[4] concerning the occurence of the hexahedron recurrence as a determinantal iden-

tity. We then formulate new criteria for the existence of symmetric matrices with

prescribed values of certain principal minors. See in particular Corollary IV.20,

Corollary IV.23, and Theorem IV.26. The proofs of these results are given later in

Chapters VIII–IX.

We begin by extending the definitions of the Kashaev equation, positive Kashaev

recurrence, hexahedron recurrence, and K-hexahedron equations to arrays indexed

on directed cubical complexes in the obvious way. For those readers who skipped

Chapter III, it may be helpful to review Definitions III.1, III.18, and III.20 before

processing the following definition.

Definition IV.1. Fix a directed cubical complex κ. An array x indexed by κ0

satisfies the Kashaev equation if for all 3-dimensional cubes C of κ, x satisfies (2.1)

with the components of x labeled on C as in Figure 2.1. We say that x satisfies

the positive Kashaev equation if the components of x are all positive and for all

3-dimensional cubes C of κ, x satisfies (2.5) with the components of x labeled on

C as in Figure 2.1 and z111 corresponding to the component of x at the top vertex

26
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of C. We say that an array x̃ indexed by κ02 satisfies the hexahedron recurrence

(resp., K-hexahedron equations) if for all 3-dimensional cubes C of κ, x̃ satisfies

equations (2.16)–(2.19) (resp., equations (2.21)–(2.24), along with equation (2.12)

for all s ∈ κ2) with the components of x̃ labeled on the vertices of C as in Figure 2.1,

labeled on the 2-dimensional faces of C by averaging the indices of the vertices on

the boundary, and with z111 corresponding to the component of x̃ on the top vertex

of C.

Remark IV.2. As we saw in Chapter II, the Kashaev equation is independent of a

choice of direction on each cube, and hence can be defined for arbitrary 3-dimensional

cubical complexes. On the other hand, the positive Kashaev recurrence, hexahedron

recurrence, and K-hexahedron equations depend on a choice of a pair of opposite

distinguished vertices in each cube, and hence are defined on directed cubical com-

plexes.

Definition IV.3. Given an n × n matrix M and I, J ⊆ [n], we denote by MJ
I

the submatrix of M obtained by restricting to rows I and columns J . A principal

minor of M is the determinant of a submatrix detM I
I , where I ⊆ [n]. We follow

the convention that M∅
∅ = 1. An almost-principal minor of M is the determinant

of a submatrix detM
I∪{j}
I∪{i} for I ⊂ [n], and distinct i, j 6∈ I. We say that an almost-

principal minor M
I∪{j}
I∪{i} is odd if (i− j)(−1)|I| > 0, and even if (i− j)(−1)|I| < 0.

Before proceeding with the following definition, the reader may want to review

Definitions III.4, III.10, III.13, and III.19.

Definition IV.4. Given a ♦-tiling T of Pn and an n×n complex-valued matrix M ,

define the array xT (M) = (xs)s∈κ0(T ), where if vertex s of T is labeled by I ⊆ [n],

xs = (−1)b|I|/2cM I
I .(4.1)
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Similarly, define the array x̃T (M) = (xs)s∈κ02(T ), where

• if s ∈ κ0(T ): given that vertex s of T is labeled by I ⊆ [n], set

xs = (−1)b|I|/2cM I
I .(4.2)

• if s ∈ κ2(T ): given that tile s of T has vertices labeled by I, I ∪{i}, I ∪{j}, I ∪

{i, j} ⊆ [n], where i and j are chosen so that M
I∪{j}
I∪{i} is the odd almost principal

minor, set

xs = (−1)b(|I|+1)/2cM
I∪{j}
I∪{i} .(4.3)

More generally, if T = (T0, . . . , T`) is a pile of ♦-tilings of Pn, define xκ(T )(M) to

be the array indexed by κ0(T) whose restriction to κ0(Ti) is xTi(M), and define

x̃κ(T )(M) to be the array indexed by κ02(T) whose restriction to κ02(Ti) is x̃Ti(M).

Remark IV.5. For any ♦-tiling T of Pn, the vertex v0 is labeled by ∅ ⊂ [n]. In

Definition IV.4, because of the convention that M∅
∅ = 1, xv0 = 1 independent of the

matrix M .

Definition IV.6. Given a ♦-tiling T of Pn, we say that a complex-valued array

x̃ = (xs)s∈κ02(T ) is standard if xv0 = 1. Furthermore, given a pile of ♦-tilings of Pn,

T = (T0, . . . , T`), and κ = κ(T), we say that a complex-valued array x̃ = (xs)s∈κ02

is standard with respect to T if xv0 = 1.

Definition IV.7. Given a ♦-tiling T of Pn, we say that a complex-valued array x̃

indexed by κ02(T ) is generic if for any sequence of flips applied to T accompanied

by applications of the hexahedron recurrence to x̃, the resulting coefficients are all

nonzero.

Definition IV.8. We say that a square matrix is generic if all of its principal minors
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and odd almost-principal minors are non-zero. Let M∗
n(C) denote the set of n × n

generic complex-valued matrices.

We can now provide some important results of Kenyon and Pemantle [4].

Theorem IV.9 ([4, Theorem 4.2]). Given a ♦-tiling T of Pn, the map x̃T (·) es-

tablishes a bijective correspondence between M∗
n(C) and standard, generic, complex-

valued arrays on κ02(T ).

Before proceeding with the following theorem, the reader may want to review

Definition III.12.

Theorem IV.10 ([4, Theorem 4.4]). Let x̃ = (xs) ∈ (C∗)κ02(Tmin,n) be a standard

array. Then there is a unique matrix M such that x̃ = x̃κ(Tmin,n)(M). The entries of

this matrix M are Laurent polynomials in the components of x̃.

Proposition IV.11 ([4, Lemma 2.1]). Suppose M is an n × n matrix, and T is a

pile of ♦-tilings of Pn such that the components of x̃κ(T)(M) are all nonzero. Then

x̃κ(T)(M) satisfies the hexahedron recurrence.

Theorem IV.12 ([4, Theorem 5.2]). Let T be a ♦-tiling of Pn. A matrix M ∈

M∗
n(C) is symmetric if and only if for every tile s in T with vertices s1, s2, s3, s4 in

cyclic order,

(x̃T (M)s)
2 = x̃T (M)s1x̃T (M)s3 + x̃T (M)s2x̃T (M)s4 .(4.4)

Furthermore, if M is any n × n symmetric matrix, condition (4.4) holds for every

tile of T .

Remark IV.13. Theorem IV.12 is not stated explicitly in [4], but follows immediately

from the cited theorem. The original theorem concerns Hermitian matrices, and
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a slightly modified version of the hexahedron recurrence in which some complex

conjugates are taken.

The next result follows from Proposition IV.11 and Theorem IV.12:

Corollary IV.14. Let T be a pile of ♦-tilings of Pn, with κ = κ(T). Let M be an

n× n symmetric matrix with nonzero principal minors. Then xκ(T)(M) satisfies the

K-hexahedron equations.

The next corollary follows immediately from Theorem IV.12 and the fact that the

entries of M are Laurent polynomials in the components of x̃κ(Tmin,n)(M):

Corollary IV.15. Let M be an n × n matrix such that the components of

x̃κ(Tmin,n)(M) are nonzero. Then M is symmetric if and only if condition (4.4) holds.

Hence, the following is immediate from Proposition IV.11 and Corollary IV.15:

Corollary IV.16. Let T be a pile of ♦-tilings of Pn containing Tmin,n, with κ =

κ(T). Let x = (xs) ∈ (C∗)κ0
be a standard array satisfying the property that

xv1xv3 + xv2xv4 6= 0(4.5)

for all 2-dimensional faces of κ with vertices v1, v2, v3, v4 in cyclic order. Then the

following are equivalent:

• x can be extended to a standard array indexed by κ02 satisfying the K-hexahedron

equations;

• there exists a symmetric matrix M such that x = xκ(T)(M).

We want a set of equations that tell us whether an array x indexed by κ0(T) can

be extended to an array indexed by κ02(T) satisfying the K-hexahedron equations.

Below, we define a notion of coherence generalizing the notion of coherence from

Chapter II.
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Definition IV.17. Let κ be a 3-dimensional cubical complex. We say that x =

(xs)s∈κ is a coherent solution of the Kashaev equation if x satisfies the Kashaev

equation (i.e., KC(x) = 0 for every 3-dimensional cube C of κ), and for any interior

vertex v of κ:

∏
C3v

KC
v (x) =

∏
S3v

(xvxv2 + xv1xv3),(4.6)

where

• the first product is over 3-dimensional cubes C incident to the vertex v,

• the second product is over 2-dimensional faces S incident to the vertex v, and

• v, v1, v2, v3 are the vertices of such a face S listed in cyclic order.

Remark IV.18. The property of being coherent solution of the Kashaev equation is

defined for 3-dimensional cubical complexes, not only for all 3-dimensional directed

cubical complexes, as no choice of direction needs to be made in each cube.

Theorem IV.19. Let T be a pile of ♦-tilings of Pn, with κ = κ(T).

(a) Any coherent solution x = (xs) ∈ (C∗)κ0
of the Kashaev equation satisfying the

property that

xv1xv3 + xv2xv4 6= 0(4.7)

for all faces of κ with vertices v1, v2, v3, v4 in cyclic order, can be extended to x̃ =

(xs)s∈κ02(T) satisfying the K-hexahedron equations.

(b) Conversely, suppose that x̃ = (xs) ∈ (C∗)κ02
(with xs 6= 0 for s ∈ κ0) satisfies

the K-hexahedron equations. Then the restriction of x̃ to κ0 is a coherent solution

of the Kashaev equation.

Theorem IV.19 is proved in Chapter VIII, where we obtain results (Proposi-
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tion VIII.3 and Theorem VIII.10) generalizing both Theorem IV.19 and Theo-

rem II.22.

As an immediate corollary of Corollary IV.16 and Theorem IV.19, we obtain the

following:

Corollary IV.20. Let T be a pile of ♦-tilings of Pn containing Tmin,n, with κ =

κ(T). Let x = (xs) ∈ (C∗)κ0
be a standard array satisfying condition (4.5). Then

the following are equivalent:

• x is a coherent solution of the Kashaev equation;

• there exists a symmetric matrix M such that x = xκ(T)(M).

Next, we consider the problem of checking whether an array of 2n numbers could

correspond to the principal minors of some symmetric matrix.

Definition IV.21. Given an n×n symmetric matrix M , let x̄(M) = (xI)I∈[n], where

xI = (−1)b|I|/2cM I
I(4.8)

for I ⊆ [n]. Given a pile T of ♦-tilings of Pn, with κ = κ(T), and an array

x̄ = (xI)I⊆[n], let xκ(T)(x̄) = (xs)s∈κ0 where xs = xI when vertex s is labeled

by I ⊆ [n].

Definition IV.22. Given an array x̄ = (xJ)J⊆[n], I ⊆ [n], and distinct i, j ∈ [n], set

LI,{i,j}(x̄) = xIxI∆{i,j} + xI∆{i}xI∆{j},(4.9)

where ∆ denotes the symmetric difference.

Corollary IV.23. Fix an array x̄ = (xI)I⊆[n] with nonzero entries, satisfying the

conditions that LI,{i,j} 6= 0 for any I ⊆ [n] and distinct i, j ∈ [n], and x∅ = 1. Then

the following are equivalent:
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• there exists a symmetric matrix M such that x̄ = x̄(M);

• for some pile T of ♦-tilings of Pn in which every I ⊆ [n] labels at least one

vertex of κ(T), xκ(T)(x̄) is a coherent solution of the Kashaev equation;

• for all piles T of ♦-tilings of Pn, xκ(T)(x̄) is a coherent solution of the Kashaev

equation.

Although Corollary IV.23 can be deduced from Theorem IV.9, Theorem IV.12,

Corollary IV.14, and Theorem IV.19, we provide a proof in Chapter IX.

Given a choice of pile T in which every I ⊆ [n] labels at least one vertex of

κ(T), Corollary IV.23 provides a finite set of equations to test whether there exists

a symmetric matrix M such that x̄ = x̄(M). However, in general, the equations (4.6)

for different interior vertices v of κ(T) have very different forms.

Definition IV.24. Given an array x̄ = (xJ)J⊆[n], I ⊆ [n], and distinct i, j, k ∈ [n],

set

KI,{i,j,k}(x̄) = KC(x),(4.10)

KI,{i,j,k}(x̄) = KC
v (x),(4.11)

where C is a 3-dimensional cube, and x is the array indexed by the vertices of C

shown in Figure 4.1, and v is the vertex of C at which x has entry xI .

Let’s focus on the n = 4 case. Using the ♦-tilings from Figure 3.9, consider the

pile T = (T0, T1, . . . , T7, T0, T1, T2, T3). Note that for every I ⊆ [4], there is a tiling in

T where I labels a vertex. (In fact, this property holds for the pile (Ti, . . . , Ti+5) for

any i ∈ [8], with indices taken mod 8.) Note xκ(T)(x̄) satisfies the Kashaev equation

if and only if

KI,{i,j,k}(x̄) = 0(4.12)
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xI

xI∆{j}

xI∆{k}

xI∆{j,k}

xI∆{i}

xI∆{i,j}

xI∆{i,k}

xI∆{i,j,k}

Figure 4.1: The array x in equations (4.10)–(4.11), where ∆ denotes the symmetric difference. In
equation (4.11), the vertex v is the lower left vertex, with value xI .

for all I ⊆ [4] and distinct i, j, k ∈ [4]. Note that every interior vertex of κ(T) is

incident with four 3-dimensional cubes, each pair of which shares one 2-dimensional

face. Hence, for each I ⊆ [4] labeling an interior vertex of κ(T) (namely, when I

is one of {1, 3}, {1, 4}, {1, 2, 4}, {1, 3, 4}, {2}, {2, 3}, {2, 4}, or {3}), the following

condition holds:

∏
J∈([4]

3 )

KI,J(x̄) =
∏

J∈([4]
2 )

LI,J(x̄).(4.13)

Furthermore, it is straightforward to check that if x̄ = x̄(M) for some 4×4 symmetric

matrix M , then equation (4.13) holds for all I ⊆ [4]. Hence, the result below follows

from Corollary IV.23.

Corollary IV.25. Fix an array x̄ = (xI)I⊆[4], satisfying the conditions that LI,{i,j} 6=

0 for any I ⊆ [4] and distinct i, j ∈ [4], and x∅ = 1. Then the following are

equivalent:

• there exists a symmetric matrix M such that x̄ = x̄(M);

• for all piles T of ♦-tilings of P4, xκ(T)(x̄) is a coherent solution of the Kashaev

equation;
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• for all I ⊆ [4] and distinct i, j, k ∈ [4], equation (4.12) holds, and for all I ⊆ [4],

equation (4.13) holds.

Equations (4.12)–(4.13) are far more manageable than the coherence conditions

that can arise in an arbitrary cubical complex κ(T). The good news is that the

only coherence conditions that we need to check for any n ≥ 4 are of the form of

equation (4.13)!

Theorem IV.26. Fix an array x̄ = (xI)I⊆[n], satisfying the conditions that LI,{i,j} 6=

0 for any I ⊆ [n] and distinct i, j ∈ [n], and x∅ = 1. Then the following are

equivalent:

• there exists a symmetric matrix M such that x̄ = x̄(M);

• for all piles T of ♦-tilings of Pn, xκ(T)(x̄) is a coherent solution of the Kashaev

equation;

• for all I ⊆ [n] and distinct i, j, k ∈ [n], equation (4.12) holds, and for all I ⊆ [n]

and A ∈
(

[n]
4

)
, ∏

J∈(A
3)

KI,J(x̄) =
∏
J∈(A

2)

LI,J(x̄).(4.14)

We prove Theorem IV.26 in Chapter IX.

Remark IV.27. We compare Theorem IV.26 to a similar result of Oeding [9, Corol-

lary 1.4]. He considers the natural action of (SL2(C)×n) n Sn (where Sn is the sym-

metric group on n elements) on C2[n]

, and proves that for x̄ = (xI)I⊆[n] the following

are equivalent:

• there exists a symmetric matrix M such that xI = M I
I for all I ⊆ [n];

• all images of x̄ under (SL2(C)×n) n Sn satisfy

2(a2 + b2 + c2 + d2)− (a+ b+ c+ d)2 + 4(s+ t) = 0,(4.15)
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where

a = x∅x{1,2,3}, b = x{1}x{2,3}, c = x{2}x{1,3}, d = x{3}x{1,2},

s = x∅x{1,2}x{1,3}x{2,3}, t = x{1}x{2}x{3}x{1,2,3}.

(4.16)

The left-hand side of equation (4.15) can be identified as Cayley’s 2 × 2 × 2 hyper-

determinant. Equivalently, equation (4.15) is just equation (4.12) for I = ∅ and

{i, j, k} = {1, 2, 3} with the appropriate changes of sign (because we don’t put ad-

ditional signs on the principal minors in this setting). For the above equivalence,

Oeding does not impose an assumption of genericity on x̄. Consider the subgroup

H ⊆ SL2(C) defined by

H =


1 0

0 1

 ,

 0 1

−1 0

 ,

−1 0

0 −1

 ,

0 −1

1 0


 ∼= Z4 .(4.17)

In this language of [9], our condition that a (signed) array x̄ satisfies equation (4.12)

for all I ⊆ [n] and distinct i, j, k ∈ [n] can be restated as the condition that all

images of the “unsigned version” of x̄, under the action of the group (H×n) n Sn,

satisfy equation (4.15). Thus, Theorem IV.26 requires an additional assumption

of genericity and an additional equation (equation (4.14)) compared to Oeding’s

criterion, but uses a weaker version of the second requirement above.



CHAPTER V

S-Holomorphicity in Z2

In this chapter, we discuss a certain equation (see (5.3)) which shares many prop-

erties with the Kashaev equation. We also study a related system of equations

(see (5.12)–(5.16)) which plays the role analogous to the K-hexahedron equations.

The equations studied herein arise in discrete complex analysis and in the study

of the Ising model (see [1] and Remark V.11). The presentation of results in this

chapter follows a plan similar to that of Chapter II. The results in this chapter are

proved in Chapter X as special cases of a general axiomatic framework.

Definition V.1. Given a unit square C with vertices in Z2 and an array x ∈ CZ2

,

define

QC(x) = z2
00+z2

10+z2
01+z2

11−2(z00z10+z10z11+z11z01+z01z00)−6(z00z11+z10z01),

(5.1)

where z00, z10, z01, z11 denote the components of x at the vertices of C, as shown in

Figure 5.1. Notice that the right-hand side of (5.1) is invariant under the symmetries

of the square. In other words, reindexing the 4 values using an isomorphic labeling

of the square does not change the definition of QC(x).

Definition V.2. Let x ∈ CZ2

. Let v and w be two opposite vertices in a unit square

37
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z00

z01

z10

z11

Figure 5.1: Notation used in Definition V.1.

C in Z2. We set

QC
v (x) =

1

4
√

2

∂QC

∂xw
(x) =

1

2
√

2
(z11 − z10 − z01 − 3z00),(5.2)

where we use a labeling of the components of x on the vertices of C as in Figure 5.1,

with z00 corresponding to the component of x at v.

Definition V.3. Given v ∈ Z2 and i1, i2 ∈ {−1, 1}, define Cv(i1, i2) to be the unique

unit square containing the vertices v and v + (i1, i2).

Proposition V.4. Suppose that x = (xs)s∈Z2 ∈ CZ2

satisfies

QC(x) = 0(5.3)

for every unit square C in Z2 (see (5.1)). Then for any v ∈ Z2,(∏
C3v

QC
v (x)

)2

=

(∏
S3v

(xv + xv1)

)2

,(5.4)

where

• the first product is over the 4 unit squares C incident to the vertex v,

• the second product is over the 4 edges S incident to v, and

• v and v1 are the vertices of such an edge S.

Moreover, the following strengthening of (5.4) holds:

(
QCv(1,1)
v (x)QCv(−1,−1)

v (x)
)2

=
(
QCv(1,−1)
v (x)QCv(−1,1)

v (x)
)2

=
∏
S3v

(xv + xv1),(5.5)

where the rightmost product is the same as in (5.4).
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Remark V.5. The right-hand side of equation (5.1) is a quadratic polynomial in each

of the variables zij. Setting this expression equal to zero and solving for z11 in terms

of z00, z10, z10, we obtain

z11 = 3z00 + z10 + z01 ± 2
√

2
√

(z00 + z10)(z00 + z01),(5.6)

where
√

(z00 + z10)(z00 + z01) denotes either of the two square roots. Notice that if

z00, z10, z01 > 0, then both solutions for z11 in (5.6) are real; moreover, the larger of

these two solutions is positive. However, solving the equation

z11 = 3z00 + z10 + z01 + 2
√

2
√

(z00 + z10)(z00 + z01)(5.7)

for z00, with z10, z01, z11 > 0, may result in a unique negative solution. (For example,

take z10 = z01 = z11 = 1.) Hence, unlike the positive Kashaev recurrence, the

equation (5.7) only defines a recurrence on R>0-valued arrays in one direction.

Definition V.6. For U ⊆ Z, let Z2
U denote the set

Z2
U = {(i, j) ∈ Z2 : i+ j ∈ U}.(5.8)

Theorem V.7. Suppose that x = (xs) ∈ (R>0)Z
2
{0,1,2,... } satisfies (5.7) for all v ∈

Z2
{0,1,2,... }, where we use the notation zij = xv+(i,j). Then for any v ∈ Z2

{2,3,4,... }, we

have

∏
C3v

QC
v (x) = −

∏
S3v

(xv + xv1),(5.9)

where the notational conventions are the same as in equation (5.4).

Definition V.8. Let

E = Z2 +

{(
1

2
, 0

)
,

(
0,

1

2

)}
.(5.10)

In order words, E is the set of centers of edges in the tiling of R2 with unit squares.
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We next state the analogue of Theorem II.22.

Theorem V.9.

(a) Assume that an array x = (xs) ∈ CZ2

• satisfies the equation QC(x) = 0 for all unit squares C,

• satisfies equation (5.9) for all v ∈ Z2, and

• satisfies

xv + xv+ei 6= 0(5.11)

for all v ∈ Z2 and i ∈ {1, 2}.

Then x can be extended to an array x̃ = (xs) ∈ CZ2 ∪E satisfying the recurrence

z11 = 3z00 + z10 + z01 + 2
√

2z 1
2

0z0 1
2
,(5.12)

z 1
2

1 = z 1
2

0 +
√

2z0 1
2
,(5.13)

z1 1
2

= z0 1
2

+
√

2z 1
2

0,(5.14)

together with the conditions

z2
1
2

0
= z00 + z10,(5.15)

z2
0 1
2

= z00 + z01,(5.16)

where we use the notation zij = xv+(i,j), for all v ∈ Z2.

(b) Conversely, suppose x̃ = (xs) ∈ CZ2 ∪E satisfies (5.12)–(5.16). Then the restric-

tion x of x̃ to Z2 satisfies QC(x) = 0 for all unit squares C, and satisfies (5.9) for

all v ∈ Z2.

Remark V.10. Comparing Theorem II.22 to Theorem V.9, we see that equa-

tions (5.12)–(5.16) play a role analogous to that of the K-hexahedron equations.
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Remark V.11. The equations (5.12)–(5.16) appear in discrete complex analysis in

the context of s-holomorphicity [1]. Consider the labeling ` : E → C described in

Figure 5.2. If we orient the edge with midpoint s ∈ E from the even height vertex to

the odd height vertex, then `(s) is a square root of the complex number associated

with the directed edge. An s-holomorphic function on the tiling of R2 with unit

squares is a complex-valued function F on the faces of the tiling such that for any

two faces f1, f2 sharing an edge with midpoint s, we have

Re[`(s)F (f1)] = Re[`(s)F (f2)].(5.17)

Hence, given an s-holomorphic function F , we can define x′ = (xs) ∈ RE by setting

xs = Re[`(s)F (f)](5.18)

for either of the faces f using the edge corresponding to s. It is straightforward to

check that x′ = (xs) ∈ RE corresponds to an s-holomorphic function F by (5.18) if

and only if x′ satisfies (5.13)–(5.14). If we extend x′ to x̃ = (xs) ∈ RZ2 ∪E satisfy-

ing (5.12)–(5.16), the function H : Z2 → R defined by

H(i, j) =


x(i,j) if i+ j is even;

−x(i,j) if i+ j is odd,

(5.19)

corresponds to a certain discrete integral. For more on this recurrence and its con-

nections to discrete complex analysis and the Ising model, see [1].
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e0 eiπ/2 eiπ e3iπ/2

e3iπ/2 e0 eiπ/2 eiπ

e5iπ/4 e7iπ/4 eiπ/4 e3iπ/4 e5iπ/4

(j1, j2)

Figure 5.2: Define the labeling ` : E → C invariant under translations by the vectors (1, 1) and
(4, 0) as follows. In the vicinity of a point (j1, j2) ∈ Z2 satisfying j1 − j2 ≡ 0 (mod 4),
the labeling is given by the values shown in blue in the figure.



CHAPTER VI

Further Generalizations of the Kashaev Equation

In this chapter, we provide two additional examples of equations with behavior

similar to the Kashaev equation and its analogue (5.1). In Chapter X, we shall

develop a general framework which will allow us to prove all of the results in this

chapter (as well as the results in Chapter V).

Both recurrences considered in this chapter come with complex parameters that

one can choose arbitrarily. For certain values of these parameters, the corresponding

recurrences have cluster algebra-like behavior. We will explore the cluster algebra

nature of these recurrences in future work [7].

We begin with the following, relatively simple, one-dimensional example:

Proposition VI.1. Let α1, α2, α3 ∈ C. Let x = (xs) ∈ CZ be an array such that

z2
0z

2
3 + α1z

2
1z

2
2 + α2z0z1z2z3 + α3(z0z

3
2 + z3

1z3) = 0(6.1)

for all v ∈ Z, where zi = xv+i. Then

(2z2
0z3 + α2z0z1z2 + α3z

3
1)2 = (2z−1z

2
2 + α2z0z1z2 + α3z

3
1)2 = D,(6.2)

where

D = α2
3z

6
1 + 2α2α3z0z

4
1z2 + (α2

2 − 4α1)z2
0z

2
1z

2
2 − 4α3z

3
0z

3
2 ,(6.3)

for all v ∈ Z, where again zi = xv+i.

43
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Remark VI.2. The equation (6.1) involves 4 entries of the array x indexed by 4 con-

secutive integers v, v + 1, v + 2, v + 3. This equation is invariant under the central

symmetry of the line segment [v, v + 3]. In other words, equation (6.1) is invariant

under interchanging z0 with z3, and z1 with z2. The value D in (6.3) is the discrim-

inant of equation (6.1) viewed as a quadratic equation in z3. The term squared on

the left-hand side of (6.2) is the partial derivative of the left-hand side of (6.1) with

respect to z3. This expression plays the role of KC
v in Proposition II.8.

Theorem VI.3. Let α2, α3 ≤ 0, and α1 ≤ α2
2/4. Let x = (xs) ∈ (R>0)Z satisfy

the equation (6.1) for all v ∈ Z, where, as before, we denote zi = xv+i. Moreover,

assume that for all v ∈ Z, the number z3 = xv+3 is the larger of the two real solutions

of (6.1):

z3 =
−α3z

3
1 − α2z0z1z2 +

√
D

2z2
0

,(6.4)

where D is given by (6.3). Then

2z2
0z3 + α2z0z1z2 + α3z

3
1 = 2z−1z

2
2 + α2z0z1z2 + α3z

3
1 ,(6.5)

or equivalently,

z2
0z3 = z−1z

2
2(6.6)

for all v ∈ Z.

We next show that an array x satisfying (6.1) satisfies condition (6.6) if and only

if it can be extended to an array on a larger index set satisfying conditions resembling

the K-hexahedron equations.

Theorem VI.4. Let α1, α2, α3 ∈ C.
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(a) For any array x = (xs) ∈ (C∗)Z satisfying (6.1) and (6.6), there exists an array

y = (ys)s∈Z such that x and y together satisfy the recurrence

z3 =
−α3z

3
1 − α2z0z1z2 + w1

2z2
0

,(6.7)

w2 =
α2

3z
6
1 + α2α3z0z

4
1z2 + 2α3z

3
0z

3
2 + w2

1 + (−2α3z
3
1 − α2z0z1z2)w1

2z3
0

(6.8)

together with the condition

w2
1 = D,(6.9)

where D is given by (6.3), and we use the notation zi = xv+i and wi = yv+i.

(b) Conversely, suppose x ∈ (C∗)Z and y ∈ CZ satisfy (6.7)–(6.9). Then x satis-

fies (6.1) and (6.6).

Remark VI.5. The components of y are most naturally indexed by intervals of

length 2 in Z. Here, we index the components of y by the midpoints of those

intervals.

Remark VI.6. If one sets (α1, α2, α3) = (0, 0,−4) or (α1, α2, α3) = (−3,−6,−4),

then the pairs of arrays x,y satisfying (6.7)–(6.9) are special cases of recurrences

that arise from cluster algebras. The (α1, α2, α3) = (−3,−6,−4) case is a special

case of the K-hexahedron equations; namely, such pairs x,y correspond to isotropic

solutions z̃ = (zs) ∈ CL of the K-hexahedron equations where

z(i,j,k) = xi+j+k,(6.10)

z(i,j,k)+(0, 1
2
, 1
2) = z(i,j,k)+( 1

2
,0, 1

2) = z(i,j,k)+( 1
2
, 1
2
,0),(6.11)

4z3
(i,j,k)+(0, 1

2
, 1
2) = yi+j+k+1,(6.12)

for (i, j, k) ∈ Z3. However, the (α1, α2, α3) = (0, 0,−4) case is not a special case of

the K-hexahedron equations. We will discuss the related cluster algebra recurrences

in later work [7].
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Next, we consider the following two-dimensional example:

Proposition VI.7. Let α1, α2 ∈ C. Let x = (xs) ∈ (C)Z
2

be an array such that

0 = z2
00z

2
12 + z2

10z
2
02 +

α2
2 − α2

1

4
z2

01z
2
11 − α1(z00z02z

2
11 + z10z12z

2
01)

−2z00z10z02z12 − α2(z00z12z01z11 + z10z02z01z11)

(6.13)

for all v ∈ Z2, where zij = xv+(i,j). Given a 1× 2 rectangle B with vertices in Z2, a

vertex w ∈ Z2 at a corner of B, and the components of x at the 6 points of Z2 in B

labeled as in Figure 6.1, define RB,0
w (x) ∈ C by

RB,0
w (x) = z2

00z12 − α1z10z
2
01 − 2z00z10z02 − α2z00z01z11.(6.14)

Given a 0 × 2 rectangle (line segment) S with vertices in Z2, and the components

of x at the 3 points of Z2 in S labeled as in Figure 6.1, define RS,1(x) ∈ C by

RS,1(x) = α1z
2
01 + 4z00z02.(6.15)

Given a 1× 1 square C with vertices in Z2, and the components of x at the 4 points

of Z2 in C labeled as in Figure 6.1, define RC,2(x) ∈ C by

RC,2(x) = α1(z2
00z

2
11 + z2

01z
2
10) + 2α2z00z01z10z11.(6.16)

Then for any v ∈ Z2,(
4∏
i=1

RBi,0
wi

(x)

)2

=
(
RS1,1(x)RS2,1(x)RC1,2(x)RC2,2(x)

)2
,(6.17)

where

• (B1, w1), (B2, w2), (B3, w3), (B4, w4) are the four 1 × 2 rectangle/corner pairs

shown in Figure 6.2,

• S1, S2 are the two 0× 2 rectangles (line segments) shown in Figure 6.2, and

• C1, C2 are the two 1× 1 squares shown in Figure 6.2.
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Moreover, the following strengthening of (6.17) holds:

(
RB1,0
w1

(x)RB3,0
w3

(x)
)2

=
(
RB2,0
w2

(x)RB4,0
w4

(x)
)2
.(6.18)

z00

z01

z02

z10

z11

z12w

z00

z01

z02

z00

z01

z10

z11

B S C

Figure 6.1: The components of x at a 1× 2 rectangle B with distinguished vertex w in (6.14), at a
0× 2 rectangle (line segment) S in (6.15), and at a 1× 1 square C in (6.16).

B1

v

w1

B2

v

w2

B3 v

w3

B4v

w4

S1

v S2v
C1

v
C2

v

Figure 6.2: On the top row, the rectangle/corner pairs (Bi, wi) for i = 1, . . . , 4, and on the bottom
row, the line segments S1, S2 and the squares C1, C2 that appear in (6.17).

Remark VI.8. Let A = {v, v+ (0, 1)}. In equation (6.17), B1, B2, B3, B4 are the four

1× 2 rectangles with vertices in Z2 containing A, S1, S2 are the two 0× 2 rectangles

(line segments) with vertices in Z2 containing A, and C1, C2 are the two 1 × 1 unit

squares with vertices in Z2 containing A. Each wi is the farthest vertex from A in Bi.

Theorem VI.9. Let α1, α2 ≥ 0. Define RB,0
w , RS,1, and RC,2 as in (6.14)–(6.16).

Let x = (xs) ∈ (R>0)Z
2

satisfy the equation (6.13), where, as before, we denote
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zij = xv+(i,j). Moreover, assume that for all v ∈ Z2, the number z12 = xv+(1,2) is the

larger of the two real solutions of (6.13):

z12 =
α1z10z

2
01 + 2z00z10z02 + α2z00z01z11 +

√
D

2z2
00

(6.19)

where

D = (α1z
2
01 + 4z00z02)(α1(z2

00z
2
11 + z2

01z
2
10) + 2α2z00z01z10z11)

= RS,1(x)RC,2(x),

(6.20)

and S = v + ({0} × {0, 1, 2}), C = v + {0, 1}2. Then

4∏
i=1

RBi,0
wi

(x) = RS1,1(x)RS2,1(x)RC1,2(x)RC2,2(x),(6.21)

and

RB1,0
w1

(x)RB3,0
w3

(x) = RB2,0
w2

(x)RB4,0
w4

(x),(6.22)

for all v ∈ Z2, using the same notation as in equation (6.17).

Theorem VI.10. Let α1, α2 ∈ C.

(a) Suppose x = (xs) ∈ (C∗)Z2
satisfies (6.13) and (6.21), and RS,1(x) 6= 0 and

RC,2(x) 6= 0 for any 0×2 rectangle S with vertices in Z2 and 1×1 square C with

vertices in Z2. Then there exist arrays y1 = (ys)s∈Z2 and y2 = (ys)s∈(Z2 +( 1
2
, 1
2
, 1
2))

such that x, y1, and y2 together satisfy the recurrence

z12 =
α1z10z

2
01 + 2z00z10z02 + α2z00z01z11 + w01w 1

2
1
2

2z2
00

,(6.23)

w11 =
z10w01 + w 1

2
1
2

z00

,(6.24)

w 3
2

1
2

=
z01(α1z01z10 + α2z00z11)w01 + (α1z

2
01 + 2z00z02)w 1

2
1
2

2z2
00

,(6.25)

together with the conditions

w2
01 = α1z

2
01 + 4z00z02,(6.26)

w2
1
2

1
2

= α1(z2
00z

2
11 + z2

01z
2
10) + 2α2z00z01z10z11,(6.27)
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where zij = xv+(i,j) and wij = yv+(i,j).

(b) Conversely, suppose x ∈ (C∗)Z2
, y1 ∈ CZ2

, and y2 ∈ CZ2 +( 1
2
, 1
2) satisfy (6.23)–

(6.27). Then x satisfies (6.13) and (6.21).

Remark VI.11. In Theorem VI.10, the components of y1 are most naturally associ-

ated to 0× 2 rectangles (line segments) with vertices in Z2 (although we index it by

the center of the line segment in the theorem), and the components of y2 are most

naturally associated to 1×1 unit squares with vertices in Z2 (although we index it by

the center of the strip in the theorem). If we think about the recurrence (6.23)–(6.25)

in this way, each step of the recurrence uses the six vertices, two 0 × 2 rectangles,

and two 1× 1 unit squares contained in the 1× 2 rectangle v + {0, 1} × {0, 1, 2}, as

is pictured in Figure 6.3.

Figure 6.3: The vertices/line segments/squares indexing the values in a step of the recur-
rence (6.23)–(6.25). The black vertices index the values of x, the red line segments
index the values of y1, and the blue squares index the values of y2.

Remark VI.12. If one sets (α1, α2) = (4, 4) or (α1, α2) = (4, 0), then the arrays

x,y1,y2 satisfying (6.23)–(6.27) are special cases of recurrences that arise from clus-

ter algebras. The (α1, α2) = (4, 4) case is a special case of the K-hexahedron equa-

tions; namely, such x,y1,y2 correspond to isotropic solutions z̃ = (zs) ∈ CL of the
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K-hexahedron equations where

z(i,j,k) = x(i,j+k),(6.28)

2z(i,j,k) = y(i,j+k+1),(6.29)

z(i,j,k)+( 1
2
,0, 1

2) = z(i,j,k)+( 1
2
, 1
2
,0),(6.30)

2z2
(i,j,k)+( 1

2
,0, 1

2) = y(i+ 1
2
,j+k+ 1

2)(6.31)

for (i, j, k) ∈ Z3. However, the (α1, α2) = (4, 0) case is not a special case of the

K-hexahedron equations. We will discuss the related cluster algebra recurrences in

future work [7]. Using machinery from cluster algebras, we can prove Laurentness

results for these recurrences similar to the one given by Kenyon and Pemantle in [5,

Theorem 6.8].



CHAPTER VII

Proofs of Results from Chapter II

In this chapter, we prove Proposition II.8 and Theorems II.22–II.23 (of which all

other results in Chapter II are corollaries).

Lemma VII.1. Let C be a cube with vertices V (C) labeled as in Figure 7.1, and let

x = (xs) ∈ CV (C). Then

(KC
v (x))2 =

x2
v

4
KC(x) + (xvxd + xbxc)(xvxe + xaxc)(xvxf + xaxb).(7.1)

v

b

c

d

a

f

e

w

Figure 7.1: Labels for the vertices of a cube C.

Proof. The proof follows from a straightforward computation.

Proof of Proposition II.8. Let x = (xs) ∈ CZ3

satisfy the Kashaev equation. Given

51
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a unit cube C of Z3 labeled as in Figure 7.1, by Lemma VII.1, we have

(KC
v (x))2 =

x2
v

4
KC(x) + (xvxd + xbxc)(xvxe + xaxc)(xvxf + xaxb)

= (xvxd + xbxc)(xvxe + xaxc)(xvxf + xaxb).

(7.2)

Taking the product over unit cubes C of Z3 containing v, we obtain(∏
C3v

KC
v (x)

)2

=
∏
C3v

∏
C⊃S3v

(xvxv2 + xv1xv3) =

(∏
S3v

(xvxv2 + xv1xv3)

)2

;(7.3)

here we use that the double product counts each unit square containing v twice.

Similarly, 
∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}

i1i2i3=1

KC
v (x)


2

=
∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}

i1i2i3=1

∏
C⊃S3v

(xvxv2 + xv1xv3)

=
∏
S3v

(xvxv2 + xv1xv3)

=
∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}
i1i2i3=−1

∏
C⊃S3v

(xvxv2 + xv1xv3)

=


∏

C=Cv(i1,i2,i3)
i1,i2,i3∈{−1,1}
i1i2i3=−1

KC
v (x)


2

,

(7.4)

because each double product counts each unit square containing v twice.

For the proof of Theorem II.22(b), we will need the following lemma.

Lemma VII.2. Suppose x̃ = (xs) ∈ CL (with xs 6= 0 for s ∈ Z3) satisfies the K-

hexahedron equations. Let x ∈ (C∗)Z3
be the restriction of x̃ to Z3. Let v ∈ Z3 and

i = (i1, i2, i3) ∈ {−1, 1}3, and let C be the unique unit cube in Z3 containing vertices

v and v + i. Then

KC
v (x) = ±xv+ 1

2
(0,i2,i3)xv+ 1

2
(i1,0,i3)xv+ 1

2
(i1,i2,0),(7.5)
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where the sign is positive if i ∈ {±(1, 1, 1)}, and negative otherwise.

Proof. Let R = C[zijk : 0 ≤ i, j, k ≤ 1, (i, j, k) ∈ L]. With the equations (2.21)–(2.24)

in mind, we define p0, p1, p2, p3 ∈ R by

p1 = z1 1
2

1
2
z000 − z 1

2
0 1
2
z 1

2
1
2

0 − z0 1
2

1
2
z100,

p2 = z 1
2

1 1
2
z000 − z0 1

2
1
2
z 1

2
1
2

0 − z 1
2

0 1
2
z010,

p3 = z 1
2

1
2

1z000 − z0 1
2

1
2
z 1

2
0 1
2
− z 1

2
1
2

0z001,

p4 = z111z
2
000 − A− 2z0 1

2
1
2
z 1

2
0 1
2
z 1

2
1
2

0,

(7.6)

where A is the expression given in (2.4). With (2.12) in mind, we define q1, . . . , q6 ∈ R

by

q1 = z2
0 1
2

1
2
− z011z000 − z010z001, q4 = z2

1 1
2

1
2
− z111z100 − z110z101,

q2 = z2
1
2

0 1
2
− z101z000 − z100z001, q5 = z2

1
2

1 1
2
− z111z010 − z110z011,

q3 = z2
1
2

1
2

0
− z110z000 − z100z010, q6 = z2

1
2

1
2

1
− z111z001 − z101z011.

(7.7)

Let I = 〈p0, p1, p2, p3, q1, . . . , q6〉 be the ideal in R generated by these elements. Let v′

be the “bottom” vertex in the cube C, i.e., v′ = v+(min(0, i1),min(0, i2),min(0, i3)).

Because x̃ satisfies the K-hexahedron equations, it follows that if g ∈ I, then spe-

cializing zijk = xv′+(i,j,k) in g yields 0. Given j` = min(i`, 0) + 1 and k` = 1 − j`

for ` = 1, 2, 3, let

K =
1

2
(zk1k2k3z

2
j1j2j3

− zj1j2j3(zk1j2j3zj1k2k3 + zj1k2j3zk1j2k3 + zj1j2k3zk1k2j3))

− zk1j2j3zj1k2j3zj1j2k3 .
(7.8)

Note that specializing zijk = xv′+(i,j,k) in K yields KC
v (x). It can be checked that

z3
000

(
K − zj1 1

2
1
2
z 1

2
j2

1
2
z 1

2
1
2
j3

)
∈ I(7.9)

if i ∈ {±(1, 1, 1)}, and that

z2
000

(
K + zj1 1

2
1
2
z 1

2
j2

1
2
z 1

2
1
2
j3

)
∈ I(7.10)
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otherwise. Because xv′ 6= 0, the lemma follows.

Proof of Theorem II.22(b). Let x ∈ (C∗)Z3
be the restriction of x̃ to Z3. Applying

Lemma VII.2 for the 8 cubes incident to a vertex v ∈ Z3, we get:∏
C3v

KC
v (x) = (−1)6

∏
(i1,i2,i3)∈{−1,1}3

xv+ 1
2

(0,i2,i3)xv+ 1
2

(i1,0,i3)xv+ 1
2

(i1,i2,0)

=
∏
S3v

x2
S

=
∏
S3v

(xvxv2 + xv1xv3),

(7.11)

so x is a coherent solution of the Kashaev equation.

Proposition VII.3. Let x̃ = (xs) ∈ CL, with xs 6= 0 for s ∈ Z3. The following are

equivalent:

• x̃ satisfies the K-hexahedron equations;

• the array (x−s)s∈L satisfies the K-hexahedron equations.

Proof. The proof follows from a straightforward computation.

Proposition VII.3 enables us to run the K-hexahedron equations “in reverse.” We

note that the property that we show for the K-hexahedron equations in Proposi-

tion VII.3 holds for the original hexahedron recurrence.

Remark VII.4. Here, we address the comments in Remark II.15. Let x̃ be an array

of 14 numbers indexed by the vertices and 2-dimensional faces of a cube C with a

distinguished “top” vertex v, where the components of x̃ indexed by the 8 vertices

of the cube are nonzero. Suppose x̃ satisfies the K-hexahedron equations. Proposi-

tion VII.3 tells us that x̃ would satisfy the K-hexahedron equations if we took the

vertex w opposite v to be the “top” vertex of C. On the other hand, Lemma VII.2

tells us that if the components of x̃ indexed by the faces are nonzero, and w is a
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vertex of C other than v or the vertex opposite it, then x̃ would not satisfy the

K-hexahedron equations if we place the vertex w at the “top” of C. This argument

also implies the analogous statement for the hexahedron recurrence.

We next work toward a proof of Theorem II.22(a).

Lemma VII.5. Fix v ∈ Z3 and x̃ = (xs) ∈ CL satisfying the equations (2.21)–(2.24),

with xs 6= 0 for s ∈ Z3. Then the following are equivalent:

• the following equations hold:

x2
v+(0, 1

2
, 1
2) = xvxv+(0,1,1) + xv+(0,1,0)xv+(0,0,1);(7.12)

x2
v+( 1

2
,0, 1

2) = xvxv+(1,0,1) + xv+(1,0,0)xv+(0,0,1);(7.13)

x2
v+( 1

2
, 1
2
,0) = xvxv+(1,1,0) + xv+(1,0,0)xv+(0,1,0).(7.14)

• the following equations hold:

x2
v+(1, 1

2
, 1
2) = xv+(1,0,0)xv+(1,1,1) + xv+(1,1,0)xv+(1,0,1);(7.15)

x2
v+( 1

2
,1, 1

2) = xv+(0,1,0)xv+(1,1,1) + xv+(1,1,0)xv+(0,1,1);(7.16)

x2
v+( 1

2
, 1
2
,1) = xv+(0,0,1)xv+(1,1,1) + xv+(1,0,1)xv+(0,1,1).(7.17)

Proof. This is a straightforward verification.

Definition VII.6. For U ⊆ Z, we denote

Z3
U = {(i, j, k) ∈ Z3 : i+ j + k ∈ U}.(7.18)

For U, V ⊆ Z, we denote

LU,V = Z3
U ∪

{
(i, j, k) ∈ L− Z3 : i+ j + k ∈ V

}
.(7.19)

In other words, LU,V contains the integer points at heights in U , and the half-integer

points of L at heights in V . In particular, we will be interested in Z3
init = Z3

{0,1,2} and

Linit = L{0,1,2},{1}.
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Corollary VII.7. Suppose that x̃ = (xs) ∈ CL (with xs 6= 0 for s ∈ Z3) satisfies

the recurrence (2.21)–(2.24). If x̃ satisfies (2.12) for all s ∈ Linit − Z3
init, then x̃

satisfies (2.12) for all s ∈ L − Z3; in other words, x̃ satisfies the K-hexahedron

equations.

Proof. This follows directly from Lemma VII.5.

Remark VII.8. By Proposition VII.3, given x̃init = (xs) ∈ CLinit with xs 6= 0 for all

s ∈ Z3
init, there exists at most one extension x̃ = (xs) ∈ CL of x̃init to L (with xs 6= 0

for all s ∈ Z3) satisfying the K-hexahedron equations. We say “at most one” instead

of “one” because in the course of running the recurrence (2.21)–(2.24), we might get

a zero value at an integer point.

Definition VII.9. We say that an array x̃init indexed by Linit that satisfies equa-

tion (2.12) for all s ∈ Linit − Z3
init is generic if x̃init can be extended to an array

x̃ indexed by L satisfying the K-hexahedron equations, with all components of x̃

nonzero. Similarly, we say that an array xinit indexed by Z3
init is generic if every

extension of xinit to an array x̃init indexed by Linit satisfying equation (2.12) for all

s ∈ Linit − Z3
init is generic.

Definition VII.10. Let x̃init be a generic array indexed by Linit that satisfies equa-

tion (2.12) for s ∈ Linit − Z3
init. We denote by (x̃init)

↑L the unique extension of x̃init

to L satisfying the K-hexahedron equations.

Lemma VII.11. Let C = [0, 1]3 be a unit cube. Fix values t(0, 1
2
, 1
2), tv+( 1

2
,0, 1

2),

tv+( 1
2
, 1
2
,0) ∈ {−1, 1}. Suppose x̃ = (xs)s∈C∩L and ỹ = (ys)s∈C∩L are arrays of 14

complex numbers indexed by the vertices and faces of C such that

• x̃ and ỹ both satisfy the K-hexahedron equations,

• xs, ys 6= 0 for s ∈ {0, 1}3
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• ys = xs for all s ∈ {0, 1}3 \ {(1, 1, 1)},

• ys = tsxs for all s ∈
{(

0, 1
2
, 1

2

)
,
(

1
2
, 0, 1

2

)
,
(

1
2
, 1

2
, 0
)}

, and

• t(0, 1
2
, 1
2)tv+( 1

2
,0, 1

2)tv+( 1
2
, 1
2
,0) = 1.

Then the following equations hold:

y(1, 1
2
, 1
2) = t(0, 1

2
, 1
2)x(1, 1

2
, 1
2);(7.20)

y( 1
2
,1, 1

2) = t( 1
2
,0, 1

2)x( 1
2
,1, 1

2);(7.21)

y( 1
2
, 1
2
,1) = t( 1

2
, 1
2
,0)x( 1

2
, 1
2
,1);(7.22)

y(1,1,1) = x(1,1,1).(7.23)

Proof. Note that

y(1, 1
2
, 1
2) =

t( 1
2
,0, 1

2)t( 1
2
, 1
2
,0)x( 1

2
,0, 1

2)x( 1
2
, 1
2
,0) + t(0, 1

2
, 1
2)x(0, 1

2
, 1
2)x(1,0,0)

x2
(0,0,0)

(7.24)

Either t(0, 1
2
, 1
2) = 1 and t( 1

2
,0, 1

2)t( 1
2
, 1
2
,0) = 1, or t(0, 1

2
, 1
2) = −1 and t( 1

2
,0, 1

2)t( 1
2
, 1
2
,0) = −1.

By equation (7.24), y(1, 1
2
, 1
2) = t(0, 1

2
, 1
2)x(1, 1

2
, 1
2) in either case. Equations (7.21)–(7.22)

hold by the same argument. Furthermore, note that

y(1,1,1) − x(1,1,1) = 2
(
t(0, 1

2
, 1
2)tv+( 1

2
,0, 1

2)tv+( 1
2
, 1
2
,0) − 1

) x(0, 1
2
, 1
2)x(0, 1

2
, 1
2)x(0, 1

2
, 1
2)

x2
(0,0,0)

= 0,

(7.25)

so equation (7.23) holds.

The idea behind Lemma VII.11 is that if t(0, 1
2
, 1
2)tv+( 1

2
,0, 1

2)tv+( 1
2
, 1
2
,0) = 1, then each

sign ts propagates to the face of C opposite s. With this in mind, we make the

following definition.

Definition VII.12. Define an equivalence relation on L − Z3 by setting s1 ∼ s2 if

and only if
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• s1 =
(
a1, b+ 1

2
, c+ 1

2

)
and s2 =

(
a2, b+ 1

2
, c+ 1

2

)
,

• s1 =
(
a+ 1

2
, b1, c+ 1

2

)
and s2 =

(
a+ 1

2
, b2, c+ 1

2

)
, or

• s1 =
(
a+ 1

2
, b+ 1

2
, c1

)
and s2 =

(
a+ 1

2
, b+ 1

2
, c2

)
.

Let Z3
� denote the set of equivalence classes under this equivalence relation. Denote

by [s] ∈ Z3
� the equivalence class of s ∈ L − Z3. If we think of L − Z3 as the set of

unit squares in Z3, then the equivalence relation ∼ is generated by the equivalences

s1 ∼ s2 where s1 and s2 are opposite faces of a unit cube in Z3. Geometrically, we can

think of an element [s] ∈ Z3
� as the line through the point s which is perpendicular

to the corresponding unit square. Note that Linit − Z3
init is a set of representatives

of Z3
�.

Definition VII.13. Define an action of {−1, 1}Z3
� on arrays indexed by Linit as

follows: given t = (ts) ∈ {−1, 1}Z3
� and x̃init = (xs)s∈Linit

, set t · x̃init = (x̃s)s∈Linit
,

where

x̃s =


xs if s ∈ Z3

init

t[s]xs if Linit − Z3
init.

(7.26)

Remark VII.14. Assume that xinit is a generic array indexed by Z3
init. Let x̃init be

any (generic) array indexed by Linit that restricts to xinit and satisfies equation (2.12)

for s ∈ Linit − Z3
init. Note that

{
(t · x̃init)

↑L : t ∈ {−1, 1}Z3
�

}
(7.27)

is the set of arrays indexed by L which satisfy the K-hexahedron equations and

restrict to xinit.

Definition VII.15. For t = (ts) ∈ {−1, 1}Z3
� , define ψ(t) = (us)∈{−1, 1}Z

3 +( 1
2
, 1
2
, 1
2)
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by setting

us+( 1
2
, 1
2
, 1
2) = t[s+(0, 1

2
, 1
2)]t[s+( 1

2
,0, 1

2)]t[s+( 1
2
, 1
2
,0)](7.28)

for s ∈ Z3. If we think of the elements of Z3
� as lines in R3, then us is the product

of the components of t indexed by the 3 lines in Z3
� passing through the point s. If

we think of Z3
� as equivalence classes of unit squares in Z3, then us is the product of

the components of t indexed by the 3 equivalence classes of 2-dimensional faces of

the unit cube centered at s.

Proposition VII.16. An array t = (ts) ∈ {−1, 1}Z3
� is in the kernel of ψ (i.e.,

formula (7.28) yields 1 for all s) if and only if there exist signs αi, βi, γi ∈ {−1, 1},

i ∈ Z, such that

t[(a,b+ 1
2
,c+ 1

2)] = βbγc(7.29)

t[(a+ 1
2
,b,c+ 1

2)] = αaγc(7.30)

t[(a+ 1
2
,b+ 1

2
,c)] = αaβb(7.31)

for all (a, b, c) ∈ Z3.

Proof. Suppose there exist constants αi, βi, γi ∈ {−1, 1} for i ∈ Z such that t sat-

isfies equations (7.29)–(7.31). Let u = (us) = ψ(t). Then for any (a, b, c) ∈ Z3,

u(a,b,c)+( 1
2
, 1
2
, 1
2) = α2

aβ
2
bγ

2
c = 1, as desired.

Next, suppose that t is in the kernel of ψ. It is straightforward to check that the

following identities for t for all (a, b, c) ∈ Z3:

t[(a,b+ 1
2
,c+ 1

2)] = t[(a+ 1
2
,0,c+ 1

2)]t[(a+ 1
2
,b+ 1

2
,0)];(7.32)

t[(a+ 1
2
,b,c+ 1

2)] = t[( 1
2
, 1
2
,0)]t[(a+ 1

2
, 1
2
,0)]t[( 1

2
,b+ 1

2
,0)];(7.33)

t[(a+ 1
2
,b+ 1

2
,c)] = t[( 1

2
, 1
2
,0)]t[(a+ 1

2
, 1
2
,0)]t[( 1

2
,b+ 1

2
,0)].(7.34)
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Hence, setting

αa = t[( 1
2
,0, 1

2)]αa = t[(a+ 1
2
,0, 1

2)],(7.35)

βb = t[( 1
2
,b+ 1

2
,0)],(7.36)

γc = t[( 1
2
,0,c+ 1

2)],(7.37)

it follows that t satisfies (7.29)–(7.31).

Definition VII.17. For (a1, . . . , ad), (b1, . . . , bd) ∈ Rd, the notation (a1, . . . , ad) ≤

(b1, . . . , bd) will mean that ai ≤ bi for i = 1, . . . , d, and (a1, . . . , ad) < (b1, . . . , bd) will

mean that (a1, . . . , ad) ≤ (b1, . . . , bd) but (a1, . . . , ad) 6= (b1, . . . , bd).

Lemma VII.18. Let x̃init be a generic array indexed by Linit satisfying equa-

tion (2.12) for s ∈ Linit − Z3
init. Let t ∈ {−1, 1}Z3

�, and u = (us)s∈Z3 +( 1
2
, 1
2
, 1
2) = ψ(t).

Denote (x̃init)
↑L = (xs)s∈L, and (t · x̃init)

↑L = (ys)s∈L. Suppose v ∈ Z3
{3,4,5,... } satisfies

the condition that uw−( 1
2
, 1
2
, 1
2) = 1 for all w ∈ Z3

{3,4,5,... } with w ≤ v. Then:

(a) yv = xv;

(b) yv−s = t[v−s]xv−s for s ∈
{(

0, 1
2
, 1

2

)
,
(

1
2
, 0, 1

2

)
,
(

1
2
, 1

2
, 0
)}

.

Proof. We prove statements (a) and (b) together for w ∈ Z3
{3,4,5,... } with w ≤ v by

induction. Assume by induction that we have proved statements (a) and (b) for

all w ∈ Z3
{3,4,5,... } with w < v. By construction, xw = yw for all w ∈ Z3

init and

statement (b) holds for w ∈ Z3
{2}. Hence, yv−s′ = xv−s′ for s′ ∈ {0, 1}3 \ {(0, 0, 0)},

and yv−s = t[v−s]xv−s for s ∈
{(

1, 1
2
, 1

2

)
,
(

1
2
, 1, 1

2

)
,
(

1
2
, 1

2
, 1
)}

. Because uv−( 1
2
, 1
2
, 1
2) = 1,

statements (a) and (b) follow from Lemma VII.11.

Lemma VII.19. An array u = (us) ∈ {−1, 1}Z
3 +( 1

2
, 1
2
, 1
2) is in the image of ψ (see

Definition VII.15) if and only if for every v ∈ Z3,∏
a1,a2,a3∈{−1,1}

uv+(a1,a2,a3)/2 = 1.(7.38)
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Remark VII.20. Using the interpretation of Z3 +
(

1
2
, 1

2
, 1

2

)
as the set of unit cubes

of Z3, the product on the left-hand side of (7.38) is a product over unit cubes incident

with v.

Proof of Lemma VII.19. First, suppose u = ψ(t), where t = (ts) ∈ {−1, 1}Z3
� . Con-

sider the cube C = v +
[
− 1

2
, 1

2

]3
. Note that v + (a1, a2, a3)/2 for a1, a2, a3 ∈ {−1, 1}

are the vertices of C. Using the interpretation of Z3
� as lines in R3, the edges of

C are contained in the lines in Z3
�. If s1, s2, s3 are the 3 lines in Z3

� that intersect

at v + (a1, a2, a3)/2, then uv+(a1,a2,a3)/2 = ts1ts2ts3 . Each edge of C is incident with 2

vertices of C. Hence, expanding the left-hand side of (7.38) in terms of components

of t, we obtain ∏
a1,a2,a3∈{−1,1}

uv+(a1,a2,a3)/2 =
∏
s

t2s = 1,(7.39)

where the second product is over the lines s ∈ Z3
� determined by the edges of C.

Next, suppose that condition (7.38) holds. It is clear that u is uniquely determined

by its components at S =
{(
v1 + 1

2
, v2 + 1

2
, v3 + 1

2

)
∈ Z3 +

(
1
2
, 1

2
, 1

2

)
: v1v2v3 = 0

}
and

condition (7.38). For (v1, v2, v3) ∈ Linit − Z3
init, set

t[(v1,v2,v3)] =



u( 1
2
,v2,v3) if v1 ∈ Z

u(v1, 12 ,v3)
u( 1

2
, 1
2
,v3) if v2 ∈ Z and v1 6= 1

2

u(v1,v2, 12)u(v1, 12 ,
1
2)u( 1

2
,v2,

1
2) if v3 ∈ Z and v1, v2 6= 1

2

1 if v2 ∈ Z and v1 = 1
2

1 if v3 ∈ Z and either v1 = 1
2

or v2 = 1
2
.

(7.40)

Set t = (ts) ∈ {−1, 1}Z3
� . It is straightforward to check that ψ(t) agrees with u at S.

Hence, because ψ(t) and u both satisfy condition (7.38), it follows that u = ψ(t).
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Lemma VII.21. Let x̂ be an array indexed by Z3
{0,1,2,3,4,5}. Assume that x̂ satisfies

the Kashaev equation, and, moreover, its restriction to Z3
init is generic. Then there

exists an array x̃ indexed by L satisfying the K-hexahedron equations and extending x̂.

Proof. For i = 3, 4, 5, we will show by induction on i that there exists an array x̃init

indexed by Linit satisfying equation (2.12) for s ∈ Linit − Z3
init such that (x̃init)

↑L

agrees with x̂ = (xs)s∈Z3
{0,1,2,3,4,5}

on Z3
{0,1,...,i}. Let x̃′init be an array indexed by Linit

satisfying equation (2.12) for s ∈ Linit−Z3
init such that (x̃′init)

↑L = (ys)s∈L agrees with

x̂ on Z3
{0,1,...,i−1}. (For i = 3, we can obtain x̃′init by taking an arbitrary extension

of xinit to Linit satisfying equation (2.12) for s ∈ Linit − Z3
init. For i = 4, 5, we have

shown that x̃′init exists by induction.) Choose ũ = (us) ∈ {−1, 1}Z
3
{3,4,5}−( 1

2
, 1
2
, 1
2) so

that

• us−( 1
2
, 1
2
, 1
2) = 1 if s ∈ Z3

{i} and ys = xs;

• us−( 1
2
, 1
2
, 1
2) = −1 if s ∈ Z3

{i} and ys 6= xs;

• us−( 1
2
, 1
2
, 1
2) = 1 if i = 4 and s ∈ Z3

{3}, or i = 5 and s ∈ Z3
{3,4}.

Extend ũ to u ∈ {−1, 1}Z
3 +( 1

2
, 1
2
, 1
2) by condition (7.38). By Lemma VII.19, there

exists t ∈ {−1, 1}Z3
� such that u = ψ(t). Set x̃init = t ·x̃′init. Then, by Lemma VII.18,

(x̃init)
↑L agrees with x̂ on Z3

{0,1,...,i}, as desired.

We can now prove a weaker version of Theorem II.22(a), under the additional

constraint of genericity.

Corollary VII.22. Let x ∈ (C∗)Z3
be a coherent solution of the Kashaev equation,

whose restriction to Z3
init is generic. Then x can be extended to x̃ ∈ (C∗)L satisfying

the K-hexahedron equations.

Proof. Let x ∈ (C∗)Z3
be a coherent solution of the Kashaev equation, whose restric-

tion to Z3
init is generic. By Lemma VII.21, there exists an array x̃ ∈ (C∗)L satisfying
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the K-hexahedron equations that agrees with x on Z3
{0,1,2,3,4,5}. Let x′ be the re-

striction of x̃ to Z3. By Theorem II.22(b), x′ is a coherent solution of the Kashaev

equation. There is a unique coherent solution of the Kashaev equation agreeing with

x at Z3
{0,1,2,3,4,5}, as condition (2.9) gives the remaining values as rational expressions

in the values at Z3
{0,1,2,3,4,5} (see Remark II.11). (As x is generic, x must satisfy

condition (2.20), and so KC
v (x) 6= 0 for all unit cubes C in Z3 and vertices v ∈ C.

Hence, the denominator of this rational expression is nonzero.) Hence, x′ = x, as

desired.

Proof of Theorem II.22(a). We need to loosen the genericity condition in Corol-

lary VII.22 to the conditions that x satisfies (2.20) and has nonzero entries.

Let x ∈ (C∗)Z3
be a coherent solution of the Kashaev equation satisfying (2.20).

Let Aj = [−j, j]3∩Z3 and Bj = [−j, j]3∩L for j ∈ Z≥0. We claim that if there exist

x̃j ∈ (C∗)Bj satisfying the K-hexahedron equations that agree with x on Aj for all j,

then there exists x̃ ∈ (C∗)L satisfying the K-hexahedron equations that agrees with

x on Z3. Construct an infinite tree T as follows:

• The vertices of T are solutions of the K-hexahedron equation indexed by Bj

that agree with x on Aj (over j ∈ Z≥0).

• Add an edge between x̃j ∈ (C∗)Bj and x̃j+1 ∈ (C∗)Bj+1 if x̃j+1 restricts to x̃j.

Thus, T is an infinite tree in which every vertex has finite degree. By König’s

infinity lemma, there exists an infinite path x̃0, x̃1, . . . in T with x̃j ∈ (C∗)Bj . Thus,

there exists x̃ ∈ (C∗)L restricting to x̃j for all j ∈ Z≥0, so x̃ is a solution of the

K-hexahedron equations that agrees with x on Z3.

Given j ∈ Z≥0, we claim that there exists x̃ ∈ (C∗)Bj satisfying the K-hexahedron

equations that agree with x on Aj. It is straightforward to show that there exists
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a sequence x1,x2, · · · ∈ (C∗)Z3
of coherent solutions of the Kashaev equation that

converge pointwise to x whose restrictions to Z3
init are generic. By Corollary VII.22,

there exist x̃1, x̃2, · · · ∈ (C∗)L satisfying the K-hexahedron equations such that x̃i

restricts to xi. However, the sequence x̃1, x̃2, . . . does not necessarily converge (see

Proposition II.23 below). Let x̃′1, x̃
′
2, · · · ∈ (C∗)Bj be the restrictions of x̃1, x̃2, . . .

to Bj. There exists a subsequence of x̃′1, x̃
′
2, . . . that converges to some x̃ ∈ (C∗)Bj .

(For each s ∈ Bj \ Aj, we can partition the sequence x̃′1, x̃
′
2, . . . into two sequences,

each of which converges at s. Because Bj is finite, the claim follows.) The array x̃

must satisfy the K-hexahedron equations and agree with x on Aj, so we are done.

We shall now work towards a proof of Theorem II.23.

Lemma VII.23. Let x̃ ∈ (C∗)L be a solution of the K-hexahedron equations. Let

x̃init ∈ (C∗)Linit denote the restriction of x̃ to Linit. Let t = (ts) ∈ {−1, 1}Z3
� be in

the kernel of ψ. Then (t · x̃init)
↑L = (ys)s∈L, where

ys =


xs if s ∈ Z3

t[s]xs if s ∈ L− Z3 .

(7.41)

Proof. This follows from Lemma VII.18 and Proposition VII.3.

Lemma VII.24. Let x̃ ∈ (C∗)L be a solution of the K-hexahedron equations. Let

x̃init ∈ (C∗)Linit denote the restriction of x̃ to Linit. For t ∈ {−1, 1}Z3
�, the following

are equivalent:

• x̃ and (t · x̃init)
↑L agree on Z3;

• t is in the kernel of ψ (see Proposition VII.16).

Proof. If t is in the kernel of ψ, then x̃ and (t · x̃init)
↑L agree on Z3 by Lemma VII.23.
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If t is not in the kernel of ψ, let u = (us)s∈Z3 +( 1
2
, 1
2
, 1
2) = ψ(t). Write x̃ = (xs)s∈L

and (t · x̃init)
↑L = (ys)s∈L. Choose v ∈ Z3

{3,4,5,... } such that uv−( 1
2
, 1
2
, 1
2) = −1 and

uw−( 1
2
, 1
2
, 1
2) = 1 for all w ∈ Z3

{3,4,5,... } with w < v. (Such a choice of v exists because

if uv−( 1
2
, 1
2
, 1
2) = 1 for all v ∈ Z3

{3,4,5,...,}, then uv−( 1
2
, 1
2
, 1
2) = 1 for all v ∈ Z3 because u

must satisfy equation (7.38) for all v ∈ Z3.) Then by Lemma VII.18, yv−s = xv−s for

s ∈ {0, 1}3 − {(0, 0, 0)}, and yv−s = t[v−s]xv−s for s ∈
{(

1, 1
2
, 1

2

)
,
(

1
2
, 1, 1

2

)
,
(

1
2
, 1

2
, 1
)}

.

Hence,

yv − xv = −4
xv−(1, 1

2
, 1
2)xv−( 1

2
,1, 1

2)xv−( 1
2
, 1
2
,1)

x2
v−(1,1,1)

6= 0,(7.42)

so yv 6= xv.

Proof of Theorem II.23. Let x̃init ∈ (C∗)Linit denote the restriction of x̃ to Linit.

Suppose that for some signs αi, βi, γi ∈ {−1, 1}, i ∈ Z, ỹ ∈ (C∗)L satisfies equa-

tions (2.25)–(2.28) for (a, b, c) ∈ Z3. Define t = (ts) ∈ {−1, 1}Z3
� by equations (7.29)–

(7.31), so t is in the kernel of ψ by Proposition VII.16. Hence, by Lemma VII.23,

ỹ = (t · x̃init)
↑L, so ỹ satisfies the K-hexahedron equations, proving part (a).

Next, if ỹ ∈ (C∗)L satisfies the K-hexahedron equations, then ỹ = (t · x̃init)
↑L for

some t = (ts) ∈ {−1, 1}Z3
� . By Lemma VII.24, t is in the kernel of ψ. Hence, by

Proposition VII.16, there exist signs αi, βi, γi ∈ {−1, 1}, i ∈ Z, such that t is given by

equations (7.29)–(7.31). Hence, by Lemma VII.23, ỹ satisfies equations (2.25)–(2.28)

for (a, b, c) ∈ Z3, proving part (b).



CHAPTER VIII

Coherence for Cubical Complexes

In this chapter, we generalize Proposition II.8 and Theorem II.22 from Z3 to

certain classes of 3-dimensional cubical complexes. Proposition II.8 generalizes to

arbitrary 3-dimensional cubical complexes embedded in R3 (see Proposition VIII.1),

while Theorem II.22(b) generalizes to directed cubical complexes corresponding to

piles of quadrangulations of a polygon (see Proposition VIII.3). Theorem II.22(a)

does not hold for arbitrary directed cubical complexes corresponding to piles of quad-

rangulations of a polygon. It turns out that an additional property of a cubical

complex is required, which we call comfortable-ness. This property is satisfied by

the standard tiling of R3 with unit cubes, as well as by cubical complexes corre-

sponding to piles of ♦-tilings of Pn (see Proposition VIII.8). Let κ be the directed

cubical complex corresponding to a pile of quadrangulations of a polygon. In The-

orems VIII.10–VIII.11, we show that Theorem II.22(a) holds for κ if and only if

κ is comfortable. The proof of Theorem VIII.10 is nearly identical to the proof of

Theorem II.22(a) in Chapter VII.

First, we note that Proposition II.8 generalizes to arbitrary 3-dimensional cubical

complexes embedded in R3 as follows:

Proposition VIII.1. Let κ be a 3-dimensional cubical complex embedded in R3.

66
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Suppose that x = (xs)s∈κ0 satisfies the Kashaev equation. Then for any interior

vertex v ∈ κ0 (see Definition III.2),(∏
C3v

KC
v (x)

)2

=

(∏
S3v

(xvxv2 + xv1xv3)

)2

,(8.1)

where

• the first product is over 3-dimensional cubes C incident to the vertex v,

• the second product is over 2-dimensional faces S incident to the vertex v, and

• v, v1, v2, v3 are the vertices of such a face S listed in cyclic order.

Proof. The proof is almost identical to the proof of Proposition II.8 in Chapter VII.

Remark VIII.2. With Proposition VIII.1 in mind, we can think of the notion of

coherence from Definition IV.17 as follows. Let T = (T0, . . . , T`) be a pile of quad-

rangulations of a polygon with κ = κ(T). Start with an arbitrary array xinit indexed

by κ0(T0) whose entries are “sufficiently generic.” We want to extend xinit to an ar-

ray x indexed by κ0 that is a coherent solution of the Kashaev equation. Building

x inductively, suppose we have defined the values of x at κ0(T0, . . . , Ti−1), and we

need to define the value xw of x at the new vertex w in Ti. Let C ∈ κ3 be the

cube corresponding to the flip between Ti−1 and Ti, and let v be the bottom vertex

of C, i.e., let v be the unique vertex in Ti−1 but not Ti. In order that x continue

to satisfy the Kashaev equation, there are 2 possible values for xw, say a and b, so

that KC(x) = 0. If the vertex v is in T0, i.e., v is not an interior vertex of κ, then

we can either set xw = a or xw = b, and x will continue to be a coherent solution of

the Kashaev equation. Now, suppose v is not in T0, i.e., v is an interior vertex of κ.

Because we have chosen xinit to be “sufficiently generic,” the value of
∏

C3vK
C
v (x)
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depends on whether we set xw = a or xw = b. Proposition VIII.1 tells us that for

one of the 2 possible values, say xw = a, equation (4.6) holds, while for the other

value, xw = b, the following equation holds:

∏
C3v

KC
v (x) = −

∏
S3v

(xvxv2 + xv1xv3).(8.2)

Hence, the condition of coherence tells us which of the 2 solutions is the “correct”

one when v is an interior vertex of κ.

We now prove the following generalization of Theorem II.22(b).

Proposition VIII.3. Let T be a pile of quadrangulations of a polygon. Let x̃ =

(xs)s∈κ02(T) be an array (with xs 6= 0 for all s ∈ κ0(T)) satisfying the K-hexahedron

equations. Then the restriction of x̃ to κ0(T) is a coherent solution of the Kashaev

equation.

Proof. The proof follows almost exactly the same as the proof of Theorem II.22(b).

For an interior vertex v of κ, there is exactly one cube C for which v is the top vertex,

and exactly one cube C for which v is the bottom vertex. Let x be the restriction of

x̃ to κ0. By Lemma VII.2, taking the product over the cubes incident to v,

∏
C3v

KC
v (x) = (−1)2

∏
S∈κ2:S3v

xS =
∏
S3v

x2
S =

∏
S3v

(xvxv2 + xv1xv3),(8.3)

so the restriction of x̃ to x is a coherent solution of the Kashaev equation.

The following statement generalizes Theorem II.9:

Corollary VIII.4. Let T be a pile of quadrangulations of a polygon. Let x =

(xs)s∈κ0(T) be an array satisfying the positive Kashaev recurrence. Then x is a co-

herent solution of the Kashaev equation.
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Proof. This follows immediately from Proposition VIII.3 because x can be extended

to an array indexed by κ02(T) satisfying the K-hexahedron equations by choosing

the positive solutions from equation (2.12) for s ∈ κ2(T).

Remark VIII.5. The converse of Proposition VIII.3 (i.e., the counterpart of Theo-

rems II.22(a) and IV.19(a)) does not hold for an arbitrary choice of T. In other

words, there exist piles T and arrays x indexed by κ0(T) with nonzero components

that are coherent solutions of the Kashaev equation, where x cannot be extended to

an array indexed by κ02(T) satisfying the K-hexahedron equations.

In order for a converse of Proposition VIII.3 (equivalently, a generalization of

Theorems II.22(a) and IV.19(a)) to hold, one must impose an additional condition

on the underlying cubical complexes; see Definition VIII.6 below.

Definition VIII.6. Let κ be a three-dimensional cubical complex that can be em-

bedded into R3, cf. Definition III.2. (While this embeddability condition can be

relaxed, it is satisfied in all subsequent applications. In fact, κ will always be the

cubical complex associated to a pile of quadrangulations.) Let ∼ be the equivalence

relation on κ2 generated by the equivalences s1 ∼ s2 for all pairs (s1, s2) involving op-

posite faces of some 3-dimensional cube in κ3. Let κ� denote the set of equivalence

classes under this equivalence relation. Denote by [s] ∈ κ� the equivalence class

of s ∈ κ2. By analogy with Definition VII.13, denote by ψκ : {−1, 1}κ� → {−1, 1}κ3

the map sending an array t = (t[s])[s]∈κ� to the array ψκ(t) = (uC)C∈κ3 defined

by uC = t[a]t[b]t[c], where a, b, c are representatives of the three pairs of opposite 2-

dimensional faces of C. We say that the cubical complex κ is comfortable if the

following statements are equivalent for every u = (uC) ∈ {−1, 1}κ3
:

(C1) u is in the image of ψκ;
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(C2) for every interior vertex v ∈ κ0 (cf. Definition III.2), we have

∏
C3v

uC = 1,(8.4)

the product over 3-dimensional cubes C ∈ κ3 containing v.

By Lemma VII.19, the standard tiling of R3 by unit cubes is comfortable.

Remark VIII.7. In Definition VIII.6, the statement (C1) always implies (C2). Indeed,

if u = ψκ(t) with t =
(
t[s]
)

[s]∈κ�
∈ {−1, 1}κ� , then for any interior vertex v ∈ κ0,

∏
v∈C∈κ3

uC =
∏

v∈s∈κ2

t2[s] = 1.(8.5)

Thus, in checking comfortableness, we simply must check that (C2) implies (C1).

We next state four results (Propositions VIII.8–VIII.9 and Theorems VIII.10–

VIII.11) which the rest of this chapter is dedicated to proving. The reader may want

to review Definitions III.6–III.7 before proceeding with the following proposition.

Proposition VIII.8. Let T be a pile of quadrangulations of a polygon. Suppose

that the divide associated to each quadrangulation in T is a pseudoline arrangement.

Then κ = κ(T) is comfortable. In particular, if T is a pile of ♦-tilings of the

polygon Pn, then κ = κ(T) is comfortable.

Proposition VIII.9. There exists a pile T of quadrangulations of some polygon

such that the cubical complex κ = κ(T) is not comfortable.

We next state a generalization of Theorems II.22 and IV.19.

Theorem VIII.10. Let T be a pile of quadrangulations of a polygon such that κ =

κ(T) is comfortable. Any coherent solution of the Kashaev equation x = (xs)s∈κ0

with nonzero components satisfying condition (4.7) can be extended to an array x̃ =

(xs)s∈κ02 satisfying the K-hexahedron equations.
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However, Theorems II.22 and IV.19 don’t generalize to cubical complexes that

are not comfortable.

Theorem VIII.11. Let T be a pile of quadrangulations of a polygon such that

κ = κ(T) is not comfortable. Then there exists a coherent solution of the Kashaev

equation x indexed by κ0 which cannot be extended to an array indexed by κ02 sat-

isfying the K-hexahedron equations.

Note that Theorem IV.19(a) follows directly from Proposition VIII.8 and Theo-

rem VIII.10. In Remark VIII.12 below, we explain that Theorem II.22(a) follows

from Proposition VIII.8 and Theorem VIII.10 as well.

Remark VIII.12. Together, Theorem VIII.10 and Proposition VIII.8 imply Theo-

rem II.22(a). For each cube [−j, j]3 ∈ R3, project the “bottom” faces (i.e., {−j} ×

[−j, j]× [−j, j], [−j, j]×{−j}× [−j, j], [−j, j]× [−j, j]×{−j}) onto R2 to obtain a

quadrangulation Tj of a region Rj, as shown in Figure 8.1. The divide associated to

each quadrangulation Ti is a pseudoline arrangement. Hence, by Proposition VIII.8,

for any pile Ti including Ti, κ(Ti) is comfortable. Choose Ti, so that we can asso-

ciate the vertices of κ(Ti) with {−j, . . . , j}3, so that
⋃∞
j=1 κ0(Ti) = Z3. Repeating

the König’s infinity lemma argument from the end of the proof of Theorem II.22(a),

Theorem VIII.10 implies Theorem II.22.

The rest of this chapter is dedicated to proving Propositions VIII.8–VIII.9 and

Theorems VIII.10–VIII.11.

We begin by proving Proposition VIII.8.

Lemma VIII.13. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon

such that κ(T) is comfortable. Given 0 ≤ i ≤ j ≤ `, let T′ = (Ti, . . . , Tj). Then

κ(T′) is comfortable.
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quadrangulation T1 of R1 quadrangulation T2 of R2

Figure 8.1: The quadrangulations Tj of regions Rj described in Remark VIII.12.

Proof. It suffices to check that (C2) implies (C1) for κ(T′) (see Remark VIII.7).

Note that any u = (uC)C∈κ3(T′) satisfying (C2) can be extended to ũ = (uC)C∈κ3(T)

satisfying (C2). Identifying κ�(T) and κ�(T′), the fact that there exists t such that

ψκ(T)(t) = ũ implies that ψκ(T′)(t) = u, as desired.

We can now prove Proposition VIII.8 in the special case where T be a pile of

♦-tilings of Pn.

Lemma VIII.14. Let T be a pile of ♦-tilings of Pn. Then κ = κ(T) is comfortable.

Proof. Labeling the vertices of κ by subsets of [n] (as in Chapter IV), we can label

the cubes in κ3 by 3-element subsets of [n] by taking the symmetric difference of

the labels of any opposite vertices in the cube. Note that we can extend T to a

longer pile T′ so that for every A ∈
(

[n]
3

)
, at least one cube of κ(T′) is labeled by A.

Hence, by Proposition VIII.13, it suffices to prove the theorem under the additional

assumption that each set in
(

[n]
3

)
labels at least one cube in κ3.

Let A1 be the set of u ∈ {−1, 1}κ3
satisfying (C1), and A2 be the set of u

satisfying (C2). Because A1 ⊆ A2, it suffices to show that |A1| ≥ |A2| in order to

prove that A1 = A2. We claim that both A and B have size 2(n−1
2 ).

First, we claim that |A1| ≥ 2(n−1
2 ). Identify each element S ∈ κ� with a 2-
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element subset of [n] by taking the symmetric difference of the labels of any pair

of opposite vertices of any tile in S. Note that if u = ψκ(t), and a cube C labeled

by {i, j, k}, then uC = t{i,j}t{i,k}t{j,k}. Define a map of vector spaces f : {−1, 1}(
[n]
2 ) →

{−1, 1}(
[n]
3 ) where f

(
(tS)

S∈([n]
2 )

)
= (uC)

C∈([n]
3 ) with

u{i,j,k} = t{i,j}t{i,k}t{j,k}.(8.6)

If we fix t{1,2} = · · · = t{1,n} = 1, then u{1,j,k} = t{j,k}, so the rank of f is at

least the number of 2-element subsets of {2, . . . , n}, i.e.,
(
n−1

2

)
. Hence, it follows

that |A1| ≥ 2(n−1
2 ).

Thus, in order to prove the proposition, we must show that |A2| ≤ 2(n−1
2 ). Note

that there are
(
n−1

2

)
vertices in the interior of any ♦-tiling of Pn. In choosing u

satisfying (C2), we can make an arbitrary choice of sign for any cube that shares

its bottom vertex with T0, but the signs of the remaining cubes is determined by

condition (C2). Hence, because at most
(
n−1

2

)
cubes can share their bottom vertices

with T0 (the bottom of a cube cannot be on the boundary of T0), there are at most

2(n−1
2 ) such u satisfying condition (C2), proving our claim.

We can now prove Proposition VIII.8 in its full generality.

Proof of Proposition VIII.8. Let T = (T0, . . . , T`). We claim that we can “embed”

the quadrangulations T0, . . . , T` in ♦-tilings of Pn. Let D0, . . . , D` be the divides

associated to T0, . . . , T`. Because D0, . . . , D` are pseudoline arrangements connected

by braid moves, we can extend D0, . . . , D` to pseudoline arrangements D̃0, . . . , D̃`,

still connected by braid moves, in which every pair of branches intersects exactly

once. By Proposition III.8, there exists a pile T̃ = (T̃0, . . . , T̃`) of ♦-tilings of Pn, for

which the divides associated to T̃0, . . . , T̃` are D̃0, . . . , D̃`.
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By Lemma VIII.14, κ(T̃) is comfortable. The cubical complex κ(T̃) consists

of κ = κ(T), unioned with 2-dimensional faces that are not part of any 3-dimensional

cube. Hence, it follows that κ is comfortable as well.

Proof of Proposition VIII.9. We describe a pile T = (T0, . . . , T8) of quadrangulations

of a square such that κ = κ(T) is not comfortable. Let T0 be as in Figure 8.2. It is

easier to understand this example by looking at the divides associated to T0, . . . , T8,

displayed in Figure 8.3. Note that the divides associated to these quadranguations

are not pseudoline arrangements. Note that κ has no interior vertices. Hence,

every u ∈ {−1, 1}κ3
satisfies (C2). However, it is not difficult to check that if u

satisfies (C1), then the sign on a given cube is determined by the sign on the other 7.

Hence, κ is not comfortable.

Figure 8.2: The quadrangulation T0 from the proof of Proposition VIII.9, with the associated divide
drawn on top in blue.

The rest of this chapter is dedicated to the proofs of Theorems VIII.10–VIII.11.

Definition VIII.15. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon,

with κ = κ(T), and x = (xs)s∈κ0 . We say that x is generic if for all extensions of

xinit (the restriction of x to κ0(T0)) to an array x̃ indexed by κ02(T) satisfying the

K-hexahedron equations, the entries of x̃ are all nonzero.
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T0 T1 T2

T3 T4 T5

T6 T7 T8

Figure 8.3: The divides associated to the quadrangulations T0, . . . , T8 from the proof of Proposi-
tion VIII.9.

Definition VIII.16. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon,

with κ = κ(T). Given an array x̃init = (xs)s∈κ02(T0) and t =
(
t[s]
)

[s]∈κ�
, set t · x̃init =

(ys)s∈κ02(T0), where

ys =


xs if s ∈ κ0(T0)

t[s]xs if s ∈ κ2(T0).

(8.7)

Given a generic array x̃init indexed by κ02(T0), define (x̃init)
↑κ02

to be the unique

extension of x̃init to an array indexed by κ02 satisfying the K-hexahedron equations.
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Define (x̃init)
↑κ0

to be the restriction of (x̃init)
↑κ02

to κ0.

Lemma VIII.17. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon,

with κ = κ(T). Fix a generic array x̃init indexed by κ02(T0) satisfying equation 2.12

for s ∈ κ2(T0), and t ∈ {−1, 1}κ�. Then the following are equivalent:

• ψκ(t) has value 1 on C1, . . . , Ci−1, and value −1 on Ci;

• (x̃init)
↑κ0

and (t · x̃init)
↑κ0

agree at κ0(T0), . . . ,κ0(Ti−1) but not at κ0(Ti).

Proof. The proof follows directly from Lemma VII.11.

Lemma VIII.18. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon,

with κ = κ(T). Let x and x′ be generic and distinct coherent solutions of the

Kashaev equation, both indexed by κ0, such that x and x′ agree at κ0(T0). Let i be

the minimum value such that x and x′ do not agree at κ0(Ti). Then the cube Ci

shares its bottom vertex with T0.

Proof. Assume (for contradiction) that Ci doesn’t share its bottom vertex with T0.

Then the bottom vertex of Ci must be an interior vertex of κ. Hence, by the

coherence and genericity of x and x′, the values of x and x′ are uniquely determined

by their values at κ0(T0), . . . ,κ0(Ti−1), which are the same for x and x′. Hence, x

and x′ agree at the top vertex of Ci, and thus agree at κ0(Ti), a contradiction.

We can now prove a weaker version of Theorem VIII.10, under the additional

constraint of genericity.

Corollary VIII.19. Let T be a pile of quadrangulations of a polygon such that

κ = κ(T) is comfortable. Any generic, coherent solution of the Kashaev equation

x = (xs)s∈κ0 can be extended to x̃ = (xs)s∈κ02 satisfying the K-hexahedron equations.
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Proof. Choose an arbitrary extension of xinit, the restriction of x to κ0(T0) to an

array x̃′init indexed by κ02(T0) satisfying equation (2.12) for s ∈ κ2(T0). The result

follows once we can show that there exists t ∈ {−1, 1}κ� such that (t · x̃′init)
↑κ02

agrees with x on κ0.

We proceed by induction, and assume that there exists t such that (t · x̃′init)
↑κ02

agrees with x on κ0(Tj) for j = 0, . . . , i− 1. If (t · x̃′init)
↑κ02

agrees with x on κ0(Tj)

for j = 0, . . . , i, we are done. Suppose that (t · x̃′init)
↑κ02

does not agree with x

on κ0(Ti). We need to find ti such that (tit · x̃′init)
↑κ02

agrees with x on κ0(Tj) for

j = 0, . . . , i. By Lemma VIII.17, this is equivalent to finding ti such that ψκ(ti) is 1

on C1, . . . , Ci−1, and −1 on Ci. By Lemma VIII.18, the cube Ci shares its bottom

vertex with T0. Hence, there exists u = (us) ∈ {−1, 1}κ3
satisfying (C2) such that

uC1 = · · · = uCi−1
= 1 and uCi

= −1. (For example, choose u so that uCi
= −1, and

uC = 1 for all other cubes C that share a bottom vertex with T0. Then the remaining

values are determined by condition (C2).) Because κ is comfortable, there exists ti

such that ψκ(ti) = u, as desired.

Proof of Theorem VIII.10. We need to loosen the condition that x is generic from

Corollary VIII.19 to the conditions that x has nonzero components and satisfies

condition (4.7).

Let x ∈ (C∗)κ0
be a coherent solution of the Kashaev equation with nonzero

components that satisfies condition (4.7). It is straightforward to show that there

exists a sequence x1,x2, · · · ∈ (C∗)κ0
of generic, coherent solutions of the Kashaev

equation that converge pointwise to x. By Corollary VIII.19, there exist x̃1, x̃2, · · · ∈

(C∗)κ02
satisfying the K-hexahedron equations such that x̃i restricts to xi. There

exists a subsequence of x̃1, x̃2, . . . that converges to an array x̃. (For each s ∈ κ2(T),

we can partition the sequence x̃1, x̃2, . . . into two sequences, each of which converges
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at s. Because κ2(T) is finite, the claim follows.) The array x̃ must satisfy the

K-hexahedron equations and restrict to x, so we are done.

In order to complete the proof of Theorem VIII.11, we will need the following

technical lemma.

Lemma VIII.20. Let T = (T0, . . . , T`) be a pile of quadrangulations of a polygon

such that κ(T) is not comfortable, but κ(T0, . . . , T`−1) is comfortable. Let C` be the

cube of κ corresponding to the flip from T`−1 to T`.

(a) Let v be the bottom vertex of the cube C`, i.e., let v be the vertex of T`−1 not

in T`. Then v is in T0.

(b) Let w = (wC)C∈κ3 where wC`
= −1, and wC = 1 for C 6= C`. Then w is not in

the image of ψκ.

Proof. Let κ′ = κ(T0, . . . , T`−1). Let

• a1 be the number of u ∈ {−1, 1}(κ′)3 satisfying (C1),

• a2 be the number of u ∈ {−1, 1}(κ′)3 satisfying (C2),

• b1 be the number of u ∈ {−1, 1}κ3
satisfying (C1), and

• b2 be the number of u ∈ {−1, 1}κ3
satisfying (C2).

Because a1, a2, b1, b2 enumerate the elements of vector fields over F2, all four quan-

tities must be powers of 2. Because κ′ is comfortable, a1 = a2. Because κ is not

comfortable, b1 < b2. It is clear that b1 ≤ 2a1 and b2 ≤ 2a2. Hence, it follows

that a1 = a2 = b1 = b2/2.

Assume (for contradiction) that v is not in T0, so v is in the interior of κ. But

then if u = (uC)C∈κ3 satisfies (C2),

uC`
=

∏
C∈κ3:w∈C 6=C`

uC ,(8.8)
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so a2 = b2, a contradiction. Hence, we have proved (a).

Because a1 = b1, it follows that for each u′ ∈ {−1, 1}(κ′)3 satisfying (C1), there

exists exactly one u ∈ {−1, 1}κ3
satisfying (C1) that restricts to u′. Because

u = (uC)C∈κ3 and u′ = (uC)C∈(κ′)3 where uC = 1 for all C satisfy (C1), w can-

not satisfy (C1), proving (b).

Proof of Theorem VIII.11. Without loss of generality, we assume that κ(T0,. . . ,T −̀1)

is comfortable. (If not, let m be minimum so that κ(T0, . . . , Tm) is not comfortable,

but κ(T0, . . . , Tm−1) is comfortable. If we can prove the theorem for κ(T0, . . . , Tm),

it follows that it holds for κ(T).)

We now construct an array x satisfying the desired conditions. Let C be the cube

of κ corresponding to the flip from T`−1 to T`, and let v be the top vertex of C (i.e.,

v is the new vertex in Ti). Choose arbitrary positive values for xinit. Extend xinit to

x by the positive Kashaev recurrence until we reach v, where we choose the other

value such that KC(x) = 0.

By construction, x restricted to κ(T0, . . . , T`−1) satisfies the positive Kashaev

recurrence, and hence is a coherent solution of the Kashaev equation. By

Lemma VIII.20(a), no vertices of C are in the interior of κ. Hence, x is a coherent

solution of the Kashaev equation.

Next, we show that x cannot be extended to an array indexed by κ02 satisfying

the K-hexahedron equations. Let xpK be the array satisfying the positive Kashaev

recurrence that restricts to xinit at T0 (so xpK agrees with x everywhere except

v). Let x̃pK be an extension of xpK to κ02 satisfying the K-hexahedron equations.

Assume (for contradiction) that there exists t ∈ {−1, 1}κ̃2 such that x̃(t · (x̃pK)0)

restricts to x. Hence, by Lemma VIII.17, ψκ(t) has value −1 at C, and value 1

everywhere else. But Lemma VIII.20(b) says that array is not in the image of ψκ, a
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contradiction. Hence, no such t exists, so x cannot be extended to an array indexed

by κ02 satisfying the K-hexahedron equations.



CHAPTER IX

Proofs of Corollary IV.23 and Theorem IV.26

This chapter contains the proofs of Corollary IV.23 and Theorem IV.26.

We use the following lemma in proving Corollary IV.23.

Lemma IX.1. Let T be a pile of ♦-tilings of Pn, with κ = κ(T). Let x = (xs) ∈

(C∗)κ0
be a coherent solution of the Kashaev equation satisfying condition (4.5).

Suppose s1, s2 ∈ κ0 are labeled by the same subset of [n]. Then xs1 = xs2.

Proof. Note that due to the homogeneity of the Kashaev equation and the coherence

equations (equation (IV.17)), we can rescale the components of x to obtain a standard

array. Hence, we can assume that x is standard.

By Theorem IV.19(a), we can extend x to an array x̃ indexed by κ02 satisfying the

K-hexahedron equations. Note that we can choose a sequence x̃1, x̃2, . . . of standard

arrays indexed by κ02 satisfying the K-hexahedron equations converging to x̃ such

that the restriction of x̃i to κ02(T ) for any tiling T in T is generic. By Theorems IV.9

and IV.12, there exist symmetric n × n matrices such that x̃i = x̃κ(T)(Mi). Hence,

the components of x̃i at s1 and s2 must agree, so the components of x̃ at s1 and s2

must agree.

Proof of Corollary IV.23. The first bullet point implies the second two by Corol-

lary IV.14, and it is obvious that the third implies the second. Thus, we need to

81
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show that the second bullet point implies the first.

Next, suppose T = (T0, . . . , T`) is a pile of ♦-tilings of Pn in which every I ⊆ [n]

labels at least one vertex of κ(T), and x = xκ(T)(x̄) is a coherent solution of the

Kashaev equation. Let T′ = (T0, . . . , T`, . . . , T`′) be an extension of T where T′

contains the tiling Tmin,n. By Lemma IX.1, xκ(T′)(x̄) is the unique extension of

x to κ0(T′). By Theorem IV.19(a), there exists an array x̃ indexed by κ02(T′)

extending xκ(T′)(x̄) that satisfies the K-hexahedron equations. By Theorem IV.10,

Proposition IV.11, and Corollary IV.15 (all of which are due to Kenyon and Pemantle

[4]), there exists a unique symmetric matrix M such that x̃ = x̃κ(T′)(M), so M

satisfies condition (4.8).

Next, we shall work towards a proof of Theorem IV.26.

Proposition IX.2. Let M be an n× n symmetric matrix, and let x̄ = x̄(M). Then

for all I ⊆ [n] and A ∈
(

[n]
4

)
, equation (4.14) holds.

Proof. Note that it suffices to prove Proposition IX.2 for generic, symmetric M , be-

cause any symmetric matrix can be written as a limit of generic, symmetric matrices.

Fix a generic, symmetric n× n matrix M for the rest of the proof.

For I ⊂ [n] and distinct i, j ∈ [n], let

xI,{i,j} = (−1)b(|I
′|+1)/2cM

I′∪{j}
I′∪{i} ,(9.1)

where I ′ = I \ {i, j}. Note that if T is a pile of ♦-tilings of Pn, a cube of κ(T)

containing vertices labeled by I and I∪{i, j, k} for i, j, k 6∈ I has top/bottom vertices

labeled by I∪{j} and I∪{i, k}. Hence, by Lemma VII.2 and the fact that x̃κ(T)(M)

satisfies the K-hexahedron equations, where T is any pile of ♦-tilings of Pn, it follows
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that

KI,{i,j,k}(x̄) = ±xI,{i,j}xI,{{i,k}xI,{j,k},(9.2)

where the plus sign appears on the right-hand side of equation (9.2) if either

• i, k ∈ I and j 6∈ I, or

• j ∈ I and i, k 6∈ I,

and the minus sign appears otherwise.

Let I ⊆ [n] and A ∈
(

[n]
4

)
. It is straightforward to check that an even number of

{i < j < k} ∈
(
A
3

)
satisfy neither of the bullet points above. Hence, by equation (9.2),

it follows that

∏
J∈(A

3)

KI,J(x̄) =
∏
J∈(A

2)

x2
I,J =

∏
J∈(A

2)

LI,J(x̄),(9.3)

as desired.

The reader may want to review Example III.17 before proceeding with the follow-

ing lemma.

Lemma IX.3. Fix an array x̄ = (xI)I⊆[4], satisfying the conditions that

• xI 6= 0 for all I ⊆ [4];

• for any I ⊆ [4] and distinct i, j ∈ [4], LI,{i,j} 6= 0;

• for all I ⊆ [4] and distinct i, j, k ∈ [4], equation (4.12) holds;

• for all I ⊆ [4], equation (4.13) holds.

Let T1 = (T1,0, . . . , T1,4),T2 = (T2,0, . . . , T2,4) ∈ C(4) be the two distinct piles in C(4).

Let x̃1 ∈ (C∗)κ02(T1) be an extension of xκ(T1)(x̄) satisfying the K-hexahedron equa-

tions. Then there exists an extension x̃2 ∈ (C∗)κ02(T2) of xκ(T2)(x̄) satisfying the

K-hexahedron equations that agrees with x̃1 on κ02(T1,0) = κ02(T2,0).
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Proof. By the homogeneity of equations (4.12)–(4.13), we can rescale the components

of x̄ so that x∅ = 1. Hence, it follows from Corollary IV.25 that there exists an

extension x̃′1 ∈ (C∗)κ02(T1) of xκ(T1)(x̄) and an extension x̃′2 ∈ (C∗)κ02(T2) of xκ(T2)(x̄)

that agree on κ02(T1,0) = κ02(T2,0).

Let x̃′init be the restriction of x̃′1 to κ02(T1,0). Let t ∈ {−1, 1}κ2(T1,0) (where we

associate κ2(T1,0) with κ̃2(T1)) so that x̃1 = (t · x̃′init)
↑κ02(T1). By Lemma VIII.17,

because x̃′1 and x̃1 agree on κ0(T1), ψκ(T1)(t) has value 1 at every cube of κ(T1).

Because ψκ(T1)(t) has value 1 at every cube of κ(T1), ψκ(T2)(t) has value 1 at every

cube of κ(T2). Hence, (t · x̃′init)
↑κ2(T2) agrees with x̃1 on κ02(T1,0) = κ02(T2,0) and

restricts to xκ(T2)(x̄).

The reader may want to review Definition III.21 before proceeding with the fol-

lowing definition.

Definition IX.4. Let T1 = (T1,0, . . . , T1,`) and T2 = (T2,0, . . . , T2,`) be two piles,

such that the directed cubical complexes κ(T1) and κ(T2) are related by a flip. Label

the vertices of κ(T1) and κ(T2) involved in the 3-flip by subsets of [4], as in Fig-

ure 9.1. Let x1 ∈ (C∗)κ0(T1) and x2 ∈ (C∗)κ0(T2) be arrays satisfying condition (4.5).

We say that the pair (x1,x2) is K-flipped when

• x1 and x2 agree everywhere, except at the vertex at which κ(T1) and κ(T2)

differ;

• writing x̄ = (xI)I⊆[4], where xI is the component of x1 and/or x2 at the vertex

labeled by I, x̄ satisfies equation (4.12) for all I ⊆ [4] and distinct i, j, k ∈ [4]

and equation (4.13) for all I ⊆ [4].

Lemma IX.5. Let T1 = (T1,0, . . . , T1,`) and T2 = (T2,0, . . . , T2,`) be two piles, such

that the directed cubical complexes κ(T1) and κ(T2) are related by a flip. Let x1 ∈
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(C∗)κ0(T1) and x2 ∈ (C∗)κ0(T2) be arrays satisfying condition (4.5), such that the pair

(x1,x2) is K-flipped.

(a) Then x1 is a coherent solution of the Kashaev equation if and only if x2 is a

coherent solution of the Kashaev equation.

(b) Suppose x1 and x2 are both coherent solutions of the Kashaev equation. Let

x̃1 ∈ (C∗)κ02(T1) be an extension of x1 to κ02(T1), and let x̃init be the restriction of

x̃1 to κ02(T1,0). Then, identifying κ02(T1,0) and κ02(T2,0), (x̃init)
↑κ02(T2) restricts to

x2.

Proof. This result follows from Lemma IX.3.

Lemma IX.6. There exists a sequence T0, . . . ,T(n
3)−(n−1

2 ) ∈ C(n) of piles, where we

write Ti = (Ti,0, . . . , Ti,(n
3)

) for i = 0, . . . ,
(
n
3

)
−
(
n−1

2

)
, such that

• the directed cubical complexes κ(Ti−1) and κ(Ti) are related by a flip for i =

1, . . . , `;

• the directed cubes of κ(T0) corresponding to the flips between T0,i−1 and T0,i for

i = 1, . . . ,
(
n−1

2

)
share their bottom vertex with T0,0;

• for i = 1, . . . ,
(
n
3

)
−
(
n−1

2

)
, T0,j = · · · = Ti−1,j for j = i+

(
n−1

2

)
, . . . ,

(
n
3

)
;

• for i = 1, . . . ,
(
n
3

)
−
(
n−1

2

)
, the directed cube of κ(Ti−1) corresponding to the flip

between Ti−1,i−1+(n
3)−(n−1

2 ) and Ti−1,i−1+(n
3)−(n−1

2 ) is the top of the four cubes of

κ(Ti−1) involved in the flip between κ(Ti−1) and κ(Ti).

Remark IX.7. The idea behind Lemma IX.6 is as follows. Let Ci be the cube of

κ(T0) corresponding to the flip between T0,i−1 and T0,i. The second bullet point

states that the cubes C1, . . . , C(n−1
2 ) share their bottom vertex with T0,0, and hence

do not have their bottom vertices in the interior of κ(T0). As a consequence of

the remaining bullet points, there is a sequence of
(
n
3

)
−
(
n−1

2

)
flips on the directed
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cubical complex κ(T0) in which C(n−1
2 )+1, . . . , C(n

3)
(in that order) are the top cubes

involved in the flips.

Proof of Lemma IX.6. Define a total order <lex on
(

[n]
k

)
, where {i1 < · · · < ik} <lex

{i′1 < · · · < i′k} when there exists j such that i` = i′` for ` < j, and ij < i′j. Set

{α1 <lex · · · <lex α(n
3)
} =

(
[n]
3

)
. Note that the permutation σ0 = (α1, . . . , α(n

3)
)

of
(

[n]
3

)
is admissible (see Definition III.23). Let T0 be the pile corresponding to

(α1, . . . , α(n
3)

) (see Theorem III.25). Note that 1 ∈ αi for i = 1, . . . ,
(
n−1

2

)
, so the

second bullet point holds.

We now construct the piles T1, . . . ,T(n
3)−(n−1

2 ) inductively as follows. For i =

1, . . . ,
(
n
3

)
−
(
n−1

2

)
, the admissible permutation σi corresponding to Ti should have

the following properties:

• The inversion set of σi is {{1} ∪ α(n−1
2 )+1, . . . , {1} ∪ α(n−1

2 )+i}. Hence, the in-

version sets of σi−1 and σi differ by the element {1} ∪ α(n−1
2 )+i, so κ(Ti−1) and

κ(Ti) are related by a flip. Hence, the first bullet point holds.

• Writing σi−1 = (β1, . . . , β(n
3)

), βj = αj for j = i+
(
n−1

2

)
, . . . ,

(
n
3

)
. Hence, the third

bullet point holds. Because βi+(n−1
2 ) = αi+(n−1

2 ) and the flip between κ(Ti−1)

and κ(Ti) consists of the inclusion of {1} ∪ αi+(n−1
2 ) to the inversion set, the

fourth bullet point follows.

For i = 1, . . . ,
(
n
3

)
−
(
n−1

2

)
, write σi−1 = (β1, . . . , β(n

3)
). We want to obtain σi. Write

αi+(n−1
2 ) = βi+(n−1

2 ) = {i1 < i2 < i3}. Let (γ1, . . . , γi+(n−1
2 )−4) be the subsequence of

(β1, . . . , βi+(n−1
2 )−4) excluding {1, i1, i2}, {1, i1, i3}, and {1, i2, i3}. Setting

σi=
(
γ1, . . . , γi+(n−1

2 )−4, {i1, i2, i3}, {1, i2, i3}, {1, i1, i3}, {1, i1, i2}, βi+(n−1
2 ), . . . , β(n

3)

)
,

(9.4)
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it is straightforward to check that σi is an admissible permutation with the desired

properties.

Remark IX.8. The pile T0 constructed in the proof of Lemma IX.6 is a represen-

tative for the smallest element of the third higher Bruhat order. The sequence(
κ (T0) , . . . ,κ

(
T(n

3)−(n−1
2 )

))
, where T0, . . . ,T(n

3)−(n−1
2 ) are the piles constructed in

the proof of Lemma IX.6, are the first
(
n
3

)
−
(
n−1

2

)
+ 1 elements for a representative

for the smallest element of the fourth higher Bruhat order. See [8] or [10] for further

discussion of higher Bruhat orders.

Lemma IX.9. Let x̄ = (xI)I⊆[n] be an array satisfying the conditions that LI,{i,j} 6= 0

for any I ⊆ [n] and distinct i, j ∈ [n], and x∅ = 1. Suppose that for all I ⊆ [n]

and distinct i, j, k ∈ [n], equation (4.12) holds, and for all I ⊆ [n] and A ∈
(

[n]
4

)
,

equation (4.14) holds. Then there exists T ∈ C(n) such that xκ(T)(x̄) is a coherent

solution of the Kashaev equation.

Proof. Let T0, . . . ,T(n
3)−(n−1

2 ) ∈ C(n) be a sequence of piles satisfying the conditions

of Lemma IX.6, where we write Ti = (Ti,0, . . . , Ti,(n
3)

) for i = 0, . . . ,
(
n
3

)
−
(
n−1

2

)
. We

will show that xκ(T0)(x̄) is a coherent solution of the Kashaev equation.

We claim that xκ(T0,0,...,T0,j)(x̄) is a coherent solution of the Kashaev equation

for j = 1, . . . ,
(
n
3

)
and proceed by induction. Because equation (4.12) holds for

all I ⊆ [n] and distinct i, j, k ∈ [n], xκ(T0,0,...,T0,j)(x̄) satisfies the Kashaev equa-

tion. Hence, we only have to check coherence, i.e., we need to check that equa-

tion (4.6) holds for every interior vertex of κ(T0,0, . . . , T0,j). For j = 1, . . . ,
(
n−1

2

)
,

none of the vertices κ0(T0,0, . . . , T0,j) are interior vertices of κ(T0,0, . . . , T0,j), so

xκ(T0,0,...,T0,j)(x̄) is a coherent solution of the Kashaev equation. By our inductive

hypothesis, xκ(T0,0,...,T0,j−1)(x̄) is a coherent solution of the Kashaev equation. By
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construction, κ(Ti−1,0, . . . , Ti−1,j−1) and κ(Ti,0, . . . , Ti,j−1) are related by a flip for

i = 1, . . . , j −
(
n−1

2

)
− 1. Hence, the pairs

(
xκ(Ti−1,0,...,Ti−1,j−1)(x̄),xκ(Ti,0,...,Ti,j−1)(x̄)

)
are K-flipped for i = 1, . . . , j−

(
n−1

2

)
−1 by the conditions of the lemma. By repeated

applications of Lemma IX.5(a), it follows that x
κ

(
T
j−(n−1

2 )−1,0
,...,T

j−(n−1
2 )−1,j−1

)(x̄) is a

coherent solution of the Kashaev equation. By construction, the cube of

κ
(
Tj−(n−1

2 )−1,0, . . . , Tj−(n−1
2 )−1,j

)
corresponding to the flip between Tj−(n−1

2 )−1,j−1

and Tj−(n−1
2 )−1,j is the top of four cubes where a flip can take place. Hence, because

equation (4.14) holds for all I ⊆ [n] and A ∈
(

[n]
4

)
, x

κ

(
T
j−(n−1

2 )−1,0
,...,T

j−(n−1
2 )−1,j

)(x̄) is

a coherent solution of the Kashaev equation. By construction, κ(Ti−1,0, . . . , Ti−1,j)

and κ(Ti−1,0, . . . , Ti−1,j) are related by a flip for i = 1, . . . , j −
(
n−1

2

)
− 1, so the

pairs
(
xκ(Ti−1,0,...,Ti−1,j)(x̄),xκ(Ti,0,...,Ti,j)(x̄)

)
are K-flipped for i = 1, . . . , j −

(
n−1

2

)
− 1.

Thus, by repeated applications of Lemma IX.5(a), it follows that xκ(T0,0,...,T0,j)(x̄) is

a coherent solution of the Kashaev equation.

Proof of Theorem IV.26. By Corollary IV.23, the first two bullet points are equiva-

lent, and by Corollary IV.23 and Proposition IX.2, the first bullet point implies the

third bullet point. Hence, we just need to show that the third bullet point implies

the first.

Suppose that the third bullet point holds. By Lemma IX.9, there exists T ∈

C(n) such that xκ(T)(x̄) is a coherent solution of the Kashaev equation. Hence, by

Theorem IV.19, there exists an extension x̃ ∈ (C∗)κ02(T) of xκ(T)(x̄) to κ02(T) that

satisfies the K-hexahedron equations. Hence, there exists a symmetric matrix M

such that x̃ = x̃κ(T)(M). Let x̃init be the restriction of x̃ to Tmin,n.

Given any T′ ∈ C(n), by Proposition III.22, there exists a sequence of piles

T0, . . . ,T` with T = T0 and T′ = T` such that κ(Ti−1) and κ(Ti) are related
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by a flip for i = 1, . . . , `. Hence, (xκ(Ti−1)(x̄),xκ(Ti)(x̄)) is K-flipped, so by repeated

applications of Lemma IX.5(a) and (b), (x̃init)
↑κ02(T′) restricts to xκ(T′)(x̄). Because

every I ⊆ [n] labels a vertex in κ(T′) for some T′ ∈ C(n), x̄ = x̄(M), as desired.
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In κ(T1):

∅∅∅ 1

12

123

1234234

34

4
2

3

23

∅∅∅ 1

12

123

1234234

34

4 13

3

23

∅∅∅ 1

12

123

1234234

34

4 133

134

∅∅∅ 1

12

123

1234234

34

4

13
14

134

∅∅∅ 1

12

123

1234234

34

4

124

14

134

In κ(T2):

∅∅∅ 1

12

123

1234234

34

4
2

3

23

∅∅∅ 1

12

123

1234234

34

4

23

2
24

∅∅∅ 1

12

123

1234234

34

4

124

2

24

∅∅∅ 1

12

123

1234234

34

4

124

14

24

∅∅∅ 1

12

123

1234234

34

4

124

14

134

Figure 9.1: Labeling the vertices involved in a flip between κ(T1) and κ(T2) in Lemma IX.5 with
subsets of [4] (in blue).



CHAPTER X

Generalizations of the Kashaev Equation

In this chapter, we describe an axiomatic setup for equations similar to the

Kashaev equation and the examples from Chapters V–VI. This allows us to prove

all of the results from Chapters V–VI. This chapter is organized as follows:

• Proposition X.2 and Lemma X.8 generalize Propositions II.8, V.4, VI.1,

and VI.7.

• In Definition X.11, given a polynomial equation resembling the Kashaev equa-

tion, we describe how to obtain a set of equations with the same properties as

the K-hexahedron equations.

• In Definition X.18, we define certain signs that appear in our generalized “co-

herence” equation (10.56).

• Theorem X.24, the main result in this chapter, generalizes Theorems II.22, V.9,

VI.4, and VI.10. The proof of Theorem X.24 is nearly identical to the proof of

Theorem II.22 from Chapter VII.

Definition X.1. For d ≥ 1 and a = (a1, . . . , ad) ∈ Zd, we denote by

[a] =
{

(b1, . . . , bd) ∈ Zd : 0 ≤ |bi| ≤ |ai| and aibi ≥ 0 for all i
}

(10.1)

the set of integer points in the |a1| × · · · × |ad| box with opposite vertices (0, . . . , 0)

and (a1, . . . , ad). For b = (b1, . . . , bd), c = (c1, . . . , cd) ∈ Zd, we write b � c =

91
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(b1c1, . . . , bdcd) ∈ Zd. Denote by 1 = (1, . . . , 1) ∈ Zd the all 1’s vector, and set

1i = (0, . . . , 0, 1, 0, . . . , 0) ∈ Zd, with 1 in the ith place, for i = 1, . . . , d. Let

z[a] = {zi : i ∈ [a]}(10.2)

be a set of indeterminates. For i = 1, . . . , d, let πa,i : z[a] → z[a] be the involution

defined by

z(j1,...,jd) 7→ z(j1,...,ai−ji,...,jd),(10.3)

i.e., we “flip” the index of each variable in its ith coordinate. The action of πa,i

extends from z[a] to the polynomial ring C[z[a]]. Given an array x = (xs) ∈ CZd

and

integer vectors v ∈ Zd, a ∈ Zd≥0, and α ∈ {−1, 1}d, we denote by xv+[a�α] ∈ C[a] the

array whose entries are

(xv+[a�α])i = xv+i�α, for i ∈ [a].(10.4)

In particular,

(xv+[a])i = xv+i, for i ∈ [a].(10.5)

Thus, given a polynomial f ∈ C[z[a]], the number f(xv+[α�a]) ∈ C is obtained by

setting zi = xv+α�i for each variable zi for i ∈ [a]. We say that x ∈ CZd

satisfies f if

f(xv+[a]) = 0 for all v ∈ Zd.

Proposition X.2. Let a = (a1, . . . , ad) ∈ Zd≥1, and a polynomial f ∈ C[z[a]] satisfy

the following conditions:

(X.2.1) f is invariant under the action of πa,i for i = 1, . . . , d;

(X.2.2) f has degree 2 with respect to the variable za; as a quadratic polynomial

in za, f has discriminant D which factors as a product D = f1 · · · fd,

where each polynomial fi ∈ C[z[a−1i]] is invariant under the action of

πa−1i,j for j = 1, . . . , d.
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Then for any x = (xs) ∈ CZd

satisfying f , we have, for all v ∈ Zd:

 ∏
α∈{−1,0}d

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])

2

=

 d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d

βi=0

fi(xv+β+[a])


2

.

(10.6)

Moreover, for all v ∈ Zd, we have:
∏

α=(α1,...,αd)
α1,...,αd∈{−1,0}
α1+···+αd even

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])


2

=


∏

α=(α1,...,αd)
α1,...,αd∈{−1,0}
α1+···+αd odd

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])


2

=
d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d

βi=0

fi(xv+β+[a]).

(10.7)

Remark X.3. The subscripts v−(a−1)�α+[(1+2α)�a] appearing on the left-hand

side of (10.6) run over all boxes of size a1 × · · · × ad containing v + [a − 1]. The

subscripts v− (a−1)�α+ [(1+ 2α)�a] appearing on the right-hand side of (10.6)

run over i = 1, . . . , d and boxes of size a1 × · · · × ai−1 × (ai − 1) × ai+1 × · · · × ad

containing v + [a − 1]. In particular, when a1 = · · · = ad = 1, all of these products

are over boxes of a certain size containing the vertex v. For example, in the case

a = (1, 2) (like in Proposition VI.7), the boxes we are considering on the left-hand

side of (10.6) are given in the top row of Figure 6.2, while the boxes we are considering

on the right-hand side of (10.6) are given in the bottom row of Figure 6.2.

Before proving Proposition X.2, we give several examples of polynomials discussed

in previous chapters that satisfy conditions (X.2.1)–(X.2.2). In the examples below,

we write zi1···id = z(i1,...,id) for (i1, . . . , id) ∈ Zd.
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Example X.4. Our first example is the Kashaev equation. Let a = (1, 1, 1) ∈ Z3,

and let

f = 2(a2 + b2 + c2 + d2)− (a+ b+ c+ d)2 − 4(s+ t) ∈ C[z[a]],(10.8)

where

a = z000z111, b = z100z011, c = z010z101, d = z001z110,

s = z000z011z101z110, t = z100z010z001z111.

(10.9)

The polynomial f is invariant not only under the action of the πa,i, but under all

symmetries of the cube. Its discriminant (as a polynomial in z111) D factors as a

product D = f1f2f3, with

f1 = 16(z000z011 + z010z001);

f2 = z000z101 + z100z001;

f3 = z000z110 + z100z010.

(10.10)

Hence, f satisfies conditions (X.2.1)–(X.2.2). Therefore, Proposition II.8 is a special

case of Proposition X.2.

Example X.5. Let a = (1, 1) ∈ Z2, and let

f = z2
00+ z2

10+z2
01+z2

11−2(z00z10+z10z11+z11z01+z01z00)−6(z00z11+z10z01)

∈ C[z[a]].

(10.11)

The polynomial f is invariant not only under the action of the πa,i, but under all

symmetries of the square. Its discriminant (as a polynomial in z11) D factors as a

product D = f1f2, with

f1 = 32(z00 + z01);

f2 = z00 + z10.

(10.12)

Hence, f satisfies conditions (X.2.1)–(X.2.2). Therefore, Proposition V.4 is a special

case of Proposition X.2.
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Example X.6. Fix α1, α2, α3 ∈ C. Let a = (3) ∈ Z1, and let

f = z2
0z

2
3 + α1z

2
1z

2
2 + α2z0z1z2z3 + α3(z0z

3
2 + z3

1z3) ∈ C[z[a]].(10.13)

The polynomial f is invariant under the action of πa,1, i.e., replacing zi by z3−i. Its

discriminant (as a polynomial in z11) D = f1, with

f1 = α2
3z

6
1 + 2α2α3z0z

4
1z2 + (α2

2 − 4α1)z2
0z

2
1z

2
2 − 4α3z

3
0z

3
2 .(10.14)

Hence, f satisfies conditions (X.2.1)–(X.2.2). Therefore, Proposition VI.1 is a special

case of Proposition X.2.

Example X.7. Fix α1, α2 ∈ C. Let a = (1, 2) ∈ Z2, and let

f = z2
00z

2
12 + z2

10z
2
02 +

α2
2 − α2

1

4
z2

01z
2
11 − α1(z00z02z

2
11 + z10z12z

2
01)

−2z00z10z02z12 − α2(z00z12z01z11 + z10z02z01z11) ∈ C[z[a]].

(10.15)

The polynomial f is invariant under the action of πa,1 and πa,2. Its discriminant (as

a polynomial in z12) factors as a product D = f1f2, with

f1 = α1z
2
01 + 4z00z02;

f2 = α1(z2
00z

2
11 + z2

01z
2
10) + 2α2z00z01z10z11.

(10.16)

Hence, f satisfies conditions (X.2.1)–(X.2.2). Therefore, Proposition VI.7 is a special

case of Proposition X.2.

Proof of Proposition X.2. Let g denote the coefficient of z2
a in f (viewed as a poly-

nomial in za). It is easy to check that

D = f1 · · · fd =

(
∂f

∂za

)2

− 4fg.(10.17)

Because x satisfies f , we have(
∂f

∂za

)2

(xv−(a−1)�α+[(1+2α)�a]) = (f1 · · · fd)(xv−(a−1)�α+[(1+2α)�a]).(10.18)
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Because each fi is invariant under the action of πa−1i,j for j = 1, . . . , d, we have(
∂f

∂za

)2

(xv−(a−1)�α+[(1+2α)�a]) =
d∏
i=1

fi(xv+α�(1−1i)+[a]).(10.19)

Given i ∈ {1, . . . , d} and β = (β1, . . . , βd) ∈ {−1, 0}d with βi = 0, there exist exactly

two α = (α1, . . . , αd) ∈ {−1, 0}d with (1 − 1i) � α = β: one with αi = 0 and the

other with αi = 1. Hence, α1 + · · ·+αd is even for one such choice of α, and odd for

the other. Taking the product over α = (α1, . . . , αd) ∈ {−1, 0}d with α1 + · · · + αd

odd (or even) in (10.19), we obtain (10.7). Equation (10.6) follows.

Lemma X.8. Let a = (a1, . . . , ad) ∈ Zd≥1, and let f ∈ C[z[a]] be a polynomial

satisfying conditions (X.2.1)–(X.2.2). Let x = (xs) ∈ CZd

be an array satisfying f .

Fix v ∈ Zd and γ ∈ {−1, 1}. Then

∏
α∈{−1,0}d

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a]) = γ

d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d

βi=0

fi(xv+β+[a])(10.20)

if and only if

∏
α=(α1,...,αd)

α1,...,αd∈{−1,0}
α1+···+αd even

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a]) = γ

∏
α=(α1,...,αd)

α1,...,αd∈{−1,0}
α1+···+αd odd

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a]).

(10.21)

Proof. This follows immediately from Proposition X.2.

Definition X.9. Given a = (a1, . . . , ad) ∈ Zd≥1 and 1 ≤ i ≤ d, let

F a
i = {v + [a− 1i] : v ∈ Zd}(10.22)

denote the set of boxes of size a1 × · · · × ai−1 × (ai − 1)× ai+1 × · · · × ad in Zd. Set

F a =
d⋃
i=1

F a
i .(10.23)
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Given an array x̃ = (xs)s∈Zd ∪Fa with x = (xs)s∈Zd , i ∈ {1, . . . , d}, and v ∈ Zd, we

remark that xv+[a−1i] (with x bold) refers to the array defined in Definition X.1,

whereas xv+[a−1i] (with x not bold) refers to the component of x̃ indexed by v+ [a−

1i] ∈ F a.

Definition X.10. For a ∈ Zd≥1, define [a∗] by

[a∗] = ([a] \ {a}) ∪
d⋃
i=1

{[a− 1i]}.(10.24)

In other words, the set [a∗] consists of [a]\{a} ⊂ Zd, along with the sets v+[a−1i] ∈

F a for i = 1, . . . , d.

We want to develop a generalization of the K-hexahedron equations for arrays

indexed by Zd ∪F a. Suppose that f ∈ C[z[a]] is a polynomial satisfying condi-

tions (X.2.1)–(X.2.2), with the polynomials f1, . . . , fd from condition (X.2.2) fixed.

Let g and h be the coefficients of z2
a and za in f , viewed as a polynomial in za. We

consider arrays x̃ = (xs) ∈ CZd ∪Fa

such that

xv+a =
−h(xv+[a]) +

∏d
i=1 xv+[a−1i]

2g(xv+[a])
for all v ∈ Zd,(10.25)

xv+1i+[a−1i] = ri(xv+s : s ∈ [a∗]) for i = 1, . . . , d and for all v ∈ Zd,(10.26)

x2
v+[a−1i]

= fi(xv+[a−1i]) for i = 1, . . . , d and for all v ∈ Zd,(10.27)

where r1, . . . , rd are some rational functions in the variables zs for s ∈ [a∗]. Note

that if x̃ satisfies conditions (10.25) and (10.27), then by the quadratic formula, its

restriction x = (xs)s∈Zd satisfies f . In the following definition, we formulate the

properties that our tuple of rational functions (r1, . . . , rd) should have in order for

the subsequent developments to follow.

Definition X.11. Let a = (a1, . . . , ad) ∈ Zd≥1, and let f ∈ C[z[a]] be a polynomial

satisfying conditions (X.2.1)–(X.2.2). Fix the polynomials f1, . . . , fd from condi-
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tion (X.2.2). Let g be the coefficient of z2
a in f , viewed as a polynomial in za. For

i = 1, . . . , d, let ri = pi
qi

be rational functions in the variables zs for s ∈ [a∗], with pi, qi

polynomials in these variables. We say that (r1, . . . , rd) is adapted to (f ; f1, . . . , fd)

if there exist signs β1, . . . , βd ∈ {−1, 1} such that the following properties hold for

i = 1, . . . , d:

• the denominator qi of ri is of the form

qi = gbi
∏

j∈{1,...,d}\{i}

z
bij
[a−1j ],(10.28)

where bi ∈ Z≥0 and bij ∈ {0, 1};

• for all arrays x̃ = (xs) ∈ CZd ∪Fa

satisfying (10.25), (10.27), and

qi(xv+s : s ∈ [a∗]) 6= 0 for all v ∈ Zd;(10.29)

g(xv+[a]) 6= 0 for all v ∈ Zd;(10.30)

the following condition holds:

ri(xv+s : s ∈ [a∗]) = βi

(
∂f
∂za

)
(xv+ai1i+[a�(1−21i)])∏

j∈{1,...,d}−{i} xv+[a−1j ]

.(10.31)

Note that one can obtain a tuple (r1, . . . , rd) adapted to (f ; f1, . . . , fd) by choosing

the signs β1, . . . , βd ∈ {−1, 1} and using condition (10.25) to replace all instances of

xv+a in (10.31).

In the following proposition, we show that with (r1, . . . , rd) adapted to

(f ; f1, . . . , fd), the recurrence (10.25)–(10.26) “propagates” the condition (10.27).

Proposition X.12. Let a = (a1, . . . , ad) ∈ Zd≥1, and let f ∈ C[z[a]] be a poly-

nomial satisfying conditions (X.2.1)–(X.2.2). Fix the polynomials f1, . . . , fd from

condition (X.2.2). Let g be the coefficient of z2
a in f , viewed as a polynomial in za.

Let (r1, . . . , rd) be a d-tuple of rational functions in the variables zs for s ∈ [a∗]
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adapted to (f ; f1, . . . , fd). Fix v ∈ Zd. Let x̃ = (xs) ∈ CZd ∪Fa

be an array satisfying

conditions (10.25)–(10.26), (10.29)–(10.30), and

x2
v+[a−1i]

= fi(xv+[a−1i]) for i = 1, . . . , d.(10.32)

Then

x2
v+1i+[a−1i]

= fi(xv+1i+[a−1i]) for i = 1, . . . , d.(10.33)

Proof. By identity (10.17),(
∂f

∂za

)2

(xv+ai1i+[a�(1−21i)]) = (f1 · · · fd)(xv+ai1i+[a�(1−21i)])

= fi(xv+1i+[a−1i])
∏

j∈{1,...,d}−{i}

fj(xv+[a−1j ]).
(10.34)

Hence,

x2
v+1i+[a−1i]

= β2
i

(
∂f
∂za

)2

(xv+ai1i+[a�(1−21i)])∏
j∈{1,...,d}−{i} x

2
v+[a−1j ]

=
fi(xv+1i+[a−1i])

∏
j∈{1,...,d}−{i} fj(xv+[a−1j ])∏

j∈{1,...,d}−{i} fj(xv+[a−1j ])

= fi(xv+1i+[a−1i]),

(10.35)

as desired.

We now describe d-tuples of rational functions adapted to (f ; f1, . . . , fd) for the

four polynomials f in the Examples X.4–X.7.

Example X.13. Continuing with Example X.4, let us write

zi1(i2+ 1
2)(i3+ 1

2) = z(i1,i2,i3)+[a−11];

z(i1+ 1
2)i2(i3+ 1

2) = z(i1,i2,i3)+[a−12];

z(i1+ 1
2)(i2+ 1

2)i3 = z(i1,i2,i3)+[a−13].

(10.36)
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Set

r1(zs : s ∈ [a∗]) =
4z 1

2
0 1
2
z 1

2
1
2

0 + z0 1
2

1
2
z100

z000

;(10.37)

r2(zs : s ∈ [a∗]) =
z0 1

2
1
2
z 1

2
1
2

0 + 4z 1
2

0 1
2
z010

4z000

;(10.38)

r3(zs : s ∈ [a∗]) =
z0 1

2
1
2
z 1

2
0 1
2

+ 4z 1
2

1
2

0z001

4z000

.(10.39)

It can be checked that (r1, r2, r3) is adapted to (f ; f1, f2, f3) by following the con-

struction at the end of Definition X.11 with β1 = β2 = β3 = −1 and using condi-

tion (10.27). Note that r1, r2, r3 matches the right-hand-sides of (2.21)–(2.23) and the

K-hexahedron equations (2.21)–(2.24) and (2.12) are the same as conditions (10.25)–

(10.27) if each zv+[a−11] for v ∈ Z3 is rescaled by a factor of 4.

Example X.14. Continuing with Example X.5, let us write

zi1(i2+ 1
2) = z(i1,i2)+[a−11];

z(i1+ 1
2)i2 = z(i1,i2)+[a−12].

(10.40)

Set

r1(zs : s ∈ [a∗]) = z0 1
2

+ 8z 1
2

0;(10.41)

r2(zs : s ∈ [a∗]) = z 1
2

0 +
1

4
z0 1

2
.(10.42)

It can be checked that (r1, r2) is adapted to (f ; f1, f2) by following the construction at

the end of Definition X.11 with β1 = β2 = −1 and using condition (10.27). Note that

r1, r2 matches the right-hand-sides of (5.13)–(5.14) and the conditions (5.12)–(5.16)

are the same as conditions (10.25)–(10.27) if each zv+[a−11] for v ∈ Z2 is rescaled by

a factor of 4
√

2.

Example X.15. Continuing with Example X.6, let us write

wi+1 = zi+[a−11].(10.43)
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Set

r1(zs : s ∈ [a∗]) =
α2

3z
6
1 + α2α3z0z

4
1z2 + 2α3z

3
0z

3
2 + w2

1 + (−2α3z
3
1 − α2z0z1z2)w1

2z3
0

.

(10.44)

It can be checked that (r1) is adapted to (f ; f1) by following the construction at

the end of Definition X.11 with β1 = 1 and using condition (10.27). Note that r1

matches the right-hand side of equation (6.8), and conditions (6.7)–(6.9) are the

same as conditions (10.25)–(10.27).

Example X.16. Continuing with Example X.7, let us write

wi1(i2+1) = z(i1,i2)+[a−11];

w(i1+ 1
2)(i2+ 1

2) = z(i1,i2)+[a−12].

(10.45)

Set

r1(zs : s ∈ [a∗]) =
z10w01 + w 1

2
1
2

z00

;(10.46)

r2(zs : s ∈ [a∗]) =
z01(α1z01z10 + α2z00z11)w01 + (α1z

2
01 + 2z00z02)w 1

2
1
2

2z2
00

.(10.47)

It can be checked that (r1, r2) is adapted to (f ; f1, f2) by following the construction at

the end of Definition X.11 with β1 = β2 = −1 and using condition (10.27). Note that

r1, r2 matches the right-hand side of equation (6.24)–(6.25), and conditions (6.23)–

(6.27) are the same as conditions (10.25)–(10.27).

Lemma X.17. Let a = (a1, . . . , ad) ∈ Zd≥1. Let f ∈ C[z[a]] be a polynomial that

is irreducible over C and satisfies conditions (X.2.1)–(X.2.2). Fix the polynomials

f1, . . . , fd from condition (X.2.2). Let (r1, . . . , rd) be a tuple of rational functions

in the variables zs for s ∈ [a∗] that is adapted to (f ; f1, . . . , fd). Then for all α ∈

{−1, 1}d, there exists a unique sign γα ∈ {−1, 1} such the following condition holds
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for all arrays x̃ = (xs) ∈ CZd ∪Fa

satisfying (10.25)–(10.27) and (10.29)–(10.30):

∂f

∂za
(xv+[α�a]) = γα

d∏
i=1

xv+[α�(a−1i)] for all v ∈ Zd.(10.48)

Definition X.18. For f and (r1, . . . , rd) as in Lemma X.17, we call the signs

(γα)α∈{−1,1}d given in Lemma X.17 the propagation signs corresponding to

(f ; f1, · · · , fd; r1, . . . , rd).

The proof of Lemma X.17 relies on the following lemma.

Lemma X.19. Let a = (a1, . . . , ad) ∈ Zd≥1. Let f ∈ C[z[a]] be a polynomial that is

irreducible over C and satisfies conditions (X.2.1)–(X.2.2). Let j 6= k ∈ {1, . . . , d}.

Then there exists αjk ∈ {−1, 1} such that for all α ∈ {0, 1}d,

∂f

∂za�α

∂f

∂za�α+(a−2a�α)�(1j+1k)

− αjk
∂f

∂za�α+(a−2a�α)�1j

∂f

∂za�α+(a−2a�α)�1k

(10.49)

is a multiple of f .

Proof. Because f satisfies conditions (X.2.1)–(X.2.2),(
∂f

∂za

)2(
∂f

∂za�(1−1j−1k)

)2

−
(

∂f

∂za�(1−1j)

)2(
∂f

∂za�(1−1k)

)2

≡ (f1 · · · fd)(πa,jπa,k(f1 · · · fd))− (πa,j(f1 · · · fd))(πa,k(f1 · · · fd))

= (1− 1)fjfk(πa,j(fj))(πa,k(fk))
∏

i∈{1,...,d}\{j,k}

f 2
j

= 0

(10.50)

mod f . Hence, by the irreducibility of f , there exists αjk ∈ {−1, 1} such that

∂f

∂za

∂f

∂za�(1−1j−1k)

− αjk
∂f

∂za�(1−1j)

∂f

∂za�(1−1k)

(10.51)

is a multiple of f . The full lemma follows from condition (X.2.1).
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Proof of Lemma X.17. We proceed by induction on the number of −1s in α. When

α = 1, then γα = 1 by condition (10.25). If α contains one −1, say α = 1 − 1i,

then γα = βi, where βi is the sign from Definition X.11.

Suppose ` ≥ 2, and α has ` −1s, including −1s at positions j and k. Then by

Lemma X.19 and our inductive hypothesis,

∂f

∂za
(xv+[α�a]) =

αjk
∂f

∂za�(1−1j)
(xv+[α�a])

∂f
∂za�(1−1k)

(xv+[α�a])

∂f
∂za�(1−1j−1k)

(xv+[α�a])

= αjkγα+2(1j+1k)γα+21j
γα+21k

d∏
i=1

xv+[α�(a−1i)],

(10.52)

so setting γα = αjkγα+2(1j+1k)γα+21j
γα+21k

∈ {−1, 1}, we obtain the desired result.

Example X.20. Let us continue with Examples X.4 and X.13. Following the ar-

gument in the proof of Lemma X.17, it can be shown that γα = 1 if α = ±1, and

γα = −1 otherwise. Note that this fact is equivalent to Lemma VII.2.

Example X.21. Let us continue with Examples X.5 and X.14. Following the ar-

gument in the proof of Lemma X.17, it can be shown that γα = 1 if α = 1, and

γα = −1 otherwise. In particular, γ−1 = 1. Hence, if x̃ = (xs) ∈ (C∗)Z2 ∪Fa satisfies

conditions (5.12)–(5.16), it follows that (x−s)s∈Z2 ∪Fa
cannot satisfy conditions (5.12)–

(5.16).

Example X.22. Let us continue with Examples X.6 and X.15. It is straightforward

to show that γ(1) = γ(−1) = 1.

Example X.23. Let us continue with Examples X.7 and X.16. Following the ar-

gument in the proof of Lemma X.17, it can be shown that γα = 1 if α = ±1, and

γα = −1 otherwise.

We now state the main theorem of this chapter.
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Theorem X.24. Let a = (a1, . . . , ad) ∈ Zd≥1. Let f ∈ C[z[a]] be a polynomial that

is irreducible over C and satisfies conditions (X.2.1)–(X.2.2). Fix the polynomials

f1, . . . , fd from condition (X.2.2). Let g and h be the coefficients of z2
a and za in f ,

viewed as a polynomial in za. Let (r1, . . . , rd) be a tuple of rational functions in the

variables zs for s ∈ [a∗] that is adapted to (f ; f1, . . . , fd). Let (γα)α∈{−1,1}d be the

propagation signs corresponding to (f ; f1, . . . , fd; r1, . . . , rd).

(a) Let x = (xs)s∈Zd be an array such that

x satisfies f ;(10.53)

∂f

∂za
(xv+[a]) 6= 0 for all v ∈ Zd if d > 1;(10.54)

g(xv+[a]) 6= 0 for all v ∈ Zd;(10.55) ∏
α∈{−1,0}d

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])(10.56)

=

 ∏
α∈{−1,1}d

γα

 d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d:βi=0

fi(xv+β+[a]) for all v ∈ Zd.

Then x can be extended to an array x̃ = (xs) ∈ CZd ∪Fa

satisfying (10.25)–(10.27).

(b) Conversely, if x̃ = (xs) ∈ CZd ∪Fa

satisfies conditions (10.25)–(10.27)

and (10.29)–(10.30), then the restriction of x̃ to Zd satisfies f and the

condition (10.56).

The following proposition states that the sign
∏

α∈{−1,1}d γα in (10.56) is indepen-

dent of the choice of (r1, . . . , rd) if d ≥ 2.

Proposition X.25. Let a = (a1, . . . , ad) ∈ Zd≥1 with d ≥ 2. Let f ∈ C[z[a]] be a

polynomial that is irreducible over C and satisfies conditions (X.2.1)–(X.2.2). Then

there exists a sign γ ∈ {−1, 1} such that for any tuple of rational functions (r1, . . . , rd)
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in the variables zs for s ∈ [a∗] that is adapted to (f ; f1, . . . , fd), we have

γ =
∏

α∈{−1,1}d
γα,(10.57)

where (γα)α∈{−1,1}d are the propagation signs corresponding to (f ;f1,. . . ,fd;r1,. . . ,rd).

Remark X.26. By Lemma X.8, given f ∈ C[z[a]] satisfying conditions (X.2.1)–(X.2.2)

and an array x = (xs)s∈Zd satisfying f , the following are equivalent:

• x satisfies condition (10.56);

• x satisfies ∏
α=(α1,...,αd)

α1,...,αd∈{−1,0}
α1+···+αd even

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])

= γ
∏

α=(α1,...,αd)
α1,...,αd∈{−1,0}
α1+···+αd odd

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a]) for all v ∈ Zd.

(10.58)

Hence, one can replace condition (10.56) in Theorem X.24 by condition (10.58).

Example X.27. Continuing with Examples X.4, X.13, and X.20, Theorem II.22 is

a special case of Theorem X.24. Theorem II.9 is a special case of Theorem X.24(b),

where we require all values of x̃, including the values indexed by F a, to be positive.

Example X.28. Continuing with Examples X.5, X.14, and X.21, Theorem V.9 is a

special case of Theorem X.24. Theorem V.7 is a special case of Theorem X.24(b),

where we require xs > 0 for s ∈ Z2
{0,1,2,... }, s ∈ Z2

{0,1,2,... }+[a − 11], and s ∈

Z2
{0,1,2,... }+[a− 12].

Example X.29. Continuing with Examples X.6, X.15, and X.22, Theorem VI.4 is

a special case of Theorem X.24. Theorem VI.3 is a special case of Theorem X.24(b),

where we require all values of x̃, including the values indexed by F a, to be positive.
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Example X.30. Continuing with Examples X.7, X.16, and X.23, Theorem VI.10 is

a special case of Theorem X.24. Theorem VI.9 is a special case of Theorem X.24(b),

where we require all values of x̃, including the values indexed by F a, to be positive.

Before we prove Theorem X.24, we first prove Proposition X.25. Proposition X.25

follows from the lemma below.

Lemma X.31. Let a = (a1, . . . , ad) ∈ Zd≥1. Let f ∈ C[z[a]] be a polynomial that

is irreducible over C and satisfies conditions (X.2.1)–(X.2.2). Fix j ∈ {1, . . . , d}.

Let (r1, . . . , rd) and (r̃1, . . . , r̃d) be tuples of rational functions in the variables zs

for s ∈ [a∗] that are adapted to (f ; f1, . . . , fd), such that r̃j = −rj and r̃i = ri

for i 6= j. Let (γα)α∈{−1,1}d and (γ̃α ∈ {−1, 1})α∈{−1,1}d be the propagation signs

corresponding to (f ; f1, . . . , fd; r1, . . . , rd) and (f ; f1, . . . , fd; r̃1, . . . , r̃d), respectively.

Given α = (α1, . . . , αd) ∈ {−1, 1}d, the following are equivalent:

• γα = γ̃α;

• αj = 1.

Proof. We proceed by induction on the number of −1s in α. Note that γ̃1 = γ1 =

1, γ̃1−21j
= −γ1−21j

, and γ̃1−21i
= γ1−21i

for i 6= j. Suppose α has at least

two −1s. As we showed in the proof to Lemma X.17, if k1 and k2 are distinct

values such that αk1 = αk2 = 1, then γα = αk1k2γα+2(1k1
+1k2

)γα+21k1
γα+21k2

and

γ̃α = αk1k2 γ̃α+2(1k1
+1k2

)γ̃α+21k1
γ̃α+21k2

. If αj = 1, let k1, k2 be distinct values such

that αk1 = αk2 = −1, so

γ̃α = αk1k2 γ̃α+2(1k1
+1k2

)γ̃α+21k1
γ̃α+21k2

= αk1k2γα+2(1k1
+1k2

)γα+21k1
γα+21k2

= γα.

(10.59)

If αj = −1, let k 6= j be a value such that αk = −1, so

γ̃α = αjkγ̃α+2(1j+1k)γ̃α+21j
γ̃α+21k

= −αjkγα+2(1j+1k)γα+21j
γα+21k

= −γα.(10.60)
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Proof of Proposition X.25. It suffices to prove the proposition for tuples of ratio-

nal functions (r1, . . . , rd) and (r̃1, . . . , r̃d) satisfying the conditions of Lemma X.31.

Let (γα)α∈{−1,1}d and (γ̃α ∈ {−1, 1})α∈{−1,1}d be the propagation signs correspond-

ing to (f ; f1, . . . , fd; r1, . . . , rd) and (f ; f1, . . . , fd; r̃1, . . . , r̃d), respectively. Then by

Lemma X.31,

∏
α∈{−1,1}d

γ̃α = (−1)2d−1
∏

α∈{−1,1}d
γα =

∏
α∈{−1,1}d

γα,(10.61)

because d ≥ 2.

The remainder of this chapter is dedicated to the proof of Theorem X.24. For the

rest of this chapter, we fix all quantities given in Theorem X.24, and set

a = a1 + · · ·+ ad.(10.62)

Proof of Theorem X.24(b). Let x be the restriction of x̃ to Zd. It is clear that x

must satisfy f . By Lemma X.17,

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a]) = γ1+2α

d∏
i=1

xv−(a−1)�α+[(1+2α)�(a−1i)]

= γ1+2α

d∏
i=1

xv+α�(1−1i)+[a−1i].

(10.63)

Taking the product over α ∈ {−1, 0}d, we get∏
α∈{−1,0}d

∂f

∂za
(xv−(a−1)�α+[(1+2α)�a])

=

 ∏
α∈{−1,1}d

γα

 d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d:βi=0

x2
v+β+[a−1i]

=

 ∏
α∈{−1,1}d

γα

 d∏
i=1

∏
β=(β1,...,βd)∈{−1,0}d:βi=0

fi(xv+β+[a]).

(10.64)
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The proof of Theorem X.24(a) below is nearly identical to the proof of Theo-

rem II.22(a).

Definition X.32. For U ⊆ Z, let ZdU denote the set

ZdU = {(i1, . . . , id) ∈ Zd : i1 + · · · id ∈ U}.(10.65)

For U ⊆ Z, we will also use the notation

Fa,U = {v + [a− 1i] : v ∈ ZU , i ∈ {1, . . . , d}}.(10.66)

In particular, we will be interested in Zda,init = Zd{0,...,a−1} and F a
init = Fa,{0}.

Definition X.33. We say that an array x̃init indexed by Zda,init∪F a
init satisfying con-

dition (10.27) is generic if there exists an extension of x̃init to an array x̃ indexed by

Zd ∪F a satisfying equations (10.25)–(10.27) where the restriction of x̃ to Zd satisfies

conditions (10.54)–(10.55). Similarly, we say that an array xinit indexed by Zda,init is

generic if every extension of xinit to an array x̃init indexed by Zda,init ∪ F a
init satisfying

condition (10.27) is generic.

Definition X.34. Let x̃init be a generic array indexed by Zda,init ∪ F a
init satisfying

condition (10.27). We denote by (x̃init)
↑Zd ∪Fa

the unique extension of x̃init to Zd ∪F a

where (x̃init)
↑Zd ∪Fa

satisfies equations (10.25)–(10.27).

The next lemma generalizes Lemma VII.11.

Lemma X.35. Let S = [a]∪{b1i + [a−1i] : b ∈ {0, 1}, i ∈ {1, . . . , d}}, i.e., S is the

set of vertices of [a] ⊂ Zd and boxes of F a completely contained in [a]. Fix values

ti ∈ {−1, 1} for i = 1, . . . , d. Suppose x̃ = (xs)s∈S and ỹ = (ys)s∈S are arrays of

complex numbers such that

• x̃ and ỹ both satisfy equations (10.25)–(10.27), with the denominators in equa-

tions (10.25)–(10.26) non-vanishing,
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• ys = xs for s ∈ [a]− {a},

• y[a−1i] = tix[a−1i] for i = 1, . . . , d, and

•
∏d

i=1 ti = 1.

Then the following equations hold:

y1i+[a−1i] = tix1i+[a−1i] for i = 1, . . . , d;(10.67)

ya = xa.(10.68)

Proof. Note that

ya − xa =

(
d∏
i=1

ti − 1

) ∏d
i=1 x[a−1i]

2g(x[a−1i])
= 0,(10.69)

so ya = xa. By (10.48),

∂f

∂za
(xai1i+[(1−21i)�a]) = γ(1−21i)

d∏
j=1

xai1i+[((1−21i))�(a−1j)]

= γ(1−21i)x1i+[a−1i]

∏
j∈{1,...,d}\{i}

x[a−1j ]

(10.70)

and

∂f

∂za
(yai1i+[(1−21i)�a]) = γ(1−21i)

d∏
j=1

yai1i+[((1−21i))�(a−1j)]

= γ(1−21i)y1i+[a−1i]

∏
j∈{1,...,d}\{i}

y[a−1j ]

= γ(1−21i)y1i+[a−1i]

∏
j∈{1,...,d}\{i}

tjx[a−1j ]

= γ(1−21i)tiy1i+[a−1i]

∏
j∈{1,...,d}\{i}

x[a−1j ].

(10.71)

Because

∂f

∂za
(xai1i+[(1−21i)�a]) =

∂f

∂za
(yai1i+[(1−21i)�a]),(10.72)

it follows that x1i+[a−1i] = tiy1i+[a−1i].
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Definition X.36. Define an equivalence relation on F a by setting s1 ∼ s2 if and only

if s1 = v+ [a−1i] and s2 = v+β1i + [a−1i] for some 1 ≤ i ≤ d, v ∈ Zd, and β ∈ Z.

Let F a
� denote the set of equivalence classes under this equivalence relation. Denote

by [s] ∈ F a
� the equivalence class of s ∈ F a.

Definition X.37. Define an action of {−1, 1}Fa
� on arrays indexed by Zda,init∪F a

init as

follows: given t = (ts)s∈Fa
�
∈ {−1, 1}Fa

� and x̃init = (xs)s∈Zd
a,init∪F

a
init

, define t · x̃init =

(x̃s)Zd
a,init∪F

a
init

, where

x̃s =


xs if s ∈ Zda,init

t[s]xs if s ∈ F a
init.

(10.73)

Definition X.38. For t = (ts) ∈ {−1, 1}Fa
� , define ψ(t) = (us) ∈ {−1, 1}Zd +a/2 by

us+a/2 =
d∏
i=1

t[s+[a−1i]](10.74)

for s ∈ Zd.

The next lemma generalizes Lemma VII.18.

Lemma X.39. Let x̃init be a generic array indexed by Zda,init ∪ F a
init satisfying condi-

tion (10.27). Let t ∈ {−1, 1}Fa
�, and u = (us)s∈Zd +a/2 = ψ(t). Let (x̃init)

↑Zd ∪Fa
=

(xs)s∈Zd ∪Fa, and (t · x̃init)
↑Zd ∪Fa

= (ys)s∈Zd ∪Fa. Suppose v ∈ Zd{a,a+1,... } satisfies the

condition that uw−a/2 = 1 for all w ∈ Zd{a,a+1,... } with w ≤ v. Then:

(a) yv = xv;

(b) yv−a+1i+[a−1i] = t[v−a+1i+[a−1i]]xv−a+1i+[a−1i] for i = 1, . . . , d.

Proof. We prove parts (a) and (b) together by induction. Assume that we have

proved parts (a) and (b) for all w ∈ Zd{a,a+1,... } with w < v. By construction,

xw = yw for all w ∈ Zda,init and statement (b) holds for all w ∈ Zd{a−1}. Hence, yv−s′ =
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xv−s′ for s ∈ [a] − {0}, and yv−a+[a−1i] = t[v−a+[a−1i]]xv−a+[a−1i] for i = 1, . . . , d.

Because uv−a/2 = 1, statements (a) and (b) follow from Lemma X.35.

The next lemma generalizes Lemma VII.19.

Lemma X.40. An array u = (us) ∈ {−1, 1}Zd +a/2 is in the image of ψ (see Defini-

tion X.38) if and only if for every v ∈ Z3,

∏
α∈{0,1}d

uv+a/2+α = 1.(10.75)

Proof. First, suppose u = ψ(t), where t = (ts) ∈ {−1, 1}Fa
� . Then for any v ∈ Zd,

∏
α∈{0,1}d

uv+a/2+α =
∏

α∈{0,1}d

d∏
i=1

t[v+[a−1i]] =
d∏
i=1

∏
α=(α1,...,αd)∈{0,1}d

αi=0

t2[v+α+[a−1i]]
= 1.

(10.76)

Next, suppose that condition (10.75) holds. It is clear that u is uniquely de-

termined by its components at S = {(v1, . . . , vd) + a/2 : v1 · · · vd = 0} and condi-

tion (10.75). For v = (v1, . . . , vd) ∈ Zd{0} and i ∈ {1, . . . , d}, set

t[v+[a−1i]] =


∏i

j=1 u(v1,...,vj−1,0,vj+1,...,vd)+a/2 if v1, . . . , vi−1 6= 0;

1 otherwise.

(10.77)

Set t = (ts) ∈ {−1, 1}Fa
� . It is straightforward to check that ψ(t) agrees with u

at S. Hence, because ψ(t) and u both satisfy condition (10.75), it follows that u =

ψ(t).

The next lemma generalizes Lemma VII.21.

Lemma X.41. Let x̂ be an array indexed by Zd{0,1,...,a+d−1}. Assume that x̂ satisfy-

ing f , and, moreover, its restriction to Zda,init is generic. Then there exists an array

x̃ indexed by Zd ∪F a satisfying equations (10.25)–(10.27) and extending x̂.
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Proof. For i = a, . . . , a + d − 1, we will show by induction on i that there exists an

array x̃init indexed by Zda,init ∪ F a
init satisfying (10.27) such that (x̃init)

↑Zd ∪Fa
agrees

with x̂ = (xs)s∈Zd
{0,...,a+d−1}

on Zd{0,...,i}. Let x̃′init be an array indexed by Zda,init ∪ F a
init

satisfying (10.27) such that (x̃′init)
↑Zd ∪Fa

= (ys)s∈Zd ∪Fa agrees with x̂ on Zd{0,...,i−1}.

(For i = a, we can obtain x̃′init be taking an arbitrary extension of xinit to Zda,init∪F a
init

satisfying condition (10.27). For i > a, we have shown that x̃′init exists by induction.)

Choose ũ = (us) ∈ {−1, 1}Z
d
{a,...,a+d−1}−a/2 so that

• us−a/2 = 1 if s ∈ Zd{i} and xs = ys;

• us−a/2 = −1 if s ∈ Zd{i} and xs = ys;

• us−a/2 = 1 if s ∈ Zd{j} for 0 ≤ j < i.

Extend ũ to u = (us)s∈Zd +a/2 by condition (10.27). By Lemma X.40, there exists

t ∈ {−1, 1}Fa
� such that u = ψ(t). Set x̃init = t · x̃′init. Then by Lemma X.39,

(x̃init)
↑Zd ∪Fa

agrees with x̂ on Zd{0,...,i}, as desired.

We can now prove a weaker version of Theorem X.24(a), under the additional

constraint of genericity.

Corollary X.42. Let x = (xs)s∈Zd be an array that satisfies f and condition (10.56),

and whose restriction to Zda,init is generic. Then x can be extended to an array x̃

indexed by Zd ∪F a satisfying equations (10.25)–(10.27).

Proof. Let x = (xs)s∈Zd be an array that satisfies f and condition (10.56), and whose

restriction to Zda,init is generic. By Lemma X.41, there exists an array x̃ indexed by

Zd ∪F a satisfying equations (10.25)–(10.27) that agrees with x on Zd{0,...,a+d−1}. Let

x′ be the restriction of x̃ to Zd. By Theorem X.24(b), x′ is a coherent solution of

the Kashaev equation. There is a unique solution of f satisfying condition (10.56)

agreeing with x at Zd{0,...,a+d−1}, as condition (10.56) gives the remaining values as
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rational expressions in the values at Zd{0,...,a+d−1}, where the denominators do not

vanish because conditions (10.54)–(10.55) hold for x (as x is generic). Hence, x′ = x,

as desired.

Proof of Theorem X.24(a). We need to loosen the genericity condition in Corol-

lary X.42 to the condition that x satisfies (10.54)–(10.55).

Let x satisfy f along with conditions (10.54)–(10.55) and condition (10.56).

Let Aj = [−j, j]d ∩ Zd, and let Bj =
{
s ∈ F a : s ⊆ [−j, j]d

}
. We claim that if there

exist x̃j ∈ CAj∪Bj satisfying equations (10.25)–(10.27) that agree with x on Aj for

all j, then there exists x̃ ∈ CZd ∪Fa

satisfying equations (10.25)–(10.27) that agrees

with x on Zd. Construct an infinite tree T as follows:

• The vertices of T are arrays indexed by Aj ∪ Bj satisfying equations (10.25)–

(10.27) that agree with x on Aj (over j ∈ Z≥0).

• Add an edge between x̃j ∈ CAj∪Bj and x̃j+1 ∈ CAj+1∪Bj+1 if x̃j+1 restricts to x̃j.

Thus, T is an infinite tree in which every vertex has finite degree. By König’s infinity

lemma, there exists an infinite path x̃0, x̃1, . . . in T with x̃j ∈ CAj∪Bj . Thus, there

exists x̃ ∈ CZd ∪Fa

restricting to x̃j for all j ∈ Z≥0, so x̃ satisfies equations (10.25)–

(10.27) and agrees with x on Zd.

Given j ∈ Z≥0, we claim that there exists x̃ ∈ CAj∪Bj satisfying equations (10.25)–

(10.27) that agrees with x on Aj. Because x satisfies conditions (10.54)–(10.55), there

exists a sequence x1,x2, . . . of arrays satisfying f along with conditions (10.54)–

(10.55) and condition (10.56), whose restrictions to Zda,init are generic. By Corol-

lary X.42, there exist x̃1, x̃2, · · · ∈ CZd ∪Fa

satisfying equations (10.25)–(10.27) such

that x̃i restricts to xi. However, the sequence x̃1, x̃2, . . . does not necessarily con-

verge. Let x̃′1, x̃
′
2, · · · ∈ CAj∪Bj be the restrictions of x̃1, x̃2, . . . to Aj ∪Bj. There ex-
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ists a subsequence of x̃′1, x̃
′
2, . . . that converges to some x̃ ∈ CAj∪Bj . (For each s ∈ Bj,

we can partition the sequence x̃′1, x̃
′
2, . . . into two sequences, each of which converges

at s. Because Bj is finite, the claim follows.) The array x̃ must satisfy equa-

tions (10.25)–(10.27) and agree with x on Aj, so we are done.
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