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ABSTRACT 

In this thesis, a nano-scale model of feature evolution is developed and used to illustrate 

several of the physical mechanisms at work during state-of-the-art plasma etching of 

semiconductor materials.  A new model for plasma etching of silicon, silicon dioxide, and silicon 

nitride in fluorocarbon containing plasmas was developed.  This new technique uses physically 

based models to take into account the transport of reactive species and ion energy through the 

finite thickness fluoropolymer overlayer which develops during etching to the etch interface 

beneath.   

This etch model was used to explore the underlying physical mechanisms behind the 

aspect ratio dependence of etch rate in high aspect ratio etching, as well as the wafer scale 

uniformity of plasma etching.  The results presented here indicate that, for a wide range of 

applications, diffusive neutral transport of reactive species is responsible for the aspect ratio 

dependence of etch rate.  Etching silicon in a chlorine containing plasma was shown to have an 

etch rate which depends linearly on ion flux for a wide range of conditions.  Because of this 

dependence, any non-uniformity of ion flux over the target wafer results in non-uniform etching. 

Both of the issues described above can be addressed by introducing a technique referred 

to as atomic layer etching (ALE).  This technique separates the reactive radical and ion fluxes in 

time, by dividing the etching reaction into two self-limited half step reactions.  Only by cycling 

between the radical passivation phase and the ion etching phase is etching observed.  The 

conditions under which this system is effective was explored using the ALE of silicon as a 

prototypical example.  It was found that ideal ALE can provide total independence from aspect 
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ratio etch rates, and perfect wafer scale uniformity.  By introducing non-ideal fluxes that are 

more representative of conditions found in a typical plasma etching reactor, both of these 

benefits were reduced, but not eliminated. 

Applying the ALE technique to SiO2 is more difficult than bare silicon, as chlorine does 

not effectively passivate the surface.  Instead a fluorocarbon containing plasma is employed.  

Unlike using a pure halogen gas, the inclusion of fluorocarbon species was found to result in 

non-self-limited passivation of the surface, with a fluoropolymer layer forming having a 

thickness that depends on the passivation time.  Results indicate that this fluoropolymer layer 

functions as a fuel for continued etching during the ion bombardment phase, linking the etch per 

cycle to the passivation time.  The selectivity of the ALE of SiO2 over Si3N4 was also studied.  It 

was found that very high selectivity can be obtained in the steady state, but a transient period 

exists at the beginning of etching during which the selectivity is low.  The implications of this 

transient etching were explored using a self-aligned contact etch as an example application.  It 

was found that thicker passivation in each cycle improved selectivity, but at the tradeoff of 

causing more tapered features, referred to as critical dimension loss. 
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Chapter 1 INTRODUCTION 

1.1. Plasma Etching in Semiconductor Processing 

Low temperature plasmas have been used for etching in the semiconductor industry since 

the 1960’s.[1,2]  Before plasma etching became widely used, material removal and pattern 

transfer was accomplished using chemical etching in solution.  The vast majority of solution 

based etching is isotropic, etching in all directions at the same rate.  The few anisotropic solution 

based processes etch preferentially in one crystal direction over another [3], which is not useful 

for processing amorphous films or when etching directions must be arbitrarily imposed on the 

crystal for design considerations.  Many chemical etching processes can have very high 

selectivity, meaning that a given etchant may etch one material much faster than another 

material.[4]  This high selectivity made their use in early integrated circuit fabrication effective 

as long as the thickness of the film to be etched was much smaller than the size of the feature; 

that is, features which have a low aspect ratio (defined as etch depth divided by feature size) as 

shown in Fig. 1.1.   

As the integrated circuit–and the microprocessor in particular–gained popularity in the 

1970’s, the trend became scaling features to smaller dimensions in order to produce more active 

components in a given area began.[5,6]  As features shrank, the aspect ratio of the etch processes 

increased.  Eventually the undercut (etching underneath the mask) of isotropic etching became 

too large to effectively pattern smaller features, requiring an anisotropic etch method, as depicted 

in Fig. 1.1.  Plasma etching offered a method to achieve anisotropic etching by harnessing the 

energy of ions impinging on the surface to facilitate etching reactions that are otherwise 
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thermodynamically unfavorable.  Because the impinging ions have a very anisotropic angular 

distribution with respect to the surface normal, with the majority of the ions having velocity 

aligned near the surface normal, the resulting etch is also very anisotropic.   

Modern microprocessors rely on plasma etching for nearly all material removal and 

pattern transfer steps.  Characteristic dimensions of features have continued to shrink, with the 

10 nm node in full production and research and development in progress for 7 nm and 5 nm 

feature sizes.  At these scales plasma technology is challenged to keep pace with increasingly 

demanding physical constraints.  Atomic precision has gone from a theoretical notion [7] to a 

technological imperative [8].  While fundamental research into plasma etching mechanisms dates 

back to the 1960’s, many limitations of the process are still not completely understood.  New 

processes are continually being designed to meet the next challenge. 

Several studies on the fundamental mechanisms of plasma etching, and new plasma 

etching processes, are presented in this thesis.  A brief overview of the elements of plasma 

physics that relate to plasma etching will be given in Chapter 1.2.  A description of the basic 

types of plasma surface interactions will be given in Chapter 1.3.  Chapter 1.4 includes a 

description of some of the challenges which occur during plasma etching, and Chapter 1.5 

provides a description of feature scale modeling, the main technique used in this thesis, and its 

role in the furthering of our understanding of plasma etching and process development. 

1.2. Plasma Physics Overview 

The term plasma is typically used to describe an energetic gaseous state of matter that 

includes charged particles, typically electrons and ions.  This definition is inclusive and the term 

plasma is used to refer to fully ionized gas in thermodynamic equilibrium (such as exists in the 

interior of stars), fully ionized non-equilibrium plasmas (such as occur in space) and partially 
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ionized non-equilibrium low-temperature plasmas (such as exist in commercial semiconductor 

etching reactors).  In this thesis, only the last of these plasmas will be discussed.  In this work, 

the term plasma implies a weakly ionized gas where the ionization fraction is small (< 1%), the 

electron temperature is relatively low (1-10 eV), and the system has at least three distinct 

temperatures (electrons, ions, and neutral gas). 

The focus of this thesis is on the modeling of plasma surface interactions during 

semiconductor etching.  As such, a full discussion of gas phase physics of non-equilibrium low-

temperature plasmas is outside of the thesis’ scope.  Instead, a brief introduction is given to the 

elements of plasma physics which give rise to energetic interactions between the plasma and the 

surfaces it is in contact with.  It is these energetic interactions, both in the form of kinetically 

accelerated ion bombardment of the surface and exposure to large fluxes of high enthalpy radical 

species, that differentiates plasma etching from gas phase thermal etching.   

1.2.1. Quasi-Neutral Plasma 

In a typical low temperature plasma studied here, the plasma is sustained in a neutral gas 

by accelerating electrons (usually using an electric field), and generating charged species by 

electron impact ionization, such as 

 Ar + e- ® Ar+ + 2e-. (1.1) 

In this scenario, it is reasonable to expect that the number of electrons, ne, will be equal to the 

number of positive ions, N+.  This results in zero net space charge, r = q(N+ - ne), in the isotropic 

plasma, referred to as the quasi-neutral assumption.   

In a typical low temperature plasma for microelectronics fabrication, the electron 

temperature (Te) is on the order of 1-10 eV due to efficient heating by an applied radio frequency 

(RF) electric field, while ion temperatures (Ti) are typically around 1000 K due to less efficient 
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heating by the field and more efficient cooling by momentum transfer with the background gas.  

This large difference in temperature, along with the large difference in mass, results in a large 

disparity in the average (RMS) thermal velocity of electrons and ions in the plasma, 

 vth =
3kbTe
me
≫

3kbTi
Mi

, (1.2) 

where kb is the Boltzmann constant, me is the electron mass and Mi is the ion mass.  If ionization 

was localized to a small area in extended space, this difference in thermal velocity – in the 

absence of coulombic interaction – would allow electrons to quickly diffuse away leaving the 

slower ions behind.  Since the species are oppositely charged, coulomb interactions prevent this 

behavior, establishing a correcting field any time a charge separation occurs in the plasma.   

A quick examination of this self-restoring field gives significant insight into the 

characteristic time and length scales of the plasma.  Imagine a one-dimensional plasma as a fixed 

region of positive charge (ions) and a mobile region of negative charge (electrons).  An electric 

field will form between these two regions of charge according to Poisson’s equation 

 
0

dE
dx

r
e

= , (1.3) 

where e0 is the permittivity of free space, E is the electric field and r is the charge density.  As 

the negative charge region moves in space this electric field will change as 
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e
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r
e

= = = . (1.4) 

where ve is the velocity of the electron cloud.  The largest dE/dt will occur when the charges are 

completely separated and r = –qne.  The force exerted on the negative charge region changes the 

velocity as, 
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This acceleration changes in time (at the point of complete charge separation) as, 
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The solution to this equation is a velocity which oscillates at the plasma frequency, wp, given by 
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The average distance traveled during this oscillation is 
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This length, lD, is the Debye length, and represents the longest distance over which the plasma 

can be non-neutral.  For distances larger than lD, the magnitude of the restoring field is such that 

the plasma will retain neutrality.  For reference, this distance can range from tens to hundreds of 

microns in typical processing plasmas discussed here.  This concept of establishing a self-

restoring electric field, and the quasi-neutrality of the plasma are critical to behavior of the low 

temperature plasma.    

1.2.2. Electron Impact Reactions 

In order to sustain a plasma in a low pressure plasma etching reactor, the rate of 

ionization must be equal to the loss of charged species in the system.  In a typical reactor used 

for plasma etching, the loss mechanism is often dominated by recombination on surfaces.  

Ionization is accomplished by electron impact reactions with the background gas.  In order to 

achieve a steady state plasma, the electron temperature must be such that it satisfies the equation 
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where ki(Te) is the ionization rate coefficient, N is the density of the background gas, L is the 

diffusion length (a parameter describing the average distance to the walls in a particular vessel) 

and DA(Te) is the ambipolar diffusion coefficient.   

The ambipolar diffusion coefficient describes the diffusion behavior of the electrons (and 

ions) after taking into account the effect of the restoring field described in Chapter 1.2.1.  The 

cumulative effect of the restoring field, referred to as the ambipolar field, is to increase the rate 

of diffusion of ions while dramatically reducing the rate of diffusion of electrons.  In this way 

ions and electrons diffuse over long distances with the same diffusion constant, maintaining 

quasi-neutrality.  The value of the ambipolar diffusion constant is approximately  

 1 e
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i
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T
öæ

» + ÷ç
è ø

, (1.10) 

where Di is the diffusion coefficient of the ion. 

The rate of ionization depends on the ionization rate coefficient, ki, which is  

 ki = f ε( )σ i ε( )
2ε
me

⎛
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⎜⎜

⎞

⎠
⎟⎟

εth

∞

∫
1/2

dε , (1.11) 

where f (e) is the electron energy distribution, si(e) is the cross section for ionization by electron 

impact and eth is the threshold energy for ionization.  Below the ionization threshold the cross 

section is, by definition, zero.  For the ionization rate to be significant there must be a population 

of electrons with enough kinetic energy to ionize the neutral gas.  For most gasses of interest for 

plasma etching the ionization reaction requires 10-20 eV of electron energy, below this threshold 

energy the cross section is zero.  From Eqn. 1.11, the electron energy distribution must have 

some overlap with the ionization cross section to produce a finite ionization rate coefficient.  The 
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larger the overlap is (which increases with electron temperature), the higher the ionization rate 

coefficient becomes. 

The end result of Eqns. 1.9, 1.10 and 1.11 is that the electron temperature in a plasma 

sustained in typical low pressure etching reactor will be between 2 to 10 eV.  This is the 

temperature where the tail of the (approximately Maxwellian) electron energy distribution 

overlaps the ionization cross section in such a way as to produce enough ionization to balance 

the diffusion losses to the chamber walls.  In such a population, the most likely energy for an 

individual electron (mode of the distribution) is between 1 and 2.5 eV, significantly less than the 

typical ionization potential.  Therefore, a typical electron in the plasma will not have enough 

energy to ionize the background gas, but in the typical chemistries involved in plasma etching 

these electrons can participate in many important dissociation and excitation processes. 

While Te is determined primarily by the balance between ionization and losses, most 

technologically relevant plasma chemistries also include several lower threshold electron impact 

cross reactions.  For instance, molecular chlorine has several process which occur at energies 

lower than ionization, including direct electron impact dissociation, vibrational excitation 

reactions and dissociative attachment, as shown in Fig. 1.2.[9]  While processes such as direct 

dissociation and electronic excitation have lower threshold energies than ionization, their cross 

sections have a similar energy dependence.  Vibrational excitation, on the other hand, has a very 

different cross section.  This process is resonant in electron energy, having a large cross section 

for some energies (0.2 to 0.9 eV and 7.0 to 15 eV) and zero otherwise.  Dissociative attachment, 

where the Cl2 molecule is decomposed into a Cl radical and a Cl- ion, has an inverse electron 

energy dependence throughout much of the energy range.    
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The result of having a Te large enough to produce significant ionization as well as several 

lower energy electron impact processes is to have significant power deposition in the neutral gas.  

Gases such as chlorine become significantly dissociated, generating large densities of highly 

reactive radical species.  In gases of larger molecules, such as C4F8, the dissociation process has 

many more pathways, but the end result is always the breaking down of stable molecules into 

reactive fragments by energy transfer from electrons.  The resulting reactive species then play an 

important role in the etching process, which is discussed in detail in Chapter 1.3.2. 

1.2.3. Formation of the Plasma Sheath and Anisotropic Acceleration of Ions 

In close proximity to a surface the ambipolar field is unable to maintain charge neutrality.  

As discussed previously, for distances shorter than several lD the restoring field is unable to 

maintain charge neutrality.  If a plasma is brought into contact with a surface, initially the flux of 

electrons to the surface will be much higher than the flux of ions due to the higher thermal 

velocity of electrons.  This condition will negatively charge the surface, raising the potential of 

the bulk plasma above the boundary potential.  This field will retard the flux of electrons to the 

surface.  Eventually the negative charge buildup on the surface will balance the flux of electrons 

with the positive ion flux.  The region where this electric field, and the resulting charge 

imbalance, exists is known as the plasma sheath.  The development of the plasma sheath is 

extremely important to plasma etching because the potential which acts to retard the electron flux 

to the surface (referred to as the sheath potential, F0) also acts to accelerate positive ions in the 

normal direction of flat surfaces.  In this way, most ions reaching the surface will arrive aligned 

with the surface normal having kinetic energies much higher than their thermal velocity in the 

plasma. 
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At a point just outside of this sheath, the random flux of electrons directed toward the 

surface is 

 
4
e th
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where vth is the thermal velocity (mean of the magnitude of the velocity distribution) of the 

electron, 
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At the sheath edge, the surface will collect all positive ions with a velocity oriented in the 

direction of the surface due to the attractive field.  On the other hand, only the electrons with an 

energy larger than the sheath potential will be able to reach the surface.  Assuming a Maxwellian 

distribution of electrons the fluxes can be balanced as 
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where F0 is the sheath potential.  At the sheath edge, where F0 is zero, N+ = ne, so that can be 

solved as 
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In a typical processing plasma, the magnitude of the negative sheath potential will be between 5 

to 20 times kbTe/q, or about 10 to 30 V. 

This potential is dropped over the span of a few lD moving into the plasma, as the charge 

density in the plasma masks the surface charge.  This creates a strong electric field in the sheath 

region.  In the presence of this field, all ions entering the sheath will be accelerated toward the 

surface.  In the absence of collisions, the ions arrive at the wafer with an energy approximately 
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equal to qF0.  The velocity imparted by the sheath is in the direction of the surface normal 

(perpendicular to the surface), and is much larger than the randomly directed thermal velocity of 

the ion before entering the sheath (tangential to the surface).  Due to these relative speeds, ions 

reaching the surface have velocities that are closely aligned with the surface normal.  The angle 

between the surface normal and the ion trajectory (q) can be approximated as 

 
1/2

thv
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^
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è ø
!  (1.16) 

where v^ ~ F0
1/2.  This results in most ions being within 5° of the surface normal for typical 

plasma conditions.  In a plasma reactor designed for plasma processing, this range can be smaller 

due to additional negative bias on the substrate, as described in the following section.   

1.2.4. Ion Energy Distributions and the Influence of RF Bias 

In addition to the acceleration provided to ions due to the floating sheath potential 

described by Eqn. 1.15, additional acceleration is often provided by the application of an RF bias 

on the electrode where etching is intended to occur.  The influence of an applied RF bias on the 

sheath dynamics depends on many factors, including system pressure (collisional vs collision-

less sheath), plasma density, reactor geometry, ion mass and RF frequency.[10]  As such, a 

detailed analysis of the RF bias will not be included here.  Instead a few important examples of 

how these factors affect the ion energy distribution to the wafer will be discussed qualitatively. 

By applying an RF bias, VRF, to the wafer it is possible to accelerate ions to a much 

higher energy than F0.  For the positive half of the RF cycle the potential in the bulk plasma, Vp, 

must increase with VRF in order to maintain a sheath potential of at least F0, as shown in Fig. 

1.3(a).  This is necessary as the positive potential would otherwise attract electrons and 

unbalance the flux of electrons and ions.  During the negative half-cycle the plasma potential 
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remains at F0, requiring the sheath to drop a much larger voltage, Fs, than without the RF bias.  

If we assume that ions transit the sheath quickly compared to the change in RF voltage, ions 

which enter the sheath during the negative cycle will gain VRF + F0 potential before they reach 

the wafer.  While Fig. 1.3 shows a VRF = 100 V case, it is possible to create much larger sheath 

potentials, with ions being accelerated into the keV energy range. 

In a typical plasma etching reactor there will also be a (usual negative) DC self-bias 

voltage on the powered electrode due to the reactor geometry, providing further acceleration to 

ions.  This DC self-bias arises because the electrodes in a typical reactor design are asymmetric 

in size, with the powered wafer chuck being small compared to the remaining surface area in the 

reactor, which it typically grounded.  The total current to these electrodes, including 

displacement current, must remain balanced in an AC system.  If the powered electrode is 

interfaced to the power supply using a blocking capacitor, then the difference in current 

collecting area of the two electrodes results in the charging of this capacitor and a DC self-bias, 

VDC, developing on the powered electrode.  With this DC voltage imposed on the biased 

electrode, the sheath must drop VRF + VDC + F0, as shown in Fig. 1.3(b), and this potential can 

be transferred to ions before reaching the wafer. 

While the potential dropped across the sheath can be as large as VDC + VRF + F0, it 

fluctuates throughout the RF period.  Therefore, not all ions will reach the wafer with the same 

ion energy.  The actual distribution of ion energies reaching the wafer depend strongly on tion/trf, 

where tion is the time required for the ion to transit the sheath, and trf is the RF period.  If the ion 

transit time is large compared to the RF period then the ion motion through the sheath averages 

the RF potential over several cycles.  In the absence of a DC bias, the average sheath potential 

becomes VRF / 2, due to the rectification effect shown in Fig. 1.3.  If the DC bias is large 



 12 

compared to VRF /2 , then most ions gain about VDC + F0 energy before reaching the wafer.  This 

results at a single narrow peak in the ion energy distribution.  If tion is small compared to trf then 

the ion can gain an energy equal to the sheath potential at the instant the ion enters the sheath.  

As the sheath potential oscillates throughout the RF period, this results in a wide distribution of 

ion energies, with bi-modal peaks at F0 and VDC + VRF + F0.  For intermediate tion/trf, the 

distribution is bi-modal with peaks centered around VDC + F0, but more narrowly spaced than 

the short tion limit, as shown in Fig. 1.4.[11]   

The main factors which determine tion/trf, and therefore the ion enegy distribution, are ion 

mass and RF frequency.  Modifying the RF frequency changes tion/trf directly, with high 

frequencies resulting in narrower energy distributions and lower frequencies giving wider bi-

modal distributions, as shown in Fig. 1.5.[10]  The transit time depends primarily on ion mass, 

with larger ions resulting in longer transit times.  Because of this scaling, lighter ions tend to 

have a wider, bi-modal energy distribution, while heavier ions tend to have a single peaked 

energy distribution, as shown in Fig. 1.6.[12] 

1.3. Plasma Surface Interactions 

All surfaces in contact with a plasma will undergo exposure to bombardment by high 

energy particles and reactive radical fluxes.  These two main components, kinetic energy from 

ion bombardment and chemical potential from radical exposure, make plasma etching effective 

for many materials and applications.  The balance of ion energy and radical exposure, and the 

possible synergy between these energy sources allows for etch mechanisms to be tailored for 

specific materials, providing selective etching of one material over another.  Furthermore, the 

anisotropic nature of the ion energy deposition, and the isotropic flux of incoming reactive 

radicals provide a method to tune the directionality of the etch process which is not possible in 
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thermal etching (either wet or dry).  The ability to control etch selectivity and directionality has 

made plasma etching essential in the semiconductor industry. 

1.3.1. Physical Sputtering 

Perhaps the simplest plasma surface interaction is the physical sputtering of surface 

atoms by energetic ions.  The basic mechanism of physical sputtering is the transfer of kinetic 

energy from impinging ions to target atoms in the solid.  If the energy transferred to the target 

atom is large enough to overcome the surface binding energy then the atom can be ejected from 

the solid material, referred to as sputtering.[13]  For this energy transfer to result in sputtering, 

the target atom’s final velocity must be directed back into the plasma.  As the impinging ions 

arrive (on average) normal to the surface, this requires at least two collisions in order to eject 

target atoms, as shown in Fig. 1.7.  In this figure, target atoms 2 and 4 are both ejected from the 

solid.  In order to conserve momentum, both of these sputtered atoms required a collision 

cascade of at least two collisions before being ejected. 

Due to the inherent complexity of the collision cascade, first-principals analytical models 

of the sputtering process are complex.[13]  Phenomenological modeling and empirical fitting of 

experimental data has arrived at a general expression for sputtering yield at normal incidence of 

[14] 
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U
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where Zt is the atomic number of the target, Zi is the atomic number of the incoming ion 

(assuming single ionization), ei is the incident ion energy and U is the surface binding energy.  

The parameters A and B are essentially fitting parameters, and vary from one model to another, 

but are often given values of A = 5.2 and B = 0.67.   
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This expression for sputtering yield presented in Eqn 1.17 results in several useful 

observations.  First, the sputtering yield scales as the square root of the incoming ion energy.  

This trend remains consistent over a wide range of conditions and energies, even outside of the 

physical sputtering regime.[15]  Second is that mass ratio Zi/Zt impacts the sputtering yield.  This 

mass ratio dependency arises for the same reason as the mass ratio dependence in a simple binary 

elastic collision model, but in the case of sputtering a Zi slightly larger than Zt results in the most 

efficient sputtering (as opposed to elastic collisions, where Zi=Zt results in the largest energy 

transfer).   

Due to the narrow range of mass ratios for different materials of interest, and the 

relatively low dependence on mass ratio, physical sputtering usually has little or no selectivity to 

different materials.  It is therefore difficult to use for patterning purposes as any mask material 

will erode at a similar rate to the etch target.  This lack of material selectivity can be beneficial 

for some purposes.  Focused ion beam milling relies on physical sputtering by noble gas or metal 

ions, and is a critical metrology technique in the semiconductor industry.[16]  Focused ion beam 

milling uses, as the name implies, electronic optics to generate a narrow beam of heavy ions.  

This beam can be used to etch patterns into arbitrary materials with very high spatial resolution.  

This technique is used extensively in the preparation of cross sectioned samples of 

semiconductor devices for scanning electron or transmission electron microscopy, as shown in 

Fig. 1.8. 

1.3.2. Surface Passivation and Chemical Sputtering 

Reactive radical species generated in the plasma can also have a significant effect on the 

plasma etch process.  Some of these species, particularly halogen radicals, can strongly bind with 

the surface of target materials.[17]  The strong covalent bond between the halogen and the 
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surface atom can produce weaker binding between the surface atom and the underlying 

lattice.[18–20]  This weakening of the bond with the underlying lattice effectively reduces the 

surface binding energy of the passivated surface site.   

The reduced surface binding energy of passivated surface sites can significantly increase 

sputtering yield.[21]  For example, in their seminal work Coburn and Winters studied the effect 

of combining XeF2 exposure with Ar+ ion bombardment.  They found that neither XeF2 nor Ar+ 

exposure resulted in significant etch rates when used alone.  When both fluxes are combined the 

etch rate increased to more than 10 times the background rate of XeF2 etching, as shown in Fig. 

1.9.  This increase in etch rate can be directly attributed to the reduction of surface binding 

energy when the silicon becomes fluorinated by thermal decomposition of the XeF2 on the 

surface.  This synergistic effect of increased etch yield when a passivating radical is combined 

with ion bombardment has become referred to as chemically enhanced sputtering, or simply 

chemical sputtering. 

In addition to the dramatic increase in sputtering yield associated with surface 

passivation, this process allows for the selective etching of one material over another due to 

differences in the reactivity with the passivating species.  For instance, silicon can be chemically 

sputtered by exposing the surface to chlorine radical species.[22,23]  Silicon dioxide, SiO2, on 

the other hand does not etch with the same increased yield in chlorine containing plasmas due to 

the lack of a strong oxygen chlorine bond.[24]  This results in selective etching of silicon over 

SiO2 in chlorine containing plasmas.  This selectivity, enabled by carefully choosing the 

passivation chemistry, is fundamental to the success of plasma etching in the semiconductor 

fabrication industry. 
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One significant consequence of relying on passivation reactions to increase sputtering 

yield is the synergistic coupling of ion and radical fluxes.  Chang et al. explored this coupling 

using molecular beam experiments and found that the etching yield depends strongly on the 

neutral to ion flux ratio, Gn/Gi, for low and moderate values of Gn/Gi (< 100), as shown in Fig. 

1.10.[22]  The dependence saturates at larger values of Gn/Gi when the etching reaction becomes 

ion starved.  In this ion starved regime the surface can be considered to be completely passivated, 

presenting each impinging ion with a similarly passivated surface and creating a constant etching 

yield.  For lower values of Gn/Gi the surface is not fully passivated, and the coverage of 

passivated sites depends directly on ion flux, ion energy and radical flux.   

The effects of neutral/ion synergy are compounded by the difference in transport methods 

between the two fluxes.  At pressures and length scales typical of modern etching, neutral fluxes, 

including the reactive radicals which participate in surface passivation, must transport through 

the etch feature by molecular flow.[25]  This implies that the radicals will ballistically travel 

from surface to surface inside the feature, with each interaction resulting in a re-emission from 

the surface with an isotropic Lambertian cosine law angular distribution.  The properties of this 

transport method have been well studied in vacuum systems, where neutral conduction through 

high aspect ratio tubes has been of interest for decades.[26]  The results of this transport method 

are that higher aspect ratio features will have significant reductions in neutral flux at the etch 

front (bottom of feature) than smaller aspect ratios.  This is in contrast to the transport of ions, 

which occurs predominantly by ballistic transport aligned with the surface normal.  Because of 

the anisotropic angular distribution, the ions tend to interact less with the walls, and reach the 

etch front with little dependence on aspect ratio.  This difference in transport methods between 

neutrals and ions can create aspect ratio dependent etch rates (ARDE).  
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1.3.3. Fluorocarbon Etching 

In some cases, particularly SiO2 and Si3N4, etching using halogen plasma does not 

provide effective surface passivation due to the lack of a strong bond between the halogen 

radical and the oxygen or nitrogen sites in these compounds.[27]  In these cases it is typical to 

use a fluorocarbon gas plasma instead of a simple halogen.  This allows for the removal of 

silicon as a volatile product containing fluorine, such as SiF4, and for the removal of oxygen in 

the form of CO, CO2 or COF2.[28]  Similarly, nitrogen removal from the Si3N4 compound is 

aided by the availability of carbon, creating volatile gas phase products like CNF.[29] 

While the addition of carbon containing radicals to the etch chemistry results in a 

chemically enhanced etching pathway for oxygen and nitrogen containing compounds, it also 

results in the formation of a steady state fluoropolymer layer on the etch surface.  This 

fluorocarbon overlayer has been observed by Standaert et al. to play a critical role in plasma 

etching using fluorocarbon gases.[30]  For a given plasma chemistry the steady state polymer 

thickness during continuous etching will depend on the ion energy and the material being etched, 

as shown in Fig. 1.11.  This polymer thickness mediates the transport of reactive radical species 

and ion energy to the etch front.  This results in an etch rate that depends on polymer thickness, 

and therefore offers selective etching of SiO2 over Si3N4 or silicon.[29] 

There are several factors which affect the steady state polymer thickness on dielectric 

materials etched in fluorocarbon gas plasmas. To achieve a steady state thickness, the polymer 

deposition rate must be balanced by polymer loss mechanisms.  It is clear from experimental data 

that a fairly wide range of plasma conditions will produce steady state polymer thicknesses.[29]  

For this to be possible, either the deposition rate or loss term must depend on polymer thickness, 

such as 
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 0dp D Sp
dt

= - = , (1.18) 

where p is the polymer thickness (cm), D is the polymer deposition rate (cm-s-1) and Sp is the 

polymer etch rate.  In the steady state, p = D/S.  In this simple model, the deposition rate is 

 p pa
D

f
r

= , (1.19) 

fp is the incident flux of polymerizing species, ap is the probability for depositing on the 

underlying polymer and r is the volumetric number density of the film.  While the polymer etch 

rate in the physical system may not be linearly dependent on polymer thickness, as proposed in 

Eq. (1.18), there must be some dependency on polymer thickness or there would only be a single 

D/S ratio which would produce steady-state polymer thickness, which is not the experimental 

observation.  The polymer etch rate, Sp (cm s-1) is conceptually given by 

 e eS a Df= , (1.20) 

fe is the incident flux of polymer removing (or etching) species, ae is the probability for etching 

the polymer and D is the diffusivity of the etching species in the polymer film.  This simple 

analysis implies that the deposition of polymer is a surface dominated process, depending on the 

exposed area of the feature, while polymer etching is a volumetric process, depending on the 

thickness of the polymer.  This is a physically consistent picture of producing a steady state 

polymer thickness provided that the etching species is not significantly depleted in transporting 

through the polymer layer.  In plasma etching of, for example, SiO2 in fluorocarbon plasma, 

polymer deposition occurs dominantly by incorporation of radicals (e.g., CF, CF2, CF3) into the 

outermost surface of the polymer.  Polymer etching, on the other hand, occurs predominantly due 

to thermal reactions with reactive radicals (e.g., F, O), which can diffuse through the bulk of the 

polymer, resulting in a volumetric process.[31] 
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These deposition and loss mechanisms depend only on plasma properties, and in 

principle should be identical on all materials exposed to the same plasma, provided the surface is 

covered by at least one monolayer of polymer.  The difference between steady state polymer 

thickness on different materials is due to different rates of consumption of polymer at the etching 

interface between the polymer and the underlying material.  These differences in polymer 

consumption result from the different stoichiometries of producing etch products for each 

material.  When etching SiO2, silicon sites are dominantly removed as SiFx(g) species, while 

oxygen is removed from the surface mainly as CO or COF2.[28]  Therefore, for each Si atom 

removed, the etch process will consume two carbon atoms from the polymer overlayer.  On bare 

silicon, this consumption of carbon by the formation of C-O bonds does not take place, resulting 

in a less polymer loss compared to SiO2.  This in turn results in a thicker polymer layer on silicon 

than on SiO2.  The interface reactions of polymer on Si3N4 forming, for example, CNF, removes 

carbon at a rate that is intermediate between SiO2 and silicon, producing a polymer layer that is 

also intermediate in thickness.[29] 

1.4. Plasma Etching Challenges 

High fidelity pattern transfer into semiconductor, metal and dielectric materials is critical 

to the fabrication of microelectronics devices that now have characteristic feature sizes of < 10 

nm.[32–34]  Plasma etching has long been an essential tool that has enabled the economic 

scaling of pattern transfer as device scales continue to shrink.[35]  Along with this aggressive 

scaling of transistor size comes significant challenges for plasma etching.[36] 

As aspect ratios of features increase with scaling, and 3-dimensional (3d) features 

become more common, it is imperative that many etch processes are able to process features with 

different aspect ratios simultaneously.  For this to be possible the etch rate of the process must be 
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independent of aspect ratio.  Unfortunately, the difference in transport methods between reactive 

radical species and ions results in ARDE for many processes.  This occurs due to the synergistic 

relationship between the neutral and ion fluxes, as discussed in Chapter. 1.3.2.  The most easily 

observable result of ARDE is that etching features with different width, or critical dimension 

(CD), simultaneously results in larger features etching faster than smaller ones, as shown in Fig. 

1.12. [37]  The reason for this trend is that for the same etch time the smaller etch features will 

reach a higher AR than the smaller ones, reducing the flux of reactive radical species to the etch 

front. 

Obtaining uniform etch rates across the entire wafer is another issue which has 

challenged engineers throughout the history of plasma etching.  This is particularly true as wafer 

sizes increase over time to reduce fabrication costs.  As transistors are scaled down, some films 

which must be etched become very thin.  In other applications, the aspect ratio is very high, and 

etch times are long.  For both of these extremes it is very important that the etch process be very 

uniform across the wafer.  There are several sources of non-uniform etching, some originating in 

the plasma, and some on the wafer itself, as depicted in Fig. 1.13.[38]  Techniques to increase the 

uniformity of processes which originate in the plasma have been developed, but typically 

increase the complexity of the etching hardware or process.[39–41]  Recently the self-limited 

process referred to as atomic layer etching (ALE) has been proposed as a method for increasing 

uniformity.  This application will be discussed in detail in Chapter 6. 

During plasma etching, exposing the wafer to high energy ions can result in damage to 

the underlying crystal lattice, often affecting device performance.[42,43]  Minimizing this 

plasma damage is an important challenge.  Minimizing ion energy can reduce plasma damage, as 

can increasing the neutral to ion ratio and avoiding reactive ions (eg. Cl+).[44]  Atomic layer 
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etching can also possibly reduce the plasma damage in many applications, by reducing ion 

energy and eliminating (or minimizing) reactive ion fluxes.  This will be discussed in detail in 

Chapter. 5. 

1.5. Feature Scale Modeling 

Modeling of physical processes is important in many fields.  Accurate modeling can 

provide insights into physical mechanisms which are difficult to isolate in experiment.  Well 

validated models can be used in many cases to replace expensive experiments.  Modeling of the 

plasma etching process, at different scales and levels of physical detail, has been used 

extensively over the history of plasma etching.  In this thesis, a new model of the etching of SiO2 

in fluorocarbon gas plasmas will be introduced, so a review of previously published etch models 

will focus on that topic. 

Several methods have been used previously to predict fluorocarbon plasma etching 

behavior.  Atomistic simulations, including density functional theory[20], quantum chemical 

molecular dynamics[45,46] and classical molecular dynamics[47,48] have been used to explore 

reaction mechanisms and pathways.  These atomistic techniques can incorporate very detailed 

physics, but they are challenged at resolving large enough simulation domains to predict feature 

scale etch evolution with current techniques and computing hardware.   

Kinetic models of the SiO2 etching process have been developed which can describe the 

polymer coverage and etch rates for various plasma conditions.[49,50]  Such models allow for 

the etch yield, as well as source and loss terms for polymer deposition/etching, to depend on the 

polymer thickness, as has been seen experimentally.  While kinetic models can accurately 

describe the etching mechanisms for a single set of plasma conditions, these conditions can vary 

within a typical etch feature, which in turn requires feature scale modeling to resolve. 
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To predict the evolution of an etch feature, a model should include transport of reactive 

species through the feature and position dependent etch rates.  Current feature scale models 

typically rely on either the level-set technique or cell based methods.  Level set methods are used 

to track the propagation of the etch or deposition front (that is, the top surface of the material) in 

the presence of a locally varying forcing function which represents the rate of material removal 

(etching) or addition (deposition).[51]  In plasma etch modeling, the local rate of etch front 

propagation typically depends on the ratio of neutral to ion fluxes.  This technique has been used 

to model the etching of silicon with a pulsed Bosch process using two simultaneously 

propagating level sets to track the passivation front separately from the underlying silicon.[52]  

Etching of SiO2 in fluorocarbon plasma was modeled by Shimada et al. using a single level set to 

track the etch front propagation.[53]  In this case, the polymer thickness was tracked separately 

for each point on the etch surface and etch rate depended on the local polymer thickness. 

Cellular models divide the simulation domain into a computational grid where each cell 

or voxel represents the material of that region of space.  Individual computational cells can 

represent a single material or be fractionally filled by different material species which aids in 

smoothing statistical noise.[54]  Fractional filling of cells can also be used to resolve some of the 

kinetics of the mixing layer.  The ratio and number of these species in a single cell then 

determine the reaction probability for incoming pseudoparticles representing the plasma 

produced fluxes.  This technique was used by Guo et al. to study Cl2 plasma etching of silicon 

and Ar/C4F8 plasma etching of SiO2.[55,56]  Cellular models have also been employed to study 

oxide etching in three dimensional features.[57] 

Cellular models have also been used to represent ion implantation into the substrate.  For 

example, Osano and Ono tracked the implantation of Cl+ and O+ ions into silicon using Monte-
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Carlo techniques. [58–60]  The distribution of implanted reactants was then used to obtain 

chemical sputtering probabilities which depended on the local density of implanted species.  

Takagi et al. used a more continuous approximation to study the effect of ion energy loss in a 

polymer layer while etching SiO2.[61,62]  In this model, the polymer thickness was determined 

by local (position dependent) radical fluxes.  The polymer thickness was then used to calculate a 

local etch rate based on an analytical slowing of ions in the polymer. 

1.5.1. Goals for Feature Scale Modeling 

There are several possible goals for a model of the evolution of feature profiles during 

plasma etching.  Depending on the specific goal being targeted, one model may be more 

advantageous than another.  Possible goals for feature scale modeling include: 

1. Process design and optimization. 

2. Process control / feedback. 

3. Access to operating conditions inaccessible to experiments. 

4. Determine physical mechanisms responsible for observed behavior. 

The first two goals, process design and control, are very important to the use of feature scale 

modeling in industry.  Process control, in particular, is an interesting topic and worthy of future 

investigation.  In the photolithography field, computational electrodynamics modeling is 

frequently used to simulate the lithography process.  An inverse model is then employed to 

correct for imperfections in the final projected image by making changes the mask used.[63]  

Similar techniques may be possible using an etch model, incorporating corrections for etch 

imperfections in the original design, as depicted in Fig. 1.14.[64]  In order to effectively meet 

these goals, the model must be well validated, requiring access to large amounts of experimental 

data.  This access is difficult for academic purposes, as many of the processes being developed 

are trade secrets. 
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Being able to explore operating conditions inaccessible to experiments, and determining 

physical mechanism responsible for observed etching phenomenon require that the model 

incorporate a very complete set of physics.  Reduced models (those incorporating less physics) 

often perform well within a well calibrated range, but may be less reliable outside of this range.  

On the other hand, a model constructed with every effort to capture a complete picture of the 

physics involved can be more successful at predicting behavior outside of its calibrated range.  

The models described here have been designed with this latter goal in mind.  Every effort has 

been made to incorporate all relevant physical processes into the model, with the goal of creating 

a model which is useful for the study of physical mechanisms in technologically relevant etching 

processes. 

1.6. Summary 

Plasma etching is critical to the semiconductor industry, and feature scale modeling can 

play an important role in expanding our understanding of this process.  The interactions between 

the plasma and the etching surface are complex, with strongly coupled effects from reactive 

neutral species and energetic ions.  Modeling this process requires a detailed representation of 

the physics inside the gas phase plasma, reactions on the surface and transport of reactive species 

through the feature.  In this thesis, a model will be developed describing these processes.  This 

model is then used to better understand several physical mechanisms affecting the plasma 

etching of modern semiconductor devices. 

In Chapter 2 a detailed description of the model will be given.  A brief review of the 

model used here to predict gas phase plasma behavior, the Hybrid Plasma Equipment Model 

(HPEM) will be given.  A complete description of the Monte Carlo Feature Profile Model will 

then be given, including details on the newly developed models for ion implantation, neutral 
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diffusion through solids and the surface diffusion of physisorbed species.  An overview of the 

code structure and parallelism techniques is presented, as well as an overview of recent 

validation efforts. 

Chapter 3 describes the surface reaction mechanisms developed for use with the 

MCFPM.  A previously reported model for Ar/Cl2 etching of silicon was expanded to include 

physical sputtering pathways for passivated species at higher energy.  A fluorocarbon etch 

mechanism for SiO2, Si3N4 and silicon is also presented.  This reaction mechanism utilizes the 

new implant and diffusion capabilities of the MCFPM to simulate the effect of ions and radicals 

transporting through the polymer overlayer. 

The physical mechanisms involved in aspect radio dependent etching are discussed in 

Chapter 4.  Particularly, the effect of neutral transport is discussed in detail.  The results of this 

study indicate that the onset of ARDE can be postponed to higher aspect ratios if the neutral flux 

is high enough to saturate the passivation.  Doing so also results in more tapered features and a 

propensity to form micro-trenches.  The implications of ARDE on 3d structures are also 

discussed.  The results indicate that 3d features complicate the concept of an aspect ratio, as no 

single critical dimension can be defined.  Instead, 3d features must be thought of as having a 

range of effective aspect ratios, depending on position in the feature. 

The atomic layer etching (ALE) technique is introduced and discussed in Chapter 5.  This 

chapter focuses on the ALE of silicon using a chlorine containing plasma for passivation.  An 

ideal ALE mechanism is developed and compared to typical non-ideal fluxes originating from an 

inductively coupled plasma reactor.  The results indicate that the presence of non-ideal fluxes 

that introduce continuous etching during either etching phase, re-introduces ARDE and causes 

surface roughening.  These issues were not observed in the ideal model.  The ALE model was 
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also used to demonstrate the ability to clear high aspect ratio gate etch features with reduced 

over-etch when compared to continuous etching. 

The use of ALE to improve wafer scale uniformity of plasma processing is discussed in 

Chapter 6.  It was found that fully saturated ALE reactions can dramatically reduce the 

dependence of etch rate on the local ion flux, improving wafer scale uniformity.  Without over-

saturation of the ALE surface reactions, the improvement in etch uniformity is reduced.  This 

over-saturation is only achieved by exposing the etch feature to a much larger total fluence of 

ions than a comparable continuous etch, which may cause undesirable effects in some 

applications.  

The use of fluorocarbon containing plasma for the passivation phase of ALE of SiO2 is 

discussed in Chapter 7.  The selectivity of the etch mechanism to SiO2 over Si3N4 is discussed.  

The results indicate that the polymer overlayer thickness is critical to the selectivity of the etch 

process.  This polymer deposition process is continuous, so when used for ALE this introduces 

non-self-limited behavior.  The etch per cycle was found to depend on the polymer thickness, 

coupling the passivation time to the etch rate, which is undesirable in an ALE process.  The use 

of ALE does provide a window where infinite selectivity to SiO2 over Si3N4 is achievable in the 

steady state.  Because this selectivity depends on the polymer overlayer, and the polymer overlay 

must develop over several cycles, there is a transient period at the beginning of etching where the 

selectivity is less than the steady state value.  The use of this fluorocarbon ALE is applied to the 

application of etching self-aligned contacts.  The results indicate that careful tuning of the ALE 

process is required to balance the loss of Si3N4 mask material with the CD loss during etching. 

A final summary of this work, a description of possible future works and concluding 

remarks are given in Chapter 8.  
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1.7. Figures 

 

 

 

 

 

 

Fig. 1.1  Comparison of isotropic and anisotropic etching.  Low aspect ratio features can be 
etched adequately by isotropic etching, while high aspect ratio features require an anisotropic 
etch profile. 
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Fig. 1.2  Electron – Cl2 collision cross section set.  Cross sections for dissociative attachment 
(Qda), vibrational excitation (Qv), ion pair formation (Qip), electronic excitation (Qexc), direct 
dissociation (Qdiss), ionization (Qion) and momentum transfer (Qm).  Reproduced from Gregório et 
al..[9] 
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Fig. 1.3  Schematic example of the effect of applying a RF bias to a wafer in a (a) symmetric and 
(b) asymmetric reactors.  
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Fig. 1.4  Ion energy distributions for different values of tion/trf.  The curve marked 1 is the lowest 
tion/trf and 5 is the highest.  The lack of a low frequency peak is due to an assumption that the 
sheath width is constant, and is not typical of experiment.  Reproduced from Tsui.[11] 
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Fig. 1.5  Ion energy distribution function for several values of RF frequency.  Lower frequency 
results in wider bi-modal distributions, while higher frequencies converge on a single peak 
distribution.  Reproduced from Kawamura et al.[10]  
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Fig. 1.6  Ion energy distribution for several ions with different masses.  Reproduced from Coburn 
and Kay.[12]  
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Fig. 1.7  Two different three body collision cascades which result in sputtering.  Target atom 2 
undergoes a collision with the incoming ion, then a second collision with target atom 1 before 
being ejected from the solid.  Target atom 3 undergoes a collision with the incoming ion, then 
transfers (some of) the kinetic energy from the ion collision to atom 4, which is ejected from the 
solid.  Reproduced from Sigmund.[13] 
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Fig. 1.8  Two cross sectional scanning electron microscope images of the gate structure in Intel’s 
10 nm process.  In order to take these images, the transistors were cut using focused ion beam 
milling to expose the cross-sectional view.  Reproduced from Auth et al..[65] 
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Fig. 1.9  Etch rate of silicon exposed to XeF2 only, XeF2/Ar+ and Ar+ only.  The dramatic 
increase in etch rate when XeF2 is combined with Ar+ exposure is due to the reduced surface 
binding energy of fluorinated silicon.  Reproduced from Coburn and Winters.[21] 
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Fig. 1.10  Etch yield per Ar+ ion as a function of Gn/Gi (Cl/Ar+).  The etching yield increases 
rapidly for low Gn/Gi and saturates when the reaction becomes ion starved.  Reproduced from 
Chang et al.[22] 
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Fig. 1.11  (a) Etch rate and (b) steady state polymer thickness (dCFx) as a function of self-bias 
voltage for several different materials.  Reproduced from Standaert et al. [30]  
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Fig. 1.12  Features with different critical dimensions etched simultaneously.  Notice larger 
features etch faster than smaller ones.  Reproduced from Bates et al.[37] 
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Fig. 1.13  Sources of wafer scale non-uniformity.  Reproduced from Hwang and Kanarik.[37] 
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Fig. 1.14  Schematic of incorporating the etch model into the mask design phase.  Using the etch 
model in this way may enable the correction of etch imperfections which cannot otherwise be 
resolved.  Reproduced from Zavyalova et al.[64]  
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Chapter 2 DESCRIPTION OF MODELS 

2.1. Overview of Monte Carlo Feature Profile Model (MCFPM) 

The MCFPM uses statistical methods to simulate the progression of etch features when 

exposed to plasma conditions.  The model uses a cubic mesh of computational cells, each 

representing either a solid material or gas, to represent the etch feature.  This mesh can be 

initialized in an arbitrary initial condition, which may include multiple materials and features 

within the etch domain.  This allows the simulation of complex steps in the fabrication process, 

such as the gate etch during finFET fabrication.  This etch step, discussed in detail in Chapter 4, 

must etch poly-silicon masked by a photoresist (or hard-mask), from around and in-between 

existing fin structures.  The ability to simulate specific, industry-relevant etch processes with 

accurate physical models is of great interest as etch processes begin to be limiting steps in yield 

optimization. 

The basic MCFPM algorithm, launches pseudo-particles at the initial material mesh and 

tracks the interactions of these particles with the mesh using Monte-Carlo techniques.  The 

statistics of the incoming fluxes of pseudo-particles are often derived from a reactor scale plasma 

model, such as the HPEM described in Chapter 2.2, but they may also be user defined to 

represent arbitrary conditions.  This allows the MCFPM to be used to explore the coupling of 

plasma reactor parameters with the etch result, or to be used for studies of more fundamental 

questions regarding the etch process by decoupling the incoming flux statistics from a physical 

plasma model.  This versatility makes the MCFPM a strong tool for process development and 

optimization, as well as general scientific exploration of the physics of plasma etching. 
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In this chapter, all of the models used for the work presented in this thesis will be 

discussed.  The HPEM, which is used as a reactor scale plasma model for many of the studies 

presented here, is described in Chapter 2.2.  The remaining sections are devoted to describing the 

MCFPM.  A description of the 3-d mesh used in the MCFPM, and the derivation of simulation 

time is provided in Chapters 2.3 and 2.4.  The behavior of gas phase pseudo-particles is 

described in Chapter 2.5.  The types and probabilities of surface reactions are described in 

Chapter 2.6, and the layout of the code is presented in Chapter 2.8.  Finally, two different 

validation efforts are presented in Chapter 2.8.  

2.2. Reactor Scale Modeling 

All reactor scale modeling presented in this thesis was done using the Hybrid Plasma 

Equipment Model (HPEM).  The HPEM is thus named because it uses a hybrid time slicing 

technique to solve all relevant plasma equations, in 2-dimensions, self-consistently by addressing 

each physical process on a different timescale relevant to that process.[66]  This model has been 

discussed in detail before,[67] and will only be introduced here in the context of generating self-

consistent realistic etching conditions for use in the MCFPM. 

The HPEM uses several computational modules, each of which address a different aspect 

of the plasma physics at its own relevant timescale.  The electromagnetic module (EMM) solves 

Maxwell’s equations for the time varying fields in the plasma reactor due to RF current in the 

inductively coupled antenna.  The fluid kinetics module (FKM) solve continuity, momentum and 

energy equations for ions and neutral species separately using a multi-fluid approach.  The FKM 

also solves the Poisson equation for the potential due to the position dependent charge density in 

the gas phase and on surfaces.  Using the electromagnetic and electrostatic fields calculated in 

the EMM and FKM, the electron energy transport module (EETM) solves the Boltzmann 
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equation for electron transport and energy kinetically using Monte-Carlo techniques.  Electron 

impact reaction rates are calculated by integrating the self-consistently solved electron energy 

distribution with a database of electron impact reaction cross-sections for all species in the gas 

phase chemistry.  The resulting electron impact source functions are used by the FKM as source 

and loss terms.  This loop is iterated until a self-consistent answer is achieved.  The resulting 2-d 

profiles of species densities, potentials, fields and temperatures represent a self-consistent picture 

of the plasma physics in the reactor.   

As part of this self-consistent calculation, the HPEM must address fluxes to the reactor 

walls and the composition of the species returning to the plasma.  This can be done with different 

levels of detail within the HPEM.  The simplest approach is to assign fixed reactive sticking 

coefficients for each gas species on each surface material.  This allows for simple surface 

reactions, such as neutralization of ions or recombination of radical O to form O2 molecules, but 

only with fixed probabilities that are uniform throughout the reactor.  In a real system, many 

sticking coefficients will be dependent on the local plasma properties, which vary throughout the 

reactor.  When these effects become important the HPEM can address the non-uniform surface 

reactions using the Surface Kinetics Model (SKM).  In this model, a simple reaction mechanism, 

similar to that used by the MCFPM, is evaluated using a surface-site-balance kinetic model at 

each surface mesh point.[68,69]  This allows the plasma to change the reactor surface conditions 

over longer timescales, with the reactive sticking coefficients of each species changing with 

position in the reactor and simulation time.  Both of these techniques result in a position 

dependent measurement of the flux of each gas phase species to the wafer, which is output from 

the HPEM for use in the MCFPM.   
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In order to accurately simulate the plasma surface interactions using the MCFPM, we 

need both the flux of each reactive species, as well as the energy and angular distributions of 

energetic species.  The fluxes of each reactive species are a direct product of the FKM, but the 

energy distribution is solved separately using the Plasma Chemistry Monte Carlo Module 

(PCMCM).  This module initializes ion pseudo-particles based on electron impact sources 

functions derived from the EETM and FKM, and propagates them through time using the phase 

resolved fields and species densities from the EMM and FKM.  All collisions accounted for in 

the plasma chemistry reaction mechanism are included in the Monte Carlo simulation.  Some of 

these particles will make it to the wafer, after being accelerated through the sheath region.  The 

energy and angle of incidence of these particles are recorded, and a statistical distribution is 

accumulated.  This energy and angular distribution (EAD) is output from the HPEM for use in 

the MCFPM. 

With the position dependent fluxes of reactive species from the FKM and the energetic 

particle distributions from the PCMCM, the plasma conditions relevant to etching can be fully 

described.  The MCFPM accepts these conditions as user input.  The EAD output file from the 

HPEM is read directly by the MCFPM.  The values in the EAD file are organized into energy 

and angle bins, and have units of cm-2 s-1 steradian-1 eV-1.  Therefore, if integrated for all angles 

and energies, the resulting value is the average flux of that species on the wafer in units of cm-2 s-

1.  This average value may be accurate if the plasma conditions are very uniform across the 

wafer, but in many systems the non-uniformity is large enough significantly affect the etch 

process, as discussed in detail in Chapter 6.  In this case the average value of the fluxes does not 

well represent any specific point on the wafer.  Because of this the standard practice is to use 

values of fluxes measured from the output of the FKM, not the values embedded in the EAD file. 
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2.3. 3D Mesh 

The MCFPM discretizes 3D space into a cubic lattice of computational cells.  The size of 

the computational cell determines many aspects of the model behavior.  Because the only 

supported lattice is cubic, the size of each cell is identical in all three dimensions, 

 Δx = Δy = Δz , (2.1) 

where Dx is the size of the cell in the x dimension.  The choice of dx has several implications on 

the model behavior.  Most obvious is model resolution; the MCFPM cannot resolve features 

smaller than several times Dx.  Another consideration is computational overhead.  Assuming a 

given feature size must be simulated, choosing a smaller Dx results in and increase in memory 

and computational runtime requirements as approximately O(n3), where n is the number of cells 

per side in the simulation domain (assuming a cubic domain).  The choice of Dx also affects the 

time weighting of each pseudo-particle, as described in Chapter 2.4.   

Each cell in the mesh is assigned a material property.  The materials used within the 

MCFPM are user defined, and can be elements or compounds (i.e. Si, SiCl, SiCl2, etc.).  For 

most etching reactions, it is important to respect stoichiometry, and most materials are defined as 

elements or compounds to facilitate this, but there is no inherent limitation on the material 

properties in the MCFPM.  Because of this, arbitrary materials can be adopted which usually 

model a material which is difficult to treat stoichiometricly.  An example of an arbitrary material 

definition is “Resist”, which is used to represent polymers photo-resists used for patterning.  

These resists can have varying material properties and chemistries, and it is not always possible 

or necessary to capture their stoichiometry accurately.   
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By default, the MCFPM assigns a single material to each cell.  Each solid cell in the 

mesh is assumed to have the same atomic density, r cm-3, which is a user input.  This density is 

used to calculate number of atoms per cell 

 Ns = Δx
3ρ . (2.2) 

Typical values of r range from 5.0´1022 cm-3 for silicon to 2.3´1022 cm-3 for SiO2.  Because all 

cells contain a single (usually stoichiometric) material, but are represented as having the same 

volume and density, it is important to remember that all materials in the MCFPM represent 

average behaviors of their respective compounds.  Despite being able to address atomic scale 

meshes, there is no attempt to calculate inter-atomic potentials, which precludes modeling effects 

like surface reconstruction or steric repulsion.   

2.4. Simulation Time / Pulsing 

An important aspect of accurate simulation of profile evolution, particularly for pulsed 

systems such as ALE, is the rigorous representation of physical time in the simulation.  In the 

MCFPM this is performed by assigning each incoming pseudo-particle a time weight of 

 
A
Nt
t

s

G
=D , (2.3) 

where Ns is the number of atoms per solid computational cell (Eqn. 2.2), Gt is the total flux of all 

gas phase species entering the feature (cm-2 s-1) and A is the area through which the flux is 

launched into the computational domain.  Scaling the time weighting of each pseudo-particle by 

Ns in Eqn. (2.3) is required to enable gas phase particles to react stoichiometrically with solid 

cells having non-unity numbers of atoms per cell.   

The concept of assigning each pseudo-particle an equal time is necessary to ensure that 

the number of particles delivered per square centimeter per second of simulation time is exactly 
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the user defined flux, Gt.  This is similar to the N-fold way (NFW) used in Kinetic Monte Carlo 

(KMC) simulations[70], with two additional assumptions:   

A1.  A particle entering the feature is a rare event.  This implies that all of the effects each 

particle has on the feature are instantaneous compared to the time between incoming 

particles.   

A2.  The number of total particles (not pseudo-particles) entering the feature per square 

centimeter per second of simulation time is exactly Gt. 

These assumptions allow us to construct a KMC simulation where there is only one 

possible event; the release of a pseudo-particle.  In this construct, the time between each event 

becomes uniform and is given exactly by Eqn. 2.3.  This allows the model to treat each pseudo-

particle, and its effects on the profile mesh, as independent and non-interacting.  When a particle 

generates multiple changes to the profile mesh (for instance an ion sputters a material from the 

bottom of the feature, and the sputtered etch product subsequently sticks to the wall before 

escaping the feature) the entire cascade of mesh changes can be handled without updating the 

simulation time.  Only the release of new particles results in an update of the simulation clock.  

To support the validity of these assumptions, we will look at worst case scenarios which 

may occur during typical simulations.  For assumption A1 to be valid, the time a particle spends 

interacting with a feature must be small when compared with Dt.  A worst-case example may 

occur when a neutral particle impinges on a high aspect ratio feature.  In this case, the particle 

may interact with the walls many times before finally reacting or being released back into the 

bulk gas.  Take, as a specific example, a circular via with a depth of 3 µm and a radius of 30 nm 

(aspect ratio of 50), represented as a 3000´120´120 cell mesh (Dx = 1 nm).  Assuming a neutral 

particle might travel a total distance of 5 times the depth of the feature, at a thermal speed of 350 

m/s (approximately that of CF2), the particle will spend < 5´10-8 s in the feature.  If we assume a 
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total flux of 5´1018 cm-2 s-1, and r = 2.3´1022 cm-3 we have a Dt > 4´10-7 s, almost ten times 

longer than the particle residence time.   

The Dt calculated for the example above is based on the pseudo-particle atomic 

weighting, Ns, from Eqn. 2.3.  In the limit where Ns goes to 1 (each pseudo-particle represents 

one atom), the Dt shrinks to 2´10-8 s, for the same example.  This implies that, on average, 

between two and three atoms may be in the feature at any given time.  While this means that 

multiple particles can be interacting with the feature at the same time, as long as they are dilute 

enough that the particles do not interact with each other directly (through collisions) or indirectly 

(by changing a mesh cell which a simultaneous particle then interacts with) then the result will 

be the same.  This implies that A1 can be relaxed to assuming that the particles do not interact 

with each other, only the mesh.  Given that the example feature has a volume of 8´106 nm3 and 

relevant radicals have van der waals radii in the neighborhood of 0.2 nm, the assumption of non-

interacting particles seems to be appropriate, even in this worst-case scenario. 

In the physical etching system, we would expect the time between particles to be Poisson 

distributed.  The choice to use a fixed Dt is made possible by assumption A2, assuming the 

particles per unit time is exactly the user defined total flux.  Because the etch system is probed as 

a function of time, not number of particles, the only error which could come from this 

assumption would be if a different number of particles impinged on the system in a Poisson 

distributed model than in the fixed Dt model.  The standard deviation of the number of particles 

per unit time goes as n1/2, where n is the mean number of particles in that period of time.  If, for 

example, we have a 5 s etch time (very small) using a total flux of 1´1018 cm-2 s-2 and a 

simulation area of 100´100 nm, the total number of particles in the fixed Dt model would be 

5´108.  In the Poisson distributed model, the number of particles in this same time would be 
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5.0´108 ± 2.2´104 particles.  The difference between the two is less than one in 20,000.  This 

source of error is not expected to have any impact on the simulation.  

While the Dt is fixed in any given simulation, the time interval between launching a 

particle of a particular species, whose total number of particles may be a small fraction of the 

total, is purely statistical and Poisson distributed.  In complex gas mixtures, there may be ten or 

more different radical and ion species whose fluxes may differ by factors of 100 or more.  For 

the species with low fluxes, there may be a statistically different number of particles of that 

species launched into the computational domain during each pulsed cycle. 

In addition to simulating continuous etching using a single set of plasma conditions, the 

MCFPM is also capable of simulating pulsed plasma systems.  In the continuous etching mode, 

the MCFPM measures time by the number of particles released, with a fixed Dt as described 

above.  In a pulsed plasma simulation, the MCFPM uses the total fluxes of each sub-cycle (m) to 

calculate the time per particle for that particular sub-cycle, Dtm.  The length of the sub-cycles is 

defined by the user in seconds.  The code converts the user defined sub-cycle time into a number 

of particles using the Dtm of that sub-cycle.  This results in each sub-cycle having the same 

number of particles per sub-cycle from period to period, invalidating assumption A2 for very 

short sub-cycles.  The shortest sub-cycle used in the simulations discussed here use 2´104 

particles, giving a deviation of less than 1% in the number of particles in each sub-cycle from 

pulse to pulse when using Possion statistics.  This pulse-to-pulse variation is not expected to 

contribute to the results, and the constant Dt for each particle can be assumed.  Species having 

low fluxes are chosen at random by Monte Carlo techniques (described shortly).  In this way, the 

number of a given low flux species released in a given cycle will be Poisson distributed, despite 

the total number of particles in that cycle being fixed. 
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2.5. Pseudo-particle Behavior 

The trajectories of the incoming pseudo-particles are advanced in 3-dimensions through 

continuous space until they impact a solid mesh cell.  When a pseudo-particle strikes a solid 

surface, a reaction is chosen from a user defined reaction mechanism.  This mechanism can 

include reactions with both energy and angular dependencies.  Based on this reaction 

mechanism, particle collisions can result in a reflection of the incoming particle without 

changing the material cell properties.  After a particle collides with a surface, any resulting 

particles emitted into the gas phase – including etch products and/or the original particle – are 

tracked in a similar manner as the initially launched particle until the next collision with a 

surface.  This process is repeated for each particle until that particle (and the gas phase particles 

it generates) are removed by reacting with a surface, or the particle leaves the computational 

domain by scattering out of the top of the domain.   

2.5.1. Pseudo-Particle Initialization 

Pseudo-particles are initialized such that their fluxes, as well as energy and angle 

distributions, statistically match the input obtained from reactor scale modeling. This is done 

using a typical Monte-Carlo technique, by choosing a random number u Î [0,1] and selecting the 

corresponding species, i, where  
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If the chosen species is an ion (or an energetic neutral with a user defined IEAD) the 

energy and initial polar angle of the particle are chosen from a cumulative distribution function 

fi(e,q) using the same Monte-Carlo selection technique.  The IEADs are provided to the MCFPM 

(calculated from the HPEM) in a probability density function, F(e,q), normalized to the flux of 
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that species.  The input IEAD is discretized into ne energy bins and nq angle bins.  This input 

format is converted by the MCFPM into a cumulative distribution function as 

 ( )
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( )
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i j k n n

F
f

F
e q

e q

e q

e q
e q

e q
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The energy and initial (polar) angle is chosen from fi by choosing three random numbers, u1, u2 

and u3.  The random number u1 is used to find the energy and angle bin in fi using 

 ( ) ( )1 1 1, ,i j k i j kf u fe q e q+ +£ < . (2.6) 

Once the energy and angle bin has been selected from fi, the exact energy (angle) is linearly 

interpolated between ei and ei+1 (qi and qi+1) at a point u2 (u3) of the distance between the values.  

If the chosen species is a thermal neutral particle the energy is chosen from a Maxwellian energy 

distribution with a user defined temperature corresponding to the gas temperature of the plasma.  

The initial polar angle of thermal neutrals is chosen from a uniform distribution from 0 to p (only 

downward trajectories).   

To fully describe the initial position and velocity the MCFPM must have an initial 

position, r0, as well as two angles; a polar angle and an azimuthal angle.  The value of r0 is 

chosen from a uniform distribution of all positions in the êx, êy plane at the top of the simulation 

domain.  The polar angle, q, which is chosen from the IEAD as described above, is the angle 

between the –êz axis and the initial velocity vector, v0, as shown in Fig. 2.1.  The azimuthal 

angel, j, between –êy and v0 in the êx, êy plane is also need.  Due to the 2D nature of the HPEM, 

the IEAD data only includes the single polar angle.  This polar angle is in the range of –p/2 to 

p/2, with negative angles representing initial velocities in the –êx direction (left moving), and 

positive angles resulting in initial velocities in the êz direction (right moving).  Therefore, 
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because the MCFPM is a 3D code, for q > 0 an azimuthal angle is chosen from a uniform 

distribution from 0 and p.  For q < 0, j is chosen in the range from 0 and –p.   

2.5.2. Particle Trajectories 

Particles are advanced in time through 3D continuous space according to a first order 

explicit discretization of Newton’s equations, 

 1
q
mt t t-= + D
Ev v  and (2.7) 

 1t t t t-= + Dr r v , (2.8) 

where vt is the velocity at particle time t, rt is the position, q is the particle charge, m is the 

particle mass and E is the electric field.  In this study, electric potentials due to charging will not 

be calculated, so that the electric field is zero everywhere.  The variable t is used to denote 

particle time to emphasize the difference between the particle time step Dt, and the simulation 

time step Dt, which was discussed in Chapter 2.4.  As previously discussed, Dt is the period (in 

simulation time) between particles impinging on the simulation domain.  For most simulations 

Dt is chosen to be the time required to cross at most a fraction of a computational cell, and so 

depends on the speed of the particle.  This choice of Dt is used to avoid the particle trajectory 

passing through any solid materials without detecting a collision.  In some cases (particularly in 

the fluorocarbon cases presented in Chapter 7, where a slightly porous polymer overlayer 

develops on all surfaces) Dt can be chosen to be between one and two computational cells.  This 

would be done to allow particles to occasionally pass through very small obstructions in the 

particle trajectory, providing a type of real-time smoothing of the surface roughness.  When ion 

trajectories are being affected by electric fields, it is possible that Dt may need to be significantly 

smaller than otherwise.  For this reason, it is possible to set Dt differently for neutral and charged 
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species.  The largest allowable Dt in a charging scenario is typically found through a 

convergence study.  The behavior of each of those particles is considered instantaneous in 

simulation time.  Therefore, particle time, t, is only used to accurately track particles, and its 

value is never used to influence the simulation clock. 

As the particle is tracked through continuous space, it must be mapped onto the 

computational mesh of materials using 

 1xi r x= D +ê úë û , (2.9) 

 1yj r yê ú= D +ë û , (2.10) 

 1kk r z= D +ê úë û , (2.11) 

where ëxû is the floor function of x, and rx is the component of the current position vector r in the 

êx direction.  The particle is thus mapped onto cell Mi,j,k of the 3D matrix, M, which represents 

the material of that region of space.  The material matrix, M, is indexed from one in each 

dimension, such that the domain origin is at the front-most lower left corner of cell M1,1,1 if 

viewing from the same view as Fig. 2.1.  The use of the floor function in this mapping 

guarantees that the lower boundary and upper boundary of each index are handled 

symmetrically.       

At each step in particle time the MCFPM must check the material matrix, M, to detect 

when the particle enters a solid material.  The particle is assumed to have a finite (user defined) 

size, Dxp, occupying a cubic volume ±Dxp around the current position r in each dimension.  A 

collision with the material matrix is considered fully resolved only when a single point in the 

seven-point molecule formed by the current position and points located ±Dxp in each cardinal 

direction from the current position, maps to a mesh cell which is occupied by a solid material.  If 

more than one point in this set maps to a cell which is occupied by a solid material, the particle is 
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returned to its previous position and the propagation time step, Dt, cut in half.  This process is 

repeated until only a single point maps to an occupied cell, at which time that cell is considered 

to be the impact location.  

There are two different ways of handling boundaries in the MCFPM; reflective boundary 

conditions and periodic boundaries.  When a particle encounters a reflective boundary, it is 

reflected back as by a mirror.  That is, if the particle position is mapped onto the mesh, and the 

calculated i index is outside the bounds of M (i < 1, or i > nx, where nx is the number of cells in 

the x dimension), its position and velocity are re-calculated as: 

Reflective Boundary: 

i =
−i +1 if   i <1
2nx − i if   i > nx
i otherwise

⎧

⎨
⎪

⎩
⎪

rx =

−rx if   i <1
2xmax − rx if   i > nx
rx otherwise

⎧

⎨
⎪⎪

⎩
⎪
⎪

vx =

−vx if   i <1
−vx if   i > nx
vx otherwise

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (2.12) 

This reflective boundary condition is good for reducing the simulation size for geometries which 

have a line of reflective symmetry.  Of course, if a simulation domain is constructed that only 

includes half of a geometry, split at a line of mirror symmetry, there is no way for the MCFPM 

to predict asymmetries. 

The periodic boundary condition allows right moving particles to pass from the right-

hand boundary of the simulation domain to the left boundary, without altering the velocity.  This 

accurately models the effects of translational symmetry.  While, many geometries are able to be 

represented by both periodic and reflective boundaries, in these cases, periodic is often 
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preferable.  When a particle interacts with the left of right boundaries with periodic boundary 

conditions, the position and is remapped as: 

Periodic Boundary: 

i =

nx − i if   i <1
i − nx if   i > nx
i otherwise

⎧

⎨
⎪⎪

⎩
⎪
⎪

rx =

xmax + rx if   i <1

rx − xmax if   i > nx
rx otherwise

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (2.13) 

Recall that with periodic boundaries, there is no need to modify the velocity. 

2.5.3. Surface Normal Calculation 

When a particle collides with the solid material, the MCFPM must calculate the surface 

normal of the profile at the collision point.  Because the mesh is cubic the normal of the face 

where the particle impacted is not useful, since it will always be in one of the six cardinal 

directions (êx, êy, êz, –êx, –êy, –êz).  Instead the MCFPM fits a plane to nearby surface sites, and 

uses the normal of this plane as the surface normal.  The process begins by finding all surface 

sites within a user defined search distance.  This distance is typically  ±4Dx in this work.  As the 

surface is approximated with a linear function, increasing this search distance works to average 

local fluctuations and smooth the surface.  The size of the search radius also affects the 

maximum local curvature, and therefore the resolution of the feature.  Because of this, large 

values of search radius maintain smoother surfaces, but compromise the smallest features which 

can be represented with the same mesh.  Surface sites are defined as any computational cell with 

one or more faces exposed to the plasma.  Once all surface sites are found then a plane, defined 

as Ax+By+Cz=D, is fit to the points by finding A, B, C and D such that they minimize the sum of 

the squared error, 
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 Q = Axi +Byi +Czi −D( )
2

i=1

m

∑ , (2.14) 

where m is the number of surface points within the search region, and xi, yi and zi are the x, y, z 

locations of the centers of the ith surface point in that set.   

The derivative of Q with respect to each coefficient has two points where it reaches zero, 

the best and worst fits.  To find the best fit we solve by setting the each derivative to zero,[71] 

 

dQ
dA

= 2xi Axi +Byi +Czi −D( ) = 0
i=1

m

∑

dQ
dB

= 2yi Axi +Byi +Czi −D( ) = 0
i=1

m

∑

dQ
dC

= 2zi Axi +Byi +Czi −D( ) = 0
i=1

m

∑

. (2.15) 

The value of D can be found as the center of mass of the surface points, 

 D = A
m

xi
i=1

m

∑ +
B
m

yi
i=1

m

∑ +
C
m

zi
i=1

m

∑ = Ax +By +Cz . (2.16) 

Substituting Eqn. 2.16 back into Eqn. 2.15 results in the system of equations: 

 

xi − x( )
2

i=1

m

∑ xi − x( ) yi − y( )
i=1

m

∑ xi − x( ) zi − z( )
i=1

m

∑

xi − x( ) yi − y( )
i=1

m

∑ yi − y( )
2

i=1

m

∑ yi − y( ) zi − z( )
i=1

m

∑

xi − x( ) zi − z( )
i=1

m

∑ yi − y( ) zi − z( )
i=1

m

∑ zi − z( )
2

i=1

m

∑
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.(2.17) 

This system of equations can be solved as an eigenvalue problem by assuming 

A2+B2+C2=1 (to avoid the trivial solution) and using the Jacobi algorithm.[72]  This algorithm 

returns three eigenvectors and three eigenvalues.  The eigenvector corresponding to the smallest 

eigenvalue is parallel to the unit normal of the profile at the impact site.  
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Since the algorithm described above only has information about the surface, and not the 

state of the surrounding solid or gas cells, it is possible that the unit vector returned will be 

pointing into the solid.  To select a normal vector of the surface pointing into the plasma, three 

points along the given vector are polled in the positive and negative directions.  If the point maps 

to a cell which is occupied by a solid material, it casts a vote against that direction being the 

surface normal.  If the cell is un-occupied (gas) the point casts a vote in favor of that direction 

being the surface normal.  If one direction has more votes for it than the other, it is selected as 

the surface normal.  If the vote is tied, then the sign of the surface normal is selected at random. 

 

2.5.4. Reflections: Specular and Diffusive 

When gas particles interact with the solid material the resulting reflected or re-emitted 

particles must have the correct velocity distributions.  If the particle is energetic, meaning that it 

has > 1 eV translational energy, it has a tendency to reflect from a surface specularly.  In the 

MCFPM, all ions (positive and negative) neutralize when striking surfaces, retaining an energy 

and angular dependent fraction of their incident energy as a hot neutral particle, dispersed in 

specular and diffusive modes, as described below.  All processes involving energetic particles 

apply equally to energetic ions and hot neutrals.  

In a specular reflection, the angle between the incoming particle velocity vi and the 

surface normal vector n is the same as the angle between the final velocity vf and n.  The 

component of the velocity which is tangential to the surface normal does not change during 

specular reflection.  The resulting velocity is computed using the vector expression,[73] 

 v̂ f = 2 n̂ ⋅ v̂i( ) n̂− v̂i  (2.18) 

where hatted vectors are the unit direction vectors.   
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Particles lose energy during the reflection as a function of initial energy and incident 

angle.  Both of these processes scale the reflected energy as 

 ( ) ( )0f i if fe g q e e= , (2.19) 

where ei is the initial energy, ef is the final energy, g0 is a user defined maximum fraction for the 

reflected energy and q is the angle between the surface and the incoming velocity.  Energy 

dependent energy loss favors retaining a larger proportion of the initial velocity for more 

energetic particles.  The energy scaling factor, f(ei), is zero for initial energies less than e0, unity 

for initial energies greater than es and scales linearly between the two user defined energies, such 

as 
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The angle dependent energy loss term, f(q), is unity for q = 0° (grazing incidence) and decreases 

linearly to zero at a user defined q0, as 

 ( )
0

0
0

0

if

0 if
f

q q q q
qq

q q
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ï >î

.  

In this study the values of g0 = 0.85, e0 = 0 eV, es = 50 eV and q0 = 30° were used for all 

simulations.  The magnitude of the final velocity is then calculated as 

 
2

ˆff fm
e

=v v . (2.20) 

Ions are assumed to be neutralized when striking a surface, and – in the absence of an 

electric field – are not distinguished from the hot-neutrals which result from reflections of ions 
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from the surface.[74]  For simplicity, we use the term ion to denote a hot, non-thermal, particle – 

the initial ion before striking a surface or the hot-neutral after striking a surface.  Ions whose 

energy drops below 1 eV by energy lost through reflections will be converted to their thermal 

neutral counterparts, and are then indistinguishable from the incoming neutral flux of that 

species. 

Neutral particles with thermal, or near thermal (< 1 eV) energies reflect or re-emit from 

surfaces diffusively following a cosine angular distribution.[26,75]  This occurs because each 

particle is in thermal equilibrium with the surface, allowing them to briefly physisorb to the 

surface, before being re-emitted into the gas by vibrational processes in the solid, such as phonon 

scattering.  This scattering is done in the MCFPM by assuming the re-emitted particle is 

traveling in the direction of the surface normal n, in a local coordinate system (êx¢, êy¢, êz¢) where 

the êz¢ axis is aligned with n.  Two rotations are then applied, first R1(q, j) applies a rotation in 

the local coordinates with polar angle q and azimuthal angle j.  Next R2(a, b) rotates the local 

coordinate system back to the global (êx, êy, êz) coordinates, using the Euler angles a and b.  The 

a and b angles are calculated as 

 

α = arccos
nx
nx
2 + ny

2

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

β = arccos
nz

nx
2 + ny

2 + nz
2

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

, (2.21) 

where nx is the component of the surface normal in the global êx direction.  The angle a rotates 

the n vector about the êz axis to bring it into the êx, êy plane.  The angle b rotates the n vector 

again, this time about the êy axis to bring it into alignment with the êz axis.  The combined 

rotation matrix is R(a, b, q, j) = R2(a, b)R1(q, j).  Since the initial velocity is in the êz¢ 
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direction by construction, the rotation can be applied as,         

 

vx = vth cos(β)cos(α)sin(θ )cos(ϕ )+ cos(β)sin(α)cos(θ )− sin(β)sin(θ )sin(ϕ )( )
vy = vth sin(β)cos(α)sin(θ )cos(ϕ )+ sin(β)sin(α)cos(θ )+ cos(β)sin(θ )sin(ϕ )( )
vz = vth −sin(α)sin(θ )cos(ϕ )+ cos(α)cos(θ )( )

,(2.22) 

where vth is the thermal velocity chosen from a Maxwellian energy distribution with a user 

defined temperature, representing the temperature of the substrate. 

 

2.5.5. Surface Reactions 

Surface reactions occur when a gas phase pseudo-particle interacts with any solid cell in 

the mesh.  These reactions can be (1) chemical reactions that change the material identity, (2) 

sputtering reactions that convert the cell from a solid material into a gas cell and (3) deposition 

reactions that deposit a new solid cell on top of the reaction cell.  Each of these reactions are 

described in a universal reaction format in the MCFPM reaction mechanism.  For example 

 Type (1) Si(s) + Cl(g) ® SiCl(s),  

 Type (2) Si(s) + Ar+
(g)  ® Si(g) + Ar(g),  

 Type (3) Si(s) + CF2(g)  ® Si(s) + CF2(s),  

 Type (4) Si(s) + Cl(g) ® Si(s) + Cl(g), 

The reactions can be defined with fixed probabilities, or with energy and angle dependent 

probabilities.  Typically Type (1) and Type (3) reactions are defined with fixed probabilities, 

while Type (2) reactions usually have energy and angle dependent reaction probabilities.  Type 

(4) reactions are simply reflections without reaction – the equivalent of an elastic scattering event 

in the gas phase.  
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Gas-solid reactions involving thermal reactions are modeled in the MCFPM as having 

fixed probabilities, which includes most reactions of Type (1) and Type (3).  These thermal 

reactions, in a real etching system would be functions of gas and substrate temperatures.  In the 

MCFPM both gas and substrate temperatures are assumed to be constant, resulting in fixed 

probabilities for all thermal reactions.   

Ion activated reactions usually have an energy dependence proportional to e1/2, where e is 

the energy of the impinging particle.[76]  This dependence is implemented in the MCFPM using 

the form 

 P(ε) = p0
ε −εth
ε0 −εth

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

n

, (2.23) 

P(e) is the energy dependent yield, having threshold energy eth, e0 is a reference energy, p0 is the 

sputtering yield at the reference energy and n is the energy dependency exponent (typically ½).  

In addition to an energy dependence, most ion-activated reactions also have a dependence 

on the angle of incidence of the impinging particle.  This can be significantly different for 

physical sputtering and chemically enhanced sputtering processes.[24]  To distinguish these 

processes, the MCFPM includes two angular dependent probability functions, P(q).  One angular 

dependency typically has a maximum near a 60° angle of incidence, is less than unity at normal 

incidence, and drops to zero at grazing incidence, characteristics of physical sputtering.  The 

second angular dependency function is unity at normal incidence, gradually dropping after 45° 

until reaching zero at grazing incidence, characteristic of chemical sputtering.  Therefore, the 

total yield of a sputtering reaction is given by  

 P(ε,θ ) = P(ε)P(θ ) . (2.24) 
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When gas particle intersects with a surface, the probability of reaction is, by definition, unity.  

The process of choosing a particular reaction for a gas-solid pair requires a series of 

renormalizations.  Since ( , )P e q  can both exceed one, and there may be several energy dependent 

reactions between any gas/solid pair, the probability of the ith reaction must be re-normalized so 

as to not exceed one, 

 Pi (ε,θ ) =
Pi (ε)Pi (θ )

Pj (ε)Pj (θ )
j=1

N

∑
, (2.25) 

where N is the number of reactions between this gas/solid pair.  If the sum of the un-normalized 

probabilities is less than one, then the probability of the elastic Type (4) reaction is increased to 

so the sum is unity.  If the sum of the un-normalized probabilities is greater than one, then the 

probability of thermal reactions are scaled down so that the probability is unity.  The normalized 

probabilities are converted to a cumulative probability distribution in the same manner as for 

choosing the initial velocity of a particle.  Choice of a random number then determines which 

reaction occurs. 

2.5.6. Radical Diffusion Through Bulk Solids 

Atomic radical species, such as fluorine atoms, can diffuse through a steady-state 

polymer capping layer and play an important role in etching processes.[77]  Since the MCFPM 

utilizes pseudo-particles, an atomistic approach was adopted in which a random walk through the 

computational lattice represented the diffusion of individual pseudo-particles through the 

polymer layer.  Diffusion occurs with a user defined, fixed probability whenever a diffusible gas 

species strikes a surface of a permeable material, such as the polymer.  If the such a particle 

interacts with a permeable surface but does not enter the material to diffuse, it  diffusively 

reflects. 
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Diffusion of a particle through the permeable material takes place on the computational 

mesh, not in continuous space as particle propagating in the gas phase or during implantation.  

When the particle begins to diffuse through the solid, the position of the particle projected onto 

the mesh as described by Eqns. (2.9)-(2.11).  The particle propagates through the mesh by 

randomly choosing its next location from the current set of six nearest neighbors.  If the new 

chosen position is a gas phase cell, as would occur of the particle diffused back to the surface, 

the particle is re-emitted from the solid at that point with a Lambertian distribution, similar to a 

thermal particle reflecting from the surface at that point.  If the new position is not also a 

permeable material, the interaction with that cell is treated in the same way as a gas phase 

particle interacting with a new site.  For instance, if a F atom diffuses through a polymer 

overlayer and encounters a Si material site beneath the surface, there is a possibility a reaction 

will occur forming SiF, consuming the F radical.  If such a reaction does not occur with the non-

permeable, a different nearest neighbor is chosen, and the particle continues propagating by 

random-walk through the polymer layer.   

To ensure that during the random walk the particle visits each nearest neighbor only 

once, the next position in the random walk is chosen from a shuffled list of possible transitions.  

First, a list of integers from 1 to 6 representing the nearest neighbors is generated.  This list is 

then shuffled using the Fisher-Yates algorithm.[78]  The first integer from the shuffled list is 

selected and mapped to a nearest neighbor transition from a static lookup table.  If this neighbor 

does not result in an allowable transition (the new site is not polymer) or produces a reaction 

which consumes the diffusing particle, the next integer in the list is selected.   

The species which are tracked in the MCFPM diffusion routine are often highly reactive.  

Some atomic species may only react with the underlying material, but most (F and O in 
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particular) will also react with the polymer itself.  Such thermal reactions are assigned a fixed 

probability, and this probability is evaluated at each step in the random walk.  A cumulative 

probability array for reactions with the solid is constructed, and choice of a random number 

determines whether the diffusing radical reacts with the polymer.  As a result of these reactions, 

highly reactive species will have a smaller average depth of penetration (sampling a smaller 

volume surrounding the point of entering the solid) than less reactive particles, despite using the 

same mean free path.   

2.5.7. Ion Implantation 

Modeling of ion implantation phenomenon is necessary for capturing the physics of the 

fluorocarbon etching mechanism.  Several physical processes, including energy transport to the 

etch front, mixing and energy activated sub-surface chemical reactions should be addressed.  The 

MCFPM enables user defined energetic species to penetrate into solids and continue to propagate 

until a stochastically determined implant range is reached.  The average implant range for each 

ion (hot neutral) for each solid material in the mechanism is calculated using SRIM[79], then 

added into the MCFPM database.   

The actual implant range for a specific ion and solid is randomly chosen from a Gaussian 

distribution with the mean range provided by the SRIM data with a standard deviation equal to 

half of the mean.  For most ions of interest (e.g., Cl+, F+, O+, Ar+) this process produces a close 

match to the longitudinal straggle predicted by SRIM.  During implantation, the particle is 

tracked through continuous 3D space, with a scattering event occurring each time the particle 

enters a new computational cell, resulting in an average mean-free-path of approximately Dx = 

0.3 nm.  At each scattering event, polar and azimuthal scattering angles are chosen using Monte 

Carlo techniques.  The polar angle is selected from an exponential distribution with a user 
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defined mean (7° was used for all results presented here).  This mean polar scattering angle was 

adjusted to closely match the SRIM results for lateral straggle for typical ions (Ar+ and F+).  The 

exponential distribution of polar angles results in mostly small-angle scattering, with the 

occasional high angle scattering event.  The azimuthal angle is chosen from a uniform 

distribution from [0,2p].  Scattering is implemented using the same Euler angle rotations 

described in Eqns. (2.21) and (2.22), substituting the current velocity vector for the surface 

normal vector. 

There are several benefits to modeling the scattering of ions during implant as a series of 

discrete scattering events compared to a simpler line-of-sight technique.  First, distributions of 

implanted ions more accurately reflect the true distribution, as shown in Fig. 2.2, produced by 

SRIM calculations.  Second, including discrete sub-surface scattering of ions enables the 

modeling of the reflection of quasi-grazing ion impacts.  (That is, an ion that penetrates a 

surface, scatters beneath the surface and exits the solid back into the gas phase.)  All ions striking 

a solid surface with an incident angle greater than 1° are assumed to implant.  For ions with 

small angles (quasi-grazing), scattering within the material results in a large fraction of 

implanting ions re-emerging from the solid.  Such particles continue to travel in the gas phase 

with the velocity and energy which they had when emerging from the implant path.  The energy 

of the particle is calculated as, 
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where ei is the ion’s initial energy, L is the implant range, l is the path length traveled and a is a 

user defined parameter.  A value of a = 8.0 was used for all simulations presented here.  The 

result is the reflection of quasi-grazing ions with a distribution of scattering angles and energies 
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which are related to the implant properties of the particles.  Similar distributions of scattering 

angle and energy have been observed experimentally and using molecular dynamics 

simulations.[48,80] 

The collision cascade initiated by ion implantation deposits energy into the solid, not only 

near the implant site, but also along the implant path due to electronic stopping forces and 

stochastic nuclear stopping.[79]  To model this cascade, ion induced mixing was implemented 

whereby energy deposition is represented as the exchange of the material properties of two 

adjacent computational cells.  This ion induced mixing occurs at each cell along the implant path 

with a probability defined by the user – 100% is used for all simulations presented here.  When a 

mixing even occurs, the material identity of the cell currently containing the ion is swapped with 

the material identity of a randomly chosen nearest neighbor.  In the bulk of a material this mixing 

goes unnoticed, but near interfaces the results of ion mixing are critical.   

When two solid materials are brought into contact due to ion induced mixing, there is a 

probability that a solid-solid reaction will occur.  In the MCFPM, a solid-solid reaction 

represents the reaction of two chemical compounds in the solid phase that forms a new material.  

Since ion mixing represents energy deposition these reactions are effectively ion activated 

mixing processes at the scale of the computational cell.  For example, our solid phase model of 

the SiO2 etching reaction involves three materials: SiO2, CFx polymer and a selvedge layer 

SiO2CxFy.  This SiO2CxFy material represents the thin layer where C-O and Si-F bonds exist.[46]  

During etching it is common for an ion implantation event to bring a CFx polymer cell in direct 

contact with a SiO2 cell.  In this case, a solid-solid reaction can occur which converts the CFx 

polymer cell and the SiO2 cell into a SiO2CxFy cell due to the ion energy deposited in the lattice, 

such as, 
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 SiO2 + CFx(s) ® SiO2CxFy. (2.27) 

Since the reaction between SiO2 and CFx(s) in Eqn (2.27) results in two solid material 

cells reacting to form one new solid cell, a vacancy is generated at the interface between the 

polymer and SiO2.  This vacant cell must be addressed in the model, or the polymer surface 

would become porous eventually become artificially separated from the SiO2 surface.  (The 

polymer is assumed to remain dense during this reaction.)  To prevent this artificial porosity, the 

resulting vacancy diffuses out of the polymer, using an algorithm identical to the process of 

neutral diffusion described previously where the reaction probability is zero.  The vacancy 

diffusion proceeds by a random walk through the polymer overlayer until the particle reaches a 

gas cell, at which point it is released to the gas phase.  This diffusion of the vacancy was 

necessary due to the inability to a priori specify the direction in which a polymer overlayer 

would be “compressed” to eliminate an in-situ vacancy.  

In order to speed the rejection of vacancies, materials that are non-permeable to vacancies 

can be specified.  For example, if there is an underlying etch-stop layer which is known to 

always be at the bottom of the feature, this material can be denoted as non-permeable.  The 

vacancy will then be reflected from that non-permeable material in a direction more likely to find 

the solid-gas boundary.  

In addition to solid-solid reactions which occur due to the energy transfer from the 

implanting ion to the solid, it is also possible for the ion to undergo reactions at sub-surface 

interfaces.  Selection of these reactions is performed in the same manner as for reactions at the 

gas/solid interface – construction of a cumulative probability array and choice of a random 

number.  The ion energy that produces the reaction at the sub-surface site will have been 

appropriately scaled by Eqn. (2.26) due to energy loss during implantation.  Such reactions can, 
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for example, result in sputtering which generates a vacancy in the solid.  Such vacancies diffuse 

to the gas surface in the same manner as for vacancies generated by solid-solid reactions.  Sub-

surface reactions can also produce a gas phase, volatile product such as SiF4 or CO.  If the 

product is non-reactive, it is not tracked in the simulation, assuming that it will eventually diffuse 

out of the feature without having reacted.  If the gas phase product is a radical, (F, CF2, SiF) then 

the particle is diffused out of the feature using the neutral diffusion technique as previously 

described.  This procedure results in some probability of the product reacting with the polymer 

layer before emerging into the gas phase. 

When an ion reaches the end of its implant path, there are several possible outcomes.  It 

is possible that the implanting ion will generate interstitial defects.  Depending on the size of the 

ion, this type of defect can be modeled in different ways in the MCFPM.  For large non-reactive 

atoms [e.g., heavy ions (Ar, Xe)] a new cell can be generated in the lattice, displacing a 

(randomly chosen) nearest neighbor cell.  This displaced cell will then displace one of its 

neighboring cells, continuing in a random-walk until one of the displaced cells reaches a surface 

by displacing a gas cell.  The algorithm is similar to the diffusion of radical species discussed 

previously, with the exception that the material identity of each cell in the random walk path will 

be replaced with the material of the previous cell.  The end result is that each atom along the 

random walk path is pushed one cell in the direction of the displaced particle.  This random walk 

behavior is intended to model the secondary collision cascade(s) which occur due to atoms 

displaced by primary “knock-on” ion impacts.[81]  For smaller non-reactive ions (e.g., He, Ne) 

the interstitial defect may be neglected, resulting in no change to the lattice at the end of the 

implant range.  For more reactive ions, such as F+, Cl+ or O+, substitutional defects may form, 
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effectively acting as sub-surface chemical reactions.  For instance, Cl+ implanting into silicon 

can generate a SiCl cell at the implant site.   

2.5.8. Surface Diffusion of Adsorbed Particles 

The MCFPM can address the diffusion of adsorbed particles on surfaces.  This type of 

diffusion is particularly important in depositing chemistries, such as PECVD or polymerizing 

fluorocarbon plasmas to prevent dendritic growth.  In the simulations presented here, the 

polymer species, CFx(s), deposited by the sticking of CFx(g) species are allowed to diffuse along 

the surface to ensure conformal polymer film formation.  In this process, species are designated 

as being physisorbed species or chemisorbed.  When, for example, a CFx(g) radical deposits onto 

the surface as a physisorbed species, the particle is propagated that along the surface using a 

Metropolis like algorithm to minimize the Hamiltonian function, 

 M H GĤ U U U= + + . (2.28) 

The three terms in this Hamiltonian represent the contributions of neighboring solid cells through 

the Morse binding potential (UM), the energy penalty for hopping to next-nearest-neighbor sites 

(UH) and a phenomenological potential which attracts the deposited material toward a ‘base’ 

material (UG).   

The Morse potential is the dominant term in most systems.  This term represents the 

potential between two solid cells as  
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where rij = ||ri – rj|| is the distance between cells i and j.  The variables V0, r0 and A0 have user 

defined values that scale the potential (VM), define the distance of strongest binding (r0) and 

define the width of the binding well (A0), respectively.  The shape of the potential as a function 
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of rij is shown in Fig. 2.3.  A typical value of VM = 5 meV was used for this work.  The general 

assumption of using this potential is that having more close neighbors produces more binding 

energy than fewer neighbors.  To achieve this end r0 = Dx, so that nearest neighbors (NN) 

contribute the largest (most negative) binding energies.  (In this cubic lattice nearest neighbors 

are cells that share a face with the cell in question, next-nearest neighbors share an edge and 

next-next-nearest neighbors share a corner point)  The width of the binding region, A0, can be 

adjusted to provide larger or smaller contributions from next-nearest-neighbors (NNN) and next-

next-nearest-neighbors (4N).  The value of A0 used for this study was 1 Å.  Contributions from 

cells beyond 4N are not considered regardless of the value of A0. 

The hopping potential represents an energy penalty for hopping to a NNN site instead of 

a NN site.  It is evaluated as 

 H

0 NN
NNN 
otherwise

ij HU V
ì
ï= í
ï¥î

, (2.30) 

where VH is the user defined energy penalty in eV (VH = 5 meV was used in this study).  Hopping 

to 4N or further in a single step is not allowed.  Allowing for NNN hopping is required to diffuse 

across steps in the cubic lattice.  Otherwise, diffusion would be limited to only smooth surfaces 

only, as shown in Fig. 2.4. 

The gravity potential is provided to enable smooth and conformal coatings when 

diffusion with only Morse and hopping potentials does not suffice.  The gravity potential offers 

an empirical method to force the polymer deposition to favor smooth and conformal films 

matching experimental results.  The gravity potential is calculated as 

 ( )G
ij G j iU V D D= - , (2.31) 
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where VG is the strength of the gravity potential in eV/Dx, and Di is the distance from cell i to the 

nearest base material in units of Dx.  A value of VG = 50 meV was used for all simulations 

presented here.  This method enables a set of base materials which attract the depositing species, 

as by gravity.  To quickly calculate Di, the MCFPM periodically calculates the distance from 

each gas cell in the mesh to the nearest base material.  This distance is stored as a scalar field, 

which can be quickly evaluated during the diffusion process.  As long as this distance field is 

updated frequently enough this technique offers a way to empirically tune the smoothness of the 

deposited film. 

The distance field is calculated using a rapid but approximate method.  The simplest 

method which gives an exact result would involve looping through the entire mesh for each point 

on the mesh to look for the nearest base material.  This method would be O(n2) where n is the 

number of cells in the mesh.  Instead an iterative method is employed, looping through the mesh 

several times to build the solution.  On the first pass through the mesh, cells which have a base 

material nearest neighbor are assigned a distance value of 1, cells which are next nearest 

neighbors with a base material are assigned a value of Ö2 and 4N cells are assigned 2Ö2.  On 

subsequent passes, cells that have neighbors with distance values are assigned the value of the 

neighbor cell with the smallest distance value plus 1 for nearest neighbors, Ö2 for NNN and 2Ö2 

for 4N.  In this way, the distance field can be calculated by looping through the mesh a number 

of times, D, that can be dramatically less than the number of cells in the mesh, resulting in O(n) 

algorithm scaling.  If D is equal to the number of cells in the largest side of the computational 

domain, the entire distance mesh will be calculated.  If D is smaller, cells which are not given a 

distance value by the algorithm are assumed to be infinitely far from the base material.  This 

allows for values of D which address typical film thicknesses without needing to calculate the 
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entire mesh.  In the work presented here, the algorithm uses D = 40 iterative loops, while n is 

typically 106-107. 

The diffusion of physisorbed particles proceeds as discrete hopping events which are 

chosen with a similar technique to the Metropolis-Hastings algorithm.[82]  In this algorithm, if 

the particle is currently at position i, a new proposed position, j, is chosen randomly from a list of 

all NN and NNN sites.  The potential difference between these sites, DEij in eV, is calculated as 
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where Ni is the set of all NN, NNN and 4N of site i.  The proposed transition is accepted with 

probability  
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where kB is Boltzmann’s constant and T is the substrate temperature (T = 313 K in this study).  

Regardless if the transition is accepted or rejected, the particle will undergo another diffusion 

step with probability Pd, which is a user defined parameter (Pd = 0.99 here) to regulate the 

amount of diffusion to be allowed.  Notice that, even if very high values of Pd  are chosen, if the 

diffusing particle finds a potential well where DEij >> kBT for all possible transitions then it will 

likely remain trapped there.  This process continues, choosing a new random number each step, 

until a number is chosen which is greater than Pd.  This process allows some reasonable large 

jumps to, for example, escape from a potential well. When diffusion is completing the 

physisorbed species is converted to the corresponding chemisorbed species. 
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2.6. Code Layout / Parallelism 

The MCFPM is divided into three main functional units: serial processes, parallel 

processes and output processes.  Each of these processes are split into different files, each 

containing many sub-functions.  The main parallel section of the code is the particle propagation 

routine.  Serial processes are those which must be run on the entire system at one time.  These 

include operations which only occur once, such as reading input files and initialization of the 

simulation.  Other serial processes are run periodically, modifying or using the entire mesh 

simultaneously, thus requiring serial execution.  The output processes are a large sub-group of 

the serial processes, requiring the entire mesh to be output by a single thread.  The MCFPM is 

written in FORTRAN. 

The MCFPM algorithm, shown if Fig. 2.6, mirrors this parallel, serial division.  There are 

two main loops in the algorithm: the iteration loop, where serial processes occur, and the particle 

loop, where the parallel particle propagation algorithm occurs.  By construction the parallel 

particle loop exists inside of the iteration loop.  Therefor the iteration loop executes after every N 

particles have been processes in the particle loop.  The value of N is set by the user, and 

represents a period of time as defined in Eqn. 2.3.  Therefore, serial processes, including 

outputting the profile, are run periodically every N´Dt s.   

The main parallel particle propagation routine is parallelized over particles using a shared 

memory model.  Meaning that, during parallel execution, each parallel thread is tracking a 

different particle, and their effects are synchronized by utilizing a material mesh which is stored 

in shared memory.  To accomplish parallelism in FORTRAN, openMP directives were added to 

the code to guide an openMP compiler (Intel ifort) in parallel compilation.  This parallel 
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programing model is effective at allowing the algorithm to scale to utilize a significant portion of 

the resources of a modern multi-core CPU architecture.   

The MCFPM usually obtains scaling benefits from 6-8 core operation, with reduced 

scaling efficiency after that.  The main obstacle to obtaining better scaling performance in the 

MCFPM algorithm is the existence of a parallel race condition in the basic algorithm which 

occurs stochastically, and must be addressed specifically.  This condition occurs when two 

parallel threads, each tracking a different particle, attempt to modify the same cell in the material 

mesh at the same time.  Due to the internal memory handling techniques of openMP this 

condition results in non-deterministic effects and often errors.  This race condition is resolved 

through the use of the openMP critical statement.  This parallel construct demands that only one 

thread can be operating during the execution of a critical section of the code, and before parallel 

operation is resumed all threads must be fully synchronized.  All changes to the main mesh 

matrix are contained in these openMP critical statements, forcing other threads to wait while the 

mesh is modified and synchronized across threads.  This resolves the issue, but as more and more 

threads are added to the same problem, it introduces more and more pauses into the parallel 

execution, limiting strong scaling. 

2.7. MCFPM Validation 

The recent 3d-MCFPM code has been validated in two different studies at different levels 

of model complexity.  To validate the neutral transport aspects of our model, simple test 

problems were simulated and compared to results of analytical models by Clausing [83] of 

neutral transport in the molecular flow regime.  The transmission of neutral fluxes through a 

circular tube was computed with the MCFPM and transmission probabilities were derived as 

function of AR and the reactive sticking probability, Sb, of the bottom surface of the feature.  
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(Transmission probability is the ratio of the flux of neutral particles on the bottom surface of the 

tube divided by the flux of particles entering the tube.)  The walls of the tube are assumed re-

emit all incident particles with cosine law angular distributions, as discussed in Chapter 2.5.4.  

The computed transmission probabilities agreed with theory with an error of < 6% over the range 

of AR studied, as shown in Fig. 2.7.  The error was found to be directly related to the 

discretization of a circular tube by a rectilinear mesh and not due to any issue with the neutral 

transport model itself. 

Validation of a more complex plasma etching reaction were done in collaboration with 

Lam Research by comparing simulated profiles with experiments for features etched in a He/Cl2 

plasma.[84]  The He/Cl2 mechanism is not discussed in detail in this thesis, but is discussed by 

Zhang et al. in Ref [84], and is very similar to the Ar/Cl2 mechanism discussed in Chapter 3.1.  

By tuning the reaction probabilities of the basic reactions, a very good match to experiment was 

obtained for etch rate, profile shape and feature density dependency, as shown in Fig. 2.8.  While 

the etch mechanism includes many fitted parameters, the ability of the model to match well for 

all of these features at two different etch times indicates that the model includes much of the 

important physics involved in this etching reaction.  It is reasonable to expect such a model, 

which has been calibrated in such a way to be quantitatively predictive over a range of process 

parameters significantly larger than the training set.  Furthermore, it is also reasonable to expect 

a similar physical mechanism to be qualitatively predictive over an even larger range of process 

parameters, even if it has not been calibrated to produce an exact match of experimental results, 

provided it also incorporates the important physics of the process being modeled.  This 

assumption, that a MCFPM mechanism which incorporates the important physics of a given etch 

process will provide qualitative predictions for trends of etch metrics with changes in process 
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parameters, is fundamental to this work. 

  



 77 

2.8. Figures 

 

 

 

 

Fig. 2.1  Illustration of the simulation domain showing the origin and cardinal coordinates êx, êy, 
and êz.  An initial velocity vector, v0, is shown along with the polar (q) and azimuthal (j) angles. 

  



 78 

 

 

 

 

 

Fig. 2.2  Implant path of 60 argon ions with energy of 2000 eV impinging on silicon. 
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Fig. 2.3  The Morse potential used for the diffusion routine.  The distance between cells r is 
normalized to r0 and the potential is normalized to V0.  The A0 used for this potential is 0.75. 
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Fig. 2.4  Illustration of possible diffusion locations for a physisorbed particle, shown in blue.  
The dotted cubes illustrate the allowable diffusion transitions.  Nearest neighbor sites are shown 
in green, next-nearest neighbors in purple, and a next-next-nearest neighbor as hatched.  The 4N 
site is not an allowable direct transition from the current site. 
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Fig. 2.5  Angular dependence functions, P(q), for chemical and physical sputtering processes. 
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Fig. 2.6  MCFPM algorithm flow chart.  Code blocks colored orange are newly developed for 
this thesis.  Darker blue blocks had substantial updates to enable new features.  Light blue blocks 
are unchanged from the legacy 3D code. 
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Fig. 2.7  Neutral transport simulation in MCFPM for cylindrical tubes with sticking coefficients 
Sb on the bottom surface.  Transmission ratio is the flux of particles at the bottom of the tube, 
divided by the flux of particles entering the feature.  
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Fig. 2.8  MCFPM validation cases using He/Cl2 plasma etching.  Notice the close match of 
profile geometry in dense, semi-dense and end of array features at two different etch times.[84]   
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Chapter 3 SURFACE REACTION MECHANISMS 

3.1. Introduction 

In addition to the computational framework provided by the MCFPM, as described in 

Chapter 2, a user defined reaction mechanism is required to represent the chemical reaction 

pathways possible in a given plasma surface interaction.  For this mechanism to be consistent 

with the goals discussed in Chapter 1.5.1, it must include all relevant reactions between each gas 

phase species and every solid species in the mechanism.  These reactions are listed in a text 

format, which is included as an input to the MCFPM.  The types of reactions which can be 

described are discussed in Chapter 2.5.5. 

In this thesis two different etching chemistries were used, Cl2 and C4F8.  Both of these 

feedstock gases were typically diluted in argon, though some simulations of pure chlorine 

discharges were also used.  These two gases generate very different chemistry, and require 

different physics to represent the plasma/surface interactions.  The chlorine mechanism uses only 

surface reactions, described in Chapter 2.5.5.  The fluorocarbon gas mechanism requires the use 

of the implant and diffusion models to accurately capture the physics of delivering reactive 

species and ion energy through a finite thickness polymer overlayer.  Therefore, this reaction 

mechanism requires additional reactions, such as implant reactions and solid-solid reactions 

(described in Chapter 2.5.7), in addition to the typical surface reactions, in order to provide a 

complete physical picture of the plasma surface interaction. 

In this chapter detailed descriptions are given of two different reaction mechanisms.  In 

Chapter 3.2 a description is given of how the physics of chlorine/silicon etching are modeled in 
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the MCFPM.  In Chapter 3.3, the model of the fluorocarbon surface interactions is given.  This 

section is intended to describe the reaction mechanisms used in the work presented here, and to 

provide justification for the mechanisms included and reaction rates (probabilities) used.  These 

reaction mechanisms are an integral part of the model. 

3.2. Halogen Plasma Surface Reaction Mechanism 

The etching of silicon by Ar/Cl2 plasmas proceeds by first passivating the surface with 

chlorine.  The process begins with a reaction of a Cl radical with the bare silicon surface to form 

SiCl(s).  Subsequent reactions with chlorine further chlorinate the SiCl(s) surface to form SiClx(s), 

where x < 4.[19,20,85]  The surface reaction mechanism used in this investigation is outlined in 

Table 3.1. In our model, this process is represented by having a series of materials which 

represent different chlorination levels: Si(s), SiCl(s), SiCl2(s) and SiCl3(s)  Each of these materials 

with x < 3 can undergo additional chlorination reactions, with successively lower probabilities, to 

increase the chlorination level to SiClx+1(s).  The probabilities of passivation are 99%, 40% and 

30% for x = 0, 1 and 2.  As these materials are applied to entire computational cells, which can 

represent several atoms, they are not meant to exactly represent the chlorination state of every 

silicon atom in the cell, but rather they represent an increasing average surface chlorination level.  

At pressures above a few mTorr this chlorination process is carried out mostly by Cl radicals, 

however Cl2
+ and Cl+ species are also capable of chlorinating surface sites in this mechanism.  

Thermal etching is included, with a small probability, by the chlorination of a SiCl3(s) site by a Cl 

radical to form volatile SiCl4 – that is, the surface site is converted to a gas phase SiCl4 particle, 

which is emitted from the feature leaving behind a vacated surface cell.    

The recombination of atomic Cl on surfaces is incorporated into the reaction mechanism 

as an Eley-Rideal (ER) type reaction.  In this reaction, chlorine radicals impinging on SiClx(s) (x 
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= 2,3) sites can abstract one of the chlorine atoms from the solid surface and return to the gas 

phase as Cl2, leaving SiClx–1(s) on the surface.  Reactions (4) and (6) in Table 3.1 show the 

recombination reactions and probabilities as included in the base case.  We assumed that SiCl(s) 

represents a strongly chemisorbed state which does not allow recombination reactions.  The 

reaction probabilities in the basic mechanism (Table 3.1) result in a chlorine recombination 

coefficient of 0.07 on a steady-state passivated surface.  Due to the disordered nature of the 

amorphized silicon layer resulting from plasma exposure, the recombination coefficient was 

chosen to be between the measured values for pristine crystalline silicon (< 0.01) and poly-

silicon (» 0.14) in a neutral beam experiment.[86]  This value is also similar to the recombination 

coefficient of 0.03 on a plasma exposed silicon oxy-chloride surface, as measured by Khare et al. 

using the spinning wall technique.[87]  Cunge et al. have measured lower recombination 

coefficients of 0.005-0.007 on the SiOCl surfaces formed in Cl2/O2 plasmas.[88]  Although there 

is always some likelihood for oxygen contamination from sputtering of alumina or quartz in 

contact with the plasma, we expect that the proportion of SiOCl sites to be smaller than in a 

plasma with O2 as a feedstock gas.  While the experimental data can be fit well with a Langmuir-

Hinshelwood (LH) model [86,87], most of the recombination for our conditions occurs on the 

fully saturated sidewalls.  For these saturated conditions the ER and LH models are expected to 

converge.  

The chlorinated passivation layer has an increased sputtering yield when compared to the 

bulk silicon, as discussed in detail in Chapter 1.3.2.  The reduction in surface binding energy 

increases with increased chlorination.  Chemical sputtering reactions of all SiClx(s) surface sites 

have a threshold energy of 10 eV, and values of p0 which increase with chlorine coordination.  

For e0 = 100 eV, p0 = 0.20, 0.50 and 0.50 for SiCl1(s), SiCl2(s) and SiCl3(s).  Direct sputtering of 
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unpassivated silicon sites was included with a threshold energy of 25 eV (e0 = 100 eV, p0 = 

0.05).  In this model, each gas pseudoparticle can only react with a single solid cell, including 

sputtering reactions.  This limitation poses a problem for process conditions where there are high 

ion energies and high neutral-to-ion flux ratios.  For these conditions, experiments show that the 

etch yield per ion can exceed one.[23]  Our sputter yield parameters were chosen to best 

represent experimental trends over a wide range of etching conditions while acknowledging that 

our etch yields will be low when operating with high ion energies and high neutral-to-ion flux 

ratios. 

In addition to a dependence on ion energy, sputtering reactions also have a dependence 

on the angle of incidence of the impinging particle with respect to the local surface normal.  This 

angular dependence for chemically enhanced sputtering involving a passivating species is 

typically different than for direct physical sputtering.[22,54]  There is evidence that both 

physical and chemical sputtering mechanisms can be simultaneously active, with chemical 

sputtering dominating at low ion energy and physical sputtering becoming more important as ion 

energy increases.[89–91]  Different processes, each with a different threshold energy (eth) and 

reaction probability (p0), are used to represent these two reactions.  Physical sputtering reactions 

have a peak in the probability for angles of incidence around 60°, with reduced probability at 

normal incidence and zero probability at grazing incidence.  These reactions were given higher 

threshold energies than chemically enhanced processes, and lower etch probabilities for more 

chlorinated species.  Chemically enhanced sputtering reactions have unity probability for normal 

incidence and angles up to 45°, with a monotonic roll-off above this value to zero probability at 

grazing incidence. 

Gas species generated deep in the feature, such as etch or recombination products, must 
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diffuse out of the feature by molecular flow before returning to the bulk plasma.  The etch 

products are typically neutral, often are radicals, and generally have approximately thermal 

energy.  Radical etch products (SiClx, x < 4) have a finite probability of re-depositing within the 

feature each time they strike the surface.  The sticking coefficients for SiCl on SiOCl coated 

reactor walls has been measured to be near unity, while SiCl2 has lower sticking probability of 

0.05.[88]  In our mechanism, a sticking coefficient of 0.02 was chosen for all SiClx (x < 4) etch 

products on all other solid surfaces.  While fluxes of SiClx and SiClx
+ returning to the feature 

from the bulk gas have been shown to be important in industrial plasmas [92,93] their 

contributions have been neglected here for simplicity. 

The probabilities of the reactions used for this study were chosen, wherever possible, to 

match available experimental data.  Chemical sputtering probabilities, and their energy and 

angular dependence, were chosen to match experimental trends for etch yield for low ion 

energy.[23]  Recombination probabilities are set such that a steady-state passivated surface 

produces a recombination coefficient of 0.07, which is between the measured values for pristine 

crystalline silicon and that of poly-silicon in a neutral beam experiment.[86]  Passivation 

reactions between Cl radicals and silicon surface sites were chosen to qualitatively reproduce 

surface species coverage results from XPS data of Cl2 plasma etching.[94] 

 

3.3. Fluorocarbon Plasma Surface Reaction Mechanism 

A new reaction mechanism was developed for the interaction between reactive species 

produced in an Ar/C4F8 plasma and SiO2, Si3N4 and Si.  This mechanism heavily relies on the 

transport of reactive and energetic species through the polymer overlayer.  This mechanism 
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should be applicable to majority of fluorocarbon plasmas that produce similar varieties of 

radicals. 

The lowest energy etching reaction pathway involves five steps: 

1. Passivation of the surface by CFx(g) radicals, forming a selvedge layer where C-O (or C-N) 

and Si-F bonds exist. 

2. Deposition of a finite thickness polymer layer on top of the selvedge layer. 

3. Anion (O or N) removal from the solid by chemical sputtering, leaving SiFx(s), activated by 

ions penetrating through the polymer layer. 

4. Etching of SiFx(s) by chemical sputtering (by implanting ions) or thermal reactions with 

radical fluorine diffusing through the polymer. 

5. Re-passivation of the underlying surface by ion mixing of surface sites with the polymer 

overlayer. (Repeat steps 2-5) 

In addition to the reactions which make up the minimum energy etching pathway, many 

other reactions are possible and necessary for a complete description of the fluorocarbon etching 

mechanism.  In this section, a description is given of the reactions involved, with a complete list 

of possible reactions included in this mechanism given in Table 3.2. 

The mechanism relies on the formation of two distinct material regions in the overlayer 

which forms on the substrate; the selvedge layer, and the polymer layer.  The selvedge layer is 

the thin region where covalent bonds exist between the fluoropolymer overlayer and the 

underlying material.  For SiO2 this region is modeled using the species SiO2CxFy(s), SiOCxFy(s) 

and SiFx(s).  For Si3N4 the selvedge layer is composed of SiNCxFy and SiFx(s) species.  On top of 

the selvedge layer a fluoropolymer (denoted CFx(s)) layer forms which is unaffected by the 

substrate material being etched.  Taken together the selvedge and polymer layers will be referred 

to as the overlayer. 

The selvedge species in the SiO2 system, SiO2CxFy, SiOCxFy and SiFx(s), represent 

different phases in the etching process.  The SiO2CxFy species represents a site where a CFx(g) 
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molecule has chemisorbed to a SiO2 site, either by the formation of a C-O or Si-F bond.  The 

SiOCxFy material is as site which has undergone de-oxygenation due to an ion impact reaction, 

such as 

 SiO2CxFy + Ar+ ® SiOCxFy + CO + Ar. (32) 

This reaction converts the initial SiO2CxFy cell to SiOCxFy, releasing a CO etch product.  Because 

of the strong C-O bond, this reaction is considered a chemically enhanced sputtering reaction in 

this mechanism, with a low energy threshold (eth) of 10 eV.  The SiOCxFy can then be de-

oxygenated again by ion impact, resulting in a SiFx(s) site.  Finally, the SiFx(s) site can be 

sputtered by low energy ions due to the strength of the Si-F bond weakening the strength of the 

bonding with the underlying lattice, or it can be thermally etched by radical fluorine.  This 

process is schematically shown in Fig. 3.1.  These materials are not intended to representative 

individual molecules, but rather the average behavior of the materials in the computational cell in 

question.  Due to this average behavior, the exact stoichiometry of each reaction is not 

necessarily conserved.  The etching of Si3N4 proceeds through a similar pathway, but with only 

two selvedge materials; SiNCxFy and SiFx(s).  For each silicon atom removed from the lattice, this 

results in the removal of only one carbon atom, as opposed to two carbon atoms in the case of 

SiO2CxFy etching channel.  As a result, less polymer is consumed during the etching of Si3N4 

than SiO2. 

Each of the selvedge species has a reduced surface binding energy compared to the 

underlying lattice, meaning that it is also possible to directly chemically sputter SiO2CxFy or 

SiOCxFy, instead of following the pathway described above.  Direct chemical sputtering of each 

of these materials is included in the model, but with higher energy thresholds (14 - 30 eV) and 

lower probability than the lowest energy pathway described above.  As a result, with 
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predominantly low energy ions (as used for ALE) the multi-step process described above 

dominates.  With higher ion energy (> 100 eV) direct sputtering of SiO2CxFy(s), SiOCxFy and 

SiNCxFy becomes the dominant etching pathway.  Higher energy ions can also participate in 

physical sputtering reactions, directly removing SiO2 or Si3N4.  Physical sputtering reactions for 

these materials are given a higher threshold energy (70 eV) and lower probability than chemical 

sputtering reactions. 

The formation of a steady-state polymer overlayer is critical to the fluorocarbon plasma 

etching mechanism, as described in Chapter 1.3.3.  In this mechanism, the steady-state behavior 

is achieved by allowing for chemisorption of CF and CF2 radicals on the surface of the polymer, 

sputtering of polymer and etching of the polymer by fluorine radicals which diffuse through the 

polymer volume.  This process results in a deposition term in Eqn. (1.18) which is proportional 

to the surface area, and a loss term that has components proportional to the polymer volume.  

The model only includes deposition from CF and CF2 radicals due to their higher number of 

radical sites making them more reactive in general, though including deposition of CF3 (or CnFx, 

n > 1) can be incorporated by the appropriate entries into the data file representing the reaction 

mechanism.   

The CF2 species in particular is in high abundance in the gas phase chemistries used here, 

and has been experimentally shown to play an important role in polymerization.[95]  The sum of 

the polymerizing species, CF and CF2, will be referred to as CF(2) for brevity.  The main polymer 

loss term is etching by radical fluorine, as has been seen experimentally.[30,77]  Polymer etching 

by fluorine is a thermally driven process, given a fixed probability of 0.008 in our model.  This 

probability is the likelihood of the F atom etching the polymer at any step during the diffusion of 

the F radical through the polymer.  The average chance of an etching event occurring per 
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F(g)/CFx(s) interaction is much higher than this value due to the multiple interactions.  The exact 

value of this rate was adjusted to result in steady-state polymer thicknesses similar to 

experimental results during continuous etching.[30]  In addition to polymer etching by radical 

fluorine, ion sputtering of the polymer surface is also included in the model with a threshold of 

30 eV.  Despite the relatively low threshold, the sputtering reaction is given a low probability to 

conform with experimental observation that sputtering plays a minimal roll in polymer loss in 

this system.[31]   

This model also includes a polymer activation channel, whereby low energy ions can 

create activated polymer sites which have a larger sticking coefficient for CF(2) radicals.  This 

polymer activation mechanism models the breaking of bonds within the polymer layer, exposing 

a larger dangling bond density on the surface.  This mechanism has been proposed to explain the 

higher polymer deposition rate in etch features with direct exposure to low energy ions, 

compared to neutral deposition of CF(2) radicals without such exposure.[96,97]  The ion 

activation process is given a negative energy dependence to model the balance between ion 

activation at low energies and sputtering of polymer at higher ion energies.  This results in the 

polymer deposition term, and therefore steady-state polymer overlayer thickness, that depends on 

the ion energy reaching the surface.[30]  The sticking coefficients for CF(2) on SiO2, un-activated 

polymer and activated polymer are 0.20, 0.01, and 0.03, respectively.  These sticking coefficients 

are similar to those obtained recently by Kaler et al. in cyclic plasma beam exposure 

experiments.[98] 

The transfer of ion energy through the polymer overlayer to the etch front is critical to 

this etch mechanism.  Which energetic particles carry the activation energy to the etch front is 

difficult to analyze.  In this mechanism, Ar+ is allowed to penetrate the polymer overlayer and 



 94 

react sub-surface, a flux that is important during the ion bombardment phase of ALE where it is 

the dominant flux.  During continuous etching in C4F8/Ar plasmas, though, the dominant ions are 

C3F5
+ and C2F4

+.  Even at the relatively low ion energies used in this study, the total kinetic 

energy of the arriving ion exceeds the bond energy of the molecule, implying that fragmentation 

of these larger ions is to be expected.  Fragmentation of such ions for energies of tens to 

hundreds of eV has been investigated using first principals.[99]  To account for fragmentation, 

large ions are allowed to dissociate into two fragments in the model, F+ and CF*.  The F+ particle 

carries the majority of the ion energy through the film to deliver the energy to the etch front.  

Fluorine was chosen to be the ion energy carrier because once it has cooled it will act as a source 

of radical fluorine, as has been previously proposed as a result of large fluorocarbon 

fragmentation.[77]  The CF* particle is a model construct which allows the CFx(g)-like remains of 

the larger molecule to imbed in the polymer matrix forming a new polymer site.  This process 

couples the polymer deposition rate to the CxFy
+ flux, as has been seen experimentally.[100] 
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3.4. Figures 

 

 

Fig. 3.1  Schematic of the Si, Si3N4 and SiO2 etching mechanisms.  The term M+ denotes 
activation from any ion or hot neutrals.  Straight lines through the polymer overlayer imply ion 
implantation, while wavy lines represent diffusion through the overlayer. 
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3.5. Reaction Mechanism Tables 

Table 3.1:  Chlorine Surface Reaction Mechanism 
 Reaction Probability(a) eth (eV)(a) p0(a) Angle(b) Notes 
 Cl Radical Reactions      
(1) Si(s) + Cl ® SiCl(s)                    0.99     
(2) SiCl(s) + Cl ® SiCl2(s)                 0.40     
(3) SiCl2(s) + Cl ® SiCl3(s)                0.30     
(4) SiCl2(s) + Cl ® SiCl(s) + Cl2           0.02     
(5) SiCl3(s) + Cl ® SiCl4                 0.0001     
(6) SiCl3(s) + Cl ® SiCl2(s) + Cl2          0.08     
(7) R(s) + Cl ® R(s) + Cl  1.00    c 
 Redeposition      
(8) M(s) + SiClx ® M(s) + SiClx(s)            0.02    d 
 Ion Reactions      
(9) Si(s) + Cl+ ® Si + Cl*                 25 0.05 P e,f 
(10) SiCl(s) + Cl+ ® SiCl2                 35 0.10 P e 
(11) SiCl(s) + Cl+ ® SiCl2                  10 0.20 C e 
(12) SiCl2(s) + Cl+ ® SiCl2 + Cl*           10 0.50 C e,f,g 
(13) SiCl3(s) + Cl+ ® SiCl3 + Cl*           10 0.50 C e,f,g 
(14) R(s) + Cl+ ® R + Cl*   15 0.01 P c,e,f 
(15) Si(s) + Cl2

+ ® Si + Cl2
*               25 0.02 P e,f 

(16) SiCl(s) + Cl2
+ ® SiCl2 + Cl*           10 0.20 C e,f,g 

(17) SiCl2(s) + Cl2
+ ® SiCl2 + Cl2

*         10 0.25 C e,f,g 
(18) SiCl2(s) + Cl2

+ ® SiCl3 + Cl*          10 0.25 C e,f,g 
(19) SiCl3(s) + Cl2

+ ® SiCl3 + Cl2
*         10 0.25 C e,f,g 

(20) SiCl3(s) + Cl2
+ ® SiCl4 + Cl*          10 0.25 C e,f,g 

(21) R(s) + Cl2
+ ® R + Cl2

*           15 0.01 P c,e,f 
(22) Si(s) + Ar+ ® Si + Ar*                 25 0.05 P e,f 
(23) SiCl(s) + Ar+ ® SiCl  + Ar*            10 0.20 C e,f,g 
(24) SiCl2(s) + Ar+ ® SiCl2 + Ar*           10 0.50 C e,f,g 
(25) SiCl3(s) + Ar+ ® SiCl3 + Ar*           10 0.50 C e,f,g 
(26) R(s) + Ar+ ® R + Ar*             15 0.01 P c,e,g 
 
Notes: 
(a)  If eth and p0 are blank the reaction has no energy dependency, and the reaction probability is 

constant. 
(b)  Angular dependence of the reaction.  P = physical sputtering, C = chemical sputtering, blank 

for reactions with no angular dependency. 
(c)  R(s) is the solid photoresist.  The gas phase etch product, R, is assumed to be volatile and 

does not re-deposit on feature surfaces. 
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(d)  Re-deposition reaction.  M(s) denotes any solid surface.  SiClx  (x = 1,2,3). 
(e)  Energy dependent reaction with probability defined by Eq. (2.23).  Probability is 

renormalized as necessary, as described in the text.  When probability of reaction is less than 
unity, remaining probability is allocated to non-reactive reflection (other than neutralization 
of ions). 

(f)  Asterisk superscript (i.e. Cl*) indicates a hot neutral.  Hot neutrals have identical reactions 
and probabilities as the corresponding ion. 

(g) A reaction with the same reactants and products is also included, but with physical sputtering 
angular dependence, eth = 35 eV and p0 = p0(c) / 2, where p0(c) is the p0 of the (listed) chemical 
sputtering reaction.  Reactions (10) and (11) show this relationship explicitly. 
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Table 3.2:  Fluorocarbon Surface Reaction Mechanism 
 Reaction Prob.(a) eth (a) p0(a) ref(a) Ang(b) Notes 
 Polymer Deposition Reactions       
(1) Si(s) + CF(2)(g) ® Si(s) + CFx(s)            0.20     c 
(2) SiO2(s) + CF(2)(g) ® SiO2CxFy(s)                 0.20     c 
(3) Si3N4(s) + CF(2)(g) ® SiNCxFy(s)                0.20     c 
(4) SiO2CxFy(s) + CF(2)(g) ® SiO2CxFy(s) + CFx(s) 0.20     c 
(5) SiOCxFy(s) + CF(2)(g) ® SiOCxFy(s) + CFx(s) 0.20     c 
(6) SiNCxFy(s) + CF(2)(g) ® SiNCxFy(s) + CFx(s) 0.20     c 
(7) CFx(s) + CF(2)(g) ® CFx(s) + CFx(s) 0.01     c 
(8) CFx

*
(s) + CF(2)(g) ® CFx(s) + CFx(s) 0.03     c,d 

(9) CFx(s) + CF*
(implant) ® CFx(s) + CFx(s) 1.00     e 

 Polymer Loss Reactions       
(10) CFx(s) + F(g) ® CF4(g) 0.008      
(11) CFx

*
(s) + F(g) ® CF4(g) 0.004     d 

(12) CFx(s) + Ar+
(g) ® CFx(g) + Ar  30 0.030 100 P  

(13) CFx(s) + CxFy
+

(g) ® CFx(g) + CF(2)(g)  30 0.003 500 P c 
(14) SiO2(s) + CFx(s) + M+ ® SiO2CxFy(s) 1.00     f 
(15) Si3N4(s) + CFx(s) + M+ ® SiNCxFy(s) + CFx(s) 1.00     f 
 Polymer Activation       
(16) CFx(s) + Ar+

(g) ® CFx
*

(s) + Ar(g)  150(g) 0.03(g)  C d 
(17) CFx(s) + CxFy

+
(g) ® CFx

*
(s) + F+

(implant) + CxFy(g)  60(g) 0.30(g)  C d 
(18) CFx(s) + CxFy

+
(g) ® CFx

*
(s) + CF*

(implant) + F+
(implant)  30(g) 0.10(g)  C d 

(19) CFx(s) + CxFy
+

(g) ® CFx(s) + F+
(implant) + CxFy(g) 0.95      

(20) CFx(s) + CxFy
+

(g) ® CFx(s) + F+
(implant) + CF(2)(g) 0.05     c 

 Silicon Reactions       
(21) Si(s) + F(g) ® SiF(s)  0.90      
(22) SiF(s) + F(g) ® SiF2(s) 0.50      
(23) SiF2(s) + F(g) ® SiF3(s) 0.50      
(24) SiF3(s) + F(g) ® SiF2(s) + F2(g) 0.01      
(25) SiF3(s) + F(g) ® SiF4(g) 0.10      
(26) XSiF(s) + F(g) ® SiF4(g) 0.90      
(27) Si(s) + M+

(g) ® Si(g) + M(g)  50 0.010 200 P  
(28) SiFx(s) + M+

(g) ® SiFx(g) + M(g)  10 0.010 200 C  
(29) SiFx(s) + M+

(g) ® SiFx(g) + M(g)  150 0.010 200 P  
 Oxide Reactions       
(30) SiO2(s) + M+

(g) ® SiO2(g) + M(g)  70 0.010 140 P  
(31) SiO2(s) + CxFy

+
(g) ® SiO2 (s) + CF(2)(g) 0.05     c 

(32) SiO2(s) + CxFy
+

(g) ® SiO2CxFy(s) 0.80      
(33) SiO2CxFy(s) + F(g) ® SiO2CxFy(s) + F2(g) 0.01      
(34) SiO2CxFy(s) + CxFy

+
(g) ® SiO2CxFy(s) + CF(2)(g) 0.05     c 

(35) SiO2CxFy(s) + CxFy
+

(g) ® SiO2CxFy(s) + CFx(s) 0.80      
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(36) SiO2CxFy(s) + M+
(g) ® SiOCxFy(s) + CO(F2)(g) + 

M(g) 
 10 0.800 75 C  

(37) SiO2CxFy(s) + M+
(g) ® SiF4(g) + CO(F2)(g) + M(g)  50 0.800 100 C  

(38) SiO2CxFy(s) + M+
(g) ® SiF4(g) + CO(F2)(g) + M(g)  100 0.800 125 P  

(39) SiOCxFy(s) + CxFy
+

(g) ® SiOCxFy(s) + CF(2)(g) 0.05     c 
(40) SiOCxFy(s) + CxFy

+
(g) ® SiOCxFy(s) + CFx(s) 0.80      

(41) SiOCxFy(s) + M+
(g) ® XSiF(s) + CO(F2)(g) + M(g)  10 0.800 75 C  

(42) SiOCxFy(s) + M+
(g) ® SiF4(g) + CO(F2)(g) + M(g)  50 0.800 100 C  

(43) SiOCxFy(s) + M+
(g) ® SiF4(g) + CO(F2)(g) + M(g)  100 0.800 125 P  

 Nitride Reactions       
(44) Si3N4(s) + M+

(g) ® Si3N4(g) + M(g)  70 0.010 140 P  
(45) Si3N4(s) + CxFy

+
(g) ® Si3N4(s) + CF(2)(g) 0.05     c 

(46) Si3N4(s) + CxFy
+

(g) ® SiNCxFy(s) 0.80      
(47) SiNCxFy(s) + F(g) ® SiNCxFy(s) + F2(g) 0.01      
(48) SiNCxFy(s) + CxFy

+
(g) ® SiNCxFy(s) + CF(2)(g) 0.05     c 

(49) SiNCxFy(s) + CxFy
+

(g) ® SiNCxFy(s) + CFx(s) 0.80      
(50) SiNCxFy(s) + M+

(g) ® XSiF(s) + CNF(g)  30 0.20 75 C  
(51) SiNCxFy(s) + M+

(g) ® SiF4(g) + CNF(g)  50 0.20 100 C  
(52) SiNCxFy(s) + M+

(g) ® SiF4(g) + CNF(g)  100 0.20 125 P  
 
Notes: 
(a)  If eth and p0 are blank the reaction has no energy dependency, and the reaction probability 
is constant. 
(b)  Angular dependence of the reaction.  P = physical sputtering, C = chemical sputtering, 
blank for reactions with no angular dependency. 
(c)  CF(2)(s) represents the sum of CF and CF2 flux. 
(d)  CFx

*
(s) represents the ion activated polymer, discussed in Chapter 3.3. 

(e)  Reaction at end of implant path. Described in Chapter 2.5.7. 
(f)  Solid-solid reaction.  Occurs due to ion activation energy supplied by M+.  
(g)  Activation reaction. Probability drops linearly from p0 at 5 eV to zero at eth. 
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Chapter 4 ASPECT RATIO DEPENDENCE OF PLASMA ETCHING 

4.1. Introduction 

As feature sizes continue to decrease with each technology node the problem of aspect 

ratio dependent etching (ARDE) in plasma processing continues to challenge process 

development, as discussed in Chapter 1.4.  Of particular interest is the role neutral transport plays 

in the aspect ratio dependence of etch rates, and how 3-d feature geometries affect this process.  

The sources of, and remedies for, ARDE are significant to several plasma etching processes, and 

remain a field of active research.[8,37,101]  

Any etching process that relies on fluxes of reactive neutral species that arrive at the 

wafer with isotropic angular distributions will be subject to the effects of neutral conductance in 

the transport through the feature of these species from the bulk plasma to the etch front.[102]  

Ion fluxes are less sensitive to conductance during their transport through the feature since their 

angular distributions are usually anisotropic.  Due to the pressures and feature length scales 

typically involved in plasma semiconductor processing, transport within the feature is in the 

molecular flow regime, meaning that the mean free path between gas phase collisions greatly 

exceeds the feature size.[103]  In the molecular flow regime, low energy neutral species travel 

ballistically from surface to surface inside the feature, while typically reflecting (or being re-

emitted after adsorption) from the surface with a Lambertian cosine angular distribution.[75]  

This process has been studied in the context of vacuum gas transport since early in the 

development of fluid mechanics,[26] and has also come to be understood as a major contributing 

factor to ARDE.[102]   
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Analytical models incorporating neutral transport [102,104] and computer simulations 

[54,59,91,105,106] have been used to investigate ARDE during plasma etching with different 

assumptions and levels of detail.  While all robust numerical models of plasma etching of 

features incorporate the effects of neutral transport, the consequences of neutral conductance are 

sometimes difficult to discern due to the complexity of the model.  Analytical models, on the 

other hand, can focus more directly on the topic of conductance and neutral transport, but then 

require simpler representations of the actual etch process.  Coburn and Winters, for example, 

determined that if the etch front consumes incident radicals with a reactive sticking coefficient, 

Sn, well known vacuum conductance concepts can be used to provide insights to ARDE.  They 

proposed that the ratio of neutral flux arriving at the etch front, Gf , compared to the incoming 

flux from the bulk plasma, Gin, could be approximated as [102] 
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where K is the aspect ratio dependent probability that a randomly directed neutral particle 

incident on the feature opening will reach the etch front.  The parameter K is analogous to 

Clausing’s transmission probability for vacuum systems if the etch front is likened to an opening 

to a second chamber with zero pressure.[83]  The value of K can be calculated analytically for 

simple shapes (e.g., circular via or 2-dimensional trench), or numerically for more complicated 

shapes.  As K decreases with increasing aspect ratio (AR), this model predicts a reduction of 

neutral flux to the etch front, which results in an aspect ratio dependent etch rate.  The 

assumptions required for this expression to be valid are that the side walls do not consume 

neutrals, and that the reactive sticking coefficient on the etch front, Sn, is constant in time and 

aspect ratio.   

Gottscho et al. expanded on the model proposed by Coburn and Winters by introducing 
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the concept of neutral-ion synergy.[104]  The basic premise of this model is that Sn is not 

constant, but rather simultaneously depends on the neutral and ion fluxes at the etch front.  In 

this model, each surface site can only be passivated once, and will then require an ion impact 

event before the underlying site can accept a new passivating radical.  Therefore, high neutral 

fluxes will progressively produce smaller values of Sn since the available sites may already be 

occupied by reaction with earlier fluxes.  Neutral starved regimes (that is, a low neutral radical 

flux relative to the ion flux) will have larger values of Sn since there is higher likelihood that sites 

will be empty.  Since the neutral flux reaching the etch front depends on AR, then Sn also 

depends on AR.  Gottscho et al. developed analytical expressions for two extreme cases – 

perfectly diffusive walls (molecular flow), and perfectly absorbing walls (neutral shadowing).  

Most actual etching processes fall between these two extremes.  The model has provided 

valuable insights for understanding the implications of the neutral-ion synergy and has been used 

to fit to experimental studies.[107] 

There are at least two complicating factors when applying analytical models of neutral 

transport to predicting etch properties for even basic features – neutral consumption by the side 

walls and varying conductance with profile evolution.  Neutral species can be consumed on the 

side wall through several processes, including recombination of radicals on the surface to form 

non-reactive molecules [86] and passivation of exposed silicon sites where off-axis ions have 

eroded the passivation layer.  In addition to changing with aspect ratio, neutral conductance can 

also significantly change with the shape of the profile.  For instance, a tapered feature will have a 

different conductance than a feature with parallel sides.  This issue is further complicated by a 

profile transitioning from a flat-bottomed cylinder or a trench with parallel sides, to a tapered 

profile as a function of aspect ratio.  These changes in profile also have significant effects on the 
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area of the feature that receives high energy particles (ions and hot neutrals following ion 

neutralization on side walls) which then defines the etch front.  These dependencies can lead to 

significant changes in the effective value of Sn, again impacting the transport of neutral radicals. 

When etching simple geometries, such as infinite trenches or circular vias, it is straight 

forward to establish an aspect ratio – usually height divided by width.  This AR can then function 

as a scaling parameter to describe neutral transport.  The ability to so simply specify an AR does 

not necessary translate to 3-d structures.  Since the molecular flow of neutral species through a 3-

d feature takes place through many adsorption and re-emission events which sample different 

portions of the 3-d feature, it is difficult to a priori estimate the conductance between the bulk 

plasma and any given point on the profile.  These issues complicate the extrapolation of our 

understanding of conductance effects on etching from 1-d (e.g., circular vias) or 2-d (e.g., infinite 

trenches) structures to 3-d features.  The use of numerical models is necessary to accurately 

evaluate the scaling of neutral transport in features with difficult to define aspect ratios. 

To investigate the role of neutral transport on ARDE, and particularly in 3-d etching 

processes, the MCFPM was used to simulate the etching process in a variety of ARDE producing 

conditions.  A feature which resembles the shallow trench isolation (STI) etch that defines the 

silicon fins in a FinFET fabrication process has been used for this study.  The model system is an 

inductively coupled plasma sustained in an Ar/Cl2 mixture etching silicon.  Several experimental 

parameters such as the incoming neutral to ion flux ratio and recombination probability of radical 

Cl atoms on the side walls were varied to determine their effect on ARDE when simultaneously 

etching several features having different critical dimensions (CD).  In order to gain additional 

insights to the causes of ARDE for these conditions, the etch depth dependent fluxes of neutrals 

and ions to the etch front in a 2-d trench were also investigated.  We found that for the conditions 
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investigated in this chapter, the dominant cause of ARDE is the depletion of neutral species 

reaching the etch front relative to ions as the AR increases due to neutral transport issues.  We 

also found that increasing the neutral flux reaching the etch front relative to the ion flux can 

alleviate ARDE for small to moderate AR ( < 8 ), but at the expense of producing more tapered 

features and sometimes increasing ARDE at larger AR. 

The scaling of ARDE (Chapter 4.2) is discussed as a function of the ratio of neutral-to-

ion fluxes (Chapter 4.3), recombination of chlorine radicals (Chapter 4.4), neutral angular 

distributions (Chapter 4.5), ion angular distributions (Chapter 4.6) and width of the feature 

(Chapter 4.7).  The dominant factors affecting ARDE are discussed in Chapter 4.8.  A summary 

of the results, and concluding remarks are given in Chapter 4.9. 

4.2. Scaling of ARDE 

The reactor used in this study is an inductively coupled plasma etch chamber.  The 

reactor geometry is 22.5 cm in diameter and is shown in Fig. 4.1(a).  For all simulations 150 W 

of power was delivered to the plasma through a 3-turn antenna (powered at 10 MHz) located 

above a quartz window 10 cm from the wafer surface.  The wafer (15 cm diameter) was mounted 

on a metallic chuck with an applied radio frequency (rf) bias having an amplitude of 150 V at 10 

MHz.  The gas mixture was Ar/Cl2 = 80/20 with an incoming flowrate of 200 sccm.  The 

chamber was maintained at 20 mTorr pressure by adjusting the outflow pumping rate, as in a 

feedback controlled gate valve.  The resulting maximum positive ion density, shown in Fig. 

4.1(a), is 3.4 × 1011 cm-3 and the electron density is 1 × 1011 cm-3, indicating an electronegativity 

of about 2.5.  The resulting dc bias on the substrate is –113 V, which generates IEADs to the 

substrate that are bimodal with peaks around 125 eV and 325 eV and average angular 

distributions of ±2.22° (half-width-half-max), as shown in Fig. 4.1(b).  These IEADs were used 
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for all cases discussed here, unless specified otherwise.  The fluxes to the substrate used in the 

simulations (unless specified otherwise) are Cl = 2.2´1017 cm-2 s-1, Cl+ = 1.0´1016 cm-2 s-1, Cl2
+ = 

8.3´1015 cm-2 s-1 and Ar+ = 6.1´1014 cm-2 s-1, which were adjusted from the HPEM results to give 

a smaller neutral to ion ratio reaching the wafer.   

With the goal of understanding the consequences of neutral transport on ARDE when 

etching 3-d features having different effective aspect ratios, a model geometry similar to the 

shallow trench isolation etch used to define the fins in a FinFET process was used.  The feature 

consists of 30 nm wide fins with a pitch of 80 nm and a finite length of 400 nm, as shown in Fig. 

4.2.  The fins are arranged in a sub-array of 3 fins separated from other sub-arrays by a 200 nm 

gap in the transverse (X) direction, and 100 nm in the longitudinal (Y) direction.  The actual 

simulation domain consisted of one sub-array of 3 fins, with periodic boundary conditions, 

having the effect of simulating a larger array of identical structures.  The region having a lower 

aspect ratio in the area between the sub-arrays is referred to as the open field.   

The resulting 3-d etch profile is shown in Fig. 4.3.  In the 50 nm wide trenches between 

the fins, the total etch depth is significantly smaller than in the open field between the sub-arrays, 

as shown in Fig. 4.3(b).  These trends indicate that there is an ARDE effect in the base etching 

mechanism.  In addition to lower etch rates in the high AR trenches, etch depth is also a function 

of position along the finite trench, visible in Fig. 4.3(a) and discussed below, resulting in a 

significantly deeper trench at the ends of the finite length fins than in the middle of the feature.   

The origins of the differences in total etch depth between the 50 nm wide trenches and 

the open field in the transverse X-section; and along the longitudinal length of the trenches (Y-

direction), lie with the relative values of power density and neutral flux to these surfaces, as 

shown in Fig. 4.4.  The power density delivered to the horizontal surfaces by energetic ions, 
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shown in Fig. 4.4(a), is nearly uniform along the length of the trenches, as well as in the open 

field.  This lack of sensitivity to AR results from the ion angular distribution being sufficiently 

anisotropic (that is, a narrow angular distribution about the wafer surface normal), and the side 

wall scattering being sufficiently specular, that the view-angle to the plasma of sites on all 

horizontal surfaces subtends the majority of the ion fluxes. 

On the other hand, the flux of chlorine radicals incident onto surfaces, shown in Fig. 

4.4(b), decreases from the top of the feature to the bottom, as well as decreasing longitudinally 

from the open field at the ends of the trench to the center of the trench.  This strong dependence 

of neutral radical fluxes on the vertical position within the trench implies an aspect ratio 

dependence.  This dependence on AR results from the flux of chlorine radicals incident onto the 

etch feature being essentially isotropic in the direction towards the wafer, and relying on 

diffusive neutral transport to reach the etch front.  The relative insensitivity of power density to 

the etch front as a function of AR, compared to the strong dependence of neutral flux, indicates 

that neutral transport likely dominates the ARDE process for this mechanism.  The longitudinal 

dependence of the chlorine flux and etch rate along the trench indicates a significant 3-d 

component to neutral transport.  There is an effective aspect ratio which depends on etch depth 

and proximity to the open field at the ends of the trench.  The effective aspect ratio is larger in 

the center of the trench and smaller near the ends. 

The lower effective aspect ratio near the ends of the trenches is partly due to an increase 

in the view-angle to the plasma at the ends of the trench relative to the view-angle to the plasma 

in the center of the trench.  This larger view-angle intercepts more of the isotropic flux of Cl 

atoms than at the center of the trench.  There is also a contribution of diffusively scattered Cl 

atoms from the surface of the open field adjacent to the trench.  These diffusively reflected Cl 
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atoms enter the trench from the end, often near the bottom of the feature.  This proximity to the 

etch front, combined with the stochastic nature of the molecular flow of neutral species in the 

feature, results in these Cl atoms having a much larger probability of reaching the etch front 

compared to Cl atoms entering the feature from the top.  These conditions can be interpreted as a 

reduction in the effective aspect ratio at the longitudinal ends of the finite length fins due to the 

proximity to the open field. 

Etching of the same FinFET layout having different fin lengths – 200, 400 and 600 nm – 

was simulated to estimate the range of feature dimensions susceptible to these 3-d transport 

issues.  The results are shown in Fig. 4.5.  At the center of the 600 nm fin there is a region of 

nearly uniform etch depth with an aspect ratio of »10, based on the width of the trench and etch 

depth of the feature at that point.  At the ends of the fin, the trench is the nearly the same depth as 

the open field (ignoring microtrenching), which has an aspect ratio of »3.5.  There is a 200 nm 

long region, starting at the ends of the 600 nm fin and progressing toward the center, where the 

etch front transitions from the etch depth of the open field to the shallower etch depth at the 

center of the fin.  This region of varying etch depth is sensitive to the 3-d transport of neutral 

radicals entering from the ends of the fin in addition to those radicals entering from the top of the 

feature.  At shallower total etch depths (not shown), there are smaller differences in etch depth 

between the center of the trench and the open field.  However, the length along the trench that is 

sensitive to 3-d transport is approximately the same.   

The etch depth for the 200 nm fin is a function of position along its entire length, 

indicating that 3-d transport of Cl radicals is important throughout the feature.  The etch depth 

for the 600 nm fin is constant for the center half of the trench, a region that is not overly sensitive 

to 3-d transport.  The 400 nm fin lies somewhere between these two extremes, having a short 
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length in the center of the trench which is not sensitive to 3-d transport of Cl radicals.  These 

trends indicate that it may be useful to consider an effective horizontal aspect ratio.  This metric 

is the ratio of horizontal distance from a site to the open field divided by the width of the feature 

(50 nm in this case).  This feature and reaction mechanism has a local etch rate which depends 

on horizontal aspect ratio up to » 4, above which 3-d transport issues no longer dominate. 

To investigate the effects of ARDE without the complications of 3-d transport resulting 

from end effects, simulations were performed of etching effectively 2-d trenches having different 

widths – 33 nm, 50 nm and 67 nm.  These profiles were modeled in 3-d while using periodic 

boundary conditions at the open ends of the features, which has the result of making the trench 

appear to be infinitely long.  The three features were etched during the same simulation to 

minimize the stochastic effects that might result from separate simulations.  The resulting etch 

profiles, shown in Fig. 4.6(a), have a dependence of final etch depth on feature size, with smaller 

features etching slower than larger ones.  (The lines in each of the features show intermediate 

profiles at the same times.)  In the time required to etch the 67 nm (left-most) trench to a depth of 

600 nm, the 50 nm (center) trench has only etched to a depth of 540 nm and the 33 nm (right-

most) trench has only reached a depth of 450 nm.  The differences in etch depth increase with 

increasing etch time. 

The yield for chemically enhanced sputtering in our mechanism increases for 

increasingly chlorinated silicon sites.  The chlorination state of the site is therefore an important 

metric when evaluating etch results.  The normalized surface concentrations of SiClx(s) at four 

points along the profile of the 67 nm trench are shown in Fig. 4.6(b).  The upper portion of the 

trench under the resist is heavily chlorinated, with an average of 2.8 chlorine atoms per silicon 

surface site.  The concentrations at the middle of the side wall (labeled 2 in Fig. 4.6) are similar 
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to that higher in the trench (labeled 1).  The concentrations 10 nm above the bottom of the 

features (labeled 3) have significantly more SiCl and bare silicon sites, with a proportional 

decrease in the SiCl3 coverage, having an average of 2.2 Cl atoms per surface site.  This lowering 

of the chlorination is dominantly due to primary ions impacting the mildly sloped side walls and 

etching these sites.  Primary ion impacts with the side walls, even at this side wall slope, are at 

grazing angles and mostly reflect off the surface becoming hot neutrals.  Nonetheless, a 

significant number of SiCl3 sites are being etched at this location in the profile.  These heavily 

chlorinated Si sites are consistent with XPS measurements of Petit-Etienne et al. who observed 

that nearly half of the SiClx sites in similar Cl2 plasmas are composed of SiCl3.[94]  

The chlorination density of the horizontal etch front at the bottom of the feature provides 

insights to the origins of ARDE.  Ion starved processes (etch rate limited by the flux of ions) 

have a high chlorination density at the etch front.  Neutral starved processes (etch rate limited by 

the flux of Cl atoms) have lower chlorination and bare Si sites.  At the bottom of the 67 nm wide 

trench with an etch depth corresponding to an aspect ratio of 3.25 , the surface sites are 14% bare 

Si, 29% SiCl, 26% SiCl2 and 30% SiCl3, resulting in an average of »1.7 chlorine atoms per 

surface site.  After etching to an aspect ratio of 10.4 the surface sites are 34% bare Si, 43% SiCl, 

16% SiCl2 and 7% SiCl3, with »0.95 chlorine atoms per surface site, as shown in Fig. 4.6(b).  

The changing composition of chlorination as a function of depth and aspect ratio contributes to 

ARDE. 

The surface chlorination as a function of etch depth is shown in Fig. 4.7 for each of the 

three feature widths.  Each feature has two distinct regimes to the surface chlorination.  The 

surface chlorination decreases as etch depth increases with a slope inversely proportional to 

feature width for small etch depths.  At larger etch depths the surface chlorination is nearly 
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independent of etch depth, though lower for narrower features.  The etch depth at which the 

chlorination becomes constant depends on the width of the feature – shallower depths for 

narrower features – however the depth corresponds to an AR of 7 for each feature.  The fluxes of 

the initially isotropic Cl atoms that reach the bottom of the feature decrease with etch depth.  The 

fact that the chlorination eventually becomes independent of etch depth for all feature widths 

implies the chlorination is not solely a function of the transport of radicals from the bulk plasma 

through the trench.  At these etch depths a significant fraction of the Cl atoms producing surface 

passivation is delivered by ions having anisotropic trajectories.  These Cl atoms are delivered 

either directly to the surface or following neutralizing, grazing collisions on the side walls.  This 

decrease in chlorine passivation on the surface of the etch front with increasing aspect ratio 

significantly effects the etch rate, and directly contributes to ARDE. 

The consequences of transport of energetic particles (ions and hot neutrals) also play a 

role in the profile evolution and ARDE.  Two such consequences are micro-trenching and ion 

funneling.  Micro-trenches are the small features of localized deeper etching at the foot of 

vertical, or nearly vertical, side walls.  These micro-trenches occur at the base of the side walls 

adjacent to the open field of our 3-d test structure, as shown in Fig. 4.3.  Micro-trenches are the 

result of the specular reflection of grazing incidence ions (or hot neutrals) from the side walls, 

effectively increasing the power density delivered to the corners of the trench.[108,109]  In the 

67 nm trench shown in Fig. 4.6(a), and to a lesser extent the 50 nm trench, micro-trenches appear 

at aspect ratios of about 3-6.  As the etch progresses, the slight taper of the profile begins to draw 

the micro-trenches together until they merge.  After the micro-trenches have merged, ions 

reflected by grazing collisions with the tapered side walls impinge on the entire etch-front as 

opposed to the isolated corners.  When combined with the primary anisotropic ions from the 
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plasma, the additional contributions of the reflected ions can increase the etch rate in the feature 

as a whole.  This effect will be referred to here as ion funneling.  After the onset of ion funneling, 

the etch continues with a relatively flat etch front.  The width of the etch front after the micro-

trenches have merged remains fairly constant and is proportional to the CD of the respective 

feature, which is the width of the photoresist opening in these cases. 

4.3. Neutral to Ion Flux Ratios 

If neutral starvation in the areas of a 3-d feature having high AR is a dominant cause of 

ARDE, then increasing the ratio of neutral fluxes to ion fluxes is potentially a means to reduce 

ARDE.  While these two fluxes are usually linked through the properties of the plasma 

producing the fluxes, artificially adjusting the fluxes provides insights to the causes of ARDE.  

In this regard, the magnitude of the incident ion flux (Gi) was varied while keeping the shape of 

the IEAD and the incident neutral flux (Gn) constant.  Simulated profiles for etching the FinFET 

structure with Gn/Gi = 5, 10 and 20 (the base case has Gn/Gi = 11.6, for reference) are shown in 

Fig. 4.8(a).  The etch rate in the open field is highly dependent on the Gn/Gi ratio, which 

complicates making comparisons at equal etch times.  For example, the initial etch rates for the 

first 6 s in the 50 nm trench are 1.66, 1.04, 0.58 and 0.41 times that of the base case for Gn/Gi = 5, 

10, 20 and 30.  This trend indicates that the etch rate in the open field is dominantly ion starved – 

there is sufficient Cl radical flux to nearly fully passivate sites and so the etch rate increases 

nearly linearly with increasing ion flux.  As discussed previously, for a given ion flux ARDE 

depends on the arrival of neutral flux at the etch site.  As a result, ARDE behaves as though the 

process is neutral starved, higher ratios of Gn/Gi reduce the dependence of etch rate on etch depth.  

Lower or higher absolute etch rates do not necessarily correspond to more or less sensitivity to 

ARDE.   
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To minimize the consequences of absolute etch rates and so emphasize ARDE, the 

profiles marked D1 and D2 in Fig. 4.8(a) are shown at equal etch depths in the open field instead 

of equal etch times.  Larger Gn/Gi results in more tapered features in the trenches, while lower 

Gn/Gi (higher ion flux) produces a more ideal, flat bottomed profile.  No micro-trenching is 

evident inside the trenches because the widths of the expected micro-trenches are commensurate 

with the width of the feature.  However, the tapered side walls indicate that ion funneling may be 

important.  On the other hand, there is micro-trenching at the base of the side wall facing the 

open field, and the degree of micro-trenching is sensitive to Gn/Gi.  Larger values of Gn/Gi 

produce more micro-trenching.   

The ratio Gn/Gi also affects ARDE.  As a reference, the etch depth in the open field 

suffers from little, if any ARDE.  At the intermediate level, D1, the etch depth in the trenches for 

Gn/Gi = 20 is nearly the same as that in the open field, whereas the etch depths for the lower 

values of Gn/Gi lag behind the open field.  At the deeper level, D2, the etch depth for Gn/Gi = 20 

begins to lag behind that of the open field, indicating the onset of ARDE, an effect that is more 

pronounced with decreasing Gn/Gi.   

The dependence of ARDE on Gn/Gi also changes with aspect ratio.  Normalized etch rates 

as a function of Gn/Gi are shown in Fig. 4.8(b) for two values of AR.  Note that each Gn/Gi is 

normalized to its own initial etch rate.  If the results were normalized to a single etch rate in the 

open field – say, that of the base case – the line labeled “Open Field” would be sloped.  The etch 

rates for each AR are obtained at different times for different values of Gn/Gi which is due to the 

difference in absolute etch rates.  For AR=10, the normalized etch rate monotonically increases 

by 46%, from 0.50 to 0.73, for Gn/Gi increasing from 5 to 30.  At AR = 6 (which corresponds 

approximately to when ion funneling begins) the dependence of normalized etch rate on Gn/Gi is 
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stronger.  The normalized etch rate increases by 66%, from 0.70 to 1.16 times the etch rate in the 

open field, for Gn/Gi increasing from 5 to 30.  For Gn/Gi > 20, the taper of the feature is severe 

enough that ion funneling increases the etch rate above that of the open field.  Etch rates in the 

trench that are higher than the open field occur, in this model, only over a small range of AR, as 

discussed below.   

To more quantitatively investigate the consequences of Gn/Gi on ARDE, etching of 2-d 

trenches with a width of 50 nm were simulated for Gn/Gi = 5 to 30.  The resulting profiles are 

shown in Fig. 4.9 for Gn/Gi = 5, 10 and 20.  Lower values of Gn/Gi etch faster for the entire 

duration of the etch while larger values of Gn/Gi produce more tapered profiles, similar trends as 

in the 3-d structures.  The large difference in etch rate when varying Gn/Gi makes it difficult to 

directly assess ARDE from the raw profiles, requiring us to employ the computational metrics 

described previously, along with normalization. 

The instantaneous etch rates of the 2-d trenches as a function of aspect ratio are shown in 

Fig. 4.10(a).  The etch rates for each value of Gn/Gi are individually normalized to their own 

initial etch rate.  In general, the etch rates decrease with increasing AR for all values of Gn/Gi.  

The etch rates for Gn/Gi  ³ 20, though, are peaked at AR » 6, which produces a range of AR that 

is relatively free of ARDE.  ARDE then begins at AR » 6 and by AR = 10-12 the etch rate as a 

function of AR for Gn/Gi  ³ 20 is similar to the smaller values of Gn/Gi.  Lower values of Gn/Gi 

have normalized etch rates that decrease with increasing AR over the entire range studied. 

Power densities, normalized to their initial values, and Cl fluxes to the etch front are 

shown in Fig. 4.10(b) as a function of AR for different values of Gn/Gi.  Since the shape of the 

IEAD is kept constant, the average ion energies incident into the feature are also constant.  

Doubling the relative number of incoming ions (by halving Gn/Gi) therefore also doubles the 
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power density at the etch front, resulting in initial power densities of 0.80, 0.39, 0.19 and 0.12 

W/cm2 for Gn/Gi = 5, 10, 20 and 30.  For Gn/Gi = 20 and 30, cases which exhibit peaked 

normalized etch rates at AR » 6, the power density has a peak beginning at AR = 6.  This peak in 

power density is due to ion funneling.  

The incoming flux of chlorine atoms was held constant.  The differences between 

chlorine fluxes to the etch front at high aspect ratios for different values of Gn/Gi are likely due to 

the contributions from Cl atoms that were generated by ion impact with the etch front or from the 

side walls.  These contributions result from neutralization and subsequent thermalization of Cl+ 

or the disassociation of Cl2
+ upon impact.  Since any ion incident onto the etch front will 

eventually thermalize (if the ion does not react), the majority of the flux of Cl+ and a fraction of 

the Cl2
+ flux will produce a source of chlorine radicals deep within the feature.  These radicals 

can then diffuse up the feature and into the bulk gas.  However, they will do so with a fairly low 

probability due to the low conductance of the feature at these large aspect ratios.  It is more 

likely that the neutralized and thermalized ions will first strike the etch front before diffusing out 

the feature and so be included in the measurement of Cl flux.  The Cl atoms originating from 

ions thereby appear as an additional source of Cl flux to passivate the surface.  The ion flux for 

Gn/Gi = 5 is larger and so there is a larger flux of Cl atoms at high AR.  The same argument can 

be applied to the peak in the chlorine flux occurring at AR » 6 for the Gn/Gi ³ 20 cases.  In this 

case, the small increase in the flux of Cl atoms is due to ions that reflect from the tapered walls 

and are directed into the etch front window. 

The range of Gn/Gi studied here, from 5 to 30, is not inclusive of all Cl2 etch processes.  

Due to the high disassociation fraction of Cl2 at high power, Gn/Gi can be as large as several 

hundred.[110]  To verify that the trends observed at lower Gn/Gi persist to a higher flux ratios, 
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simulations were also performed at Gn/Gi = 100.  The results indicate that the observed trends 

continue into this regime.  The etch rate, Cl flux and power density all appear qualitatively 

similar to the case of Gn/Gi = 30, but with more exaggerated peaking around an AR of 6.  The 

trend of increased tapering also continues with increasing Gn/Gi, which complicates the use of our 

computational diagnostics.  These measurement techniques are most reliable for features having 

relatively float bottoms, and so do not provide consistent results as features begin to significantly 

taper.  For the remainder of the parameters investigated here, etch conditions were limited to 

those which produce a relatively flat etch front up to an AR of at least 10 where neutral transport 

issues are expected to be most influential. 

4.4. Chlorine Recombination 

The recombination of atomic Cl on surfaces to become non-reactive Cl2 can also 

significantly contribute to ARDE.  The initial flux of Cl atoms entering the feature is essentially 

isotropic, and so the view-angle to the plasma from points deep inside the feature only subtends a 

small fraction of the incoming neutral flux.  Therefore, the vast majority of Cl atoms that reach 

the etch front at high aspect ratio have reflected from the inner side walls or have been emitted 

by the walls due to chemical reactions.  There may be many such reflections prior to a Cl atom 

reaching the etch front.  The availability of Cl atoms at the etch front is therefore a function of 

the rate of surface recombination on side walls, and so ARDE will be sensitive to the 

recombination coefficient, Sr, of Cl atoms on the side walls.  Etching of the 3-d FinFET feature 

was simulated using values of Sr  from 0.00 to 0.16; representing the range from the low 

recombination rate on pristine crystalline silicon to values close to that of poly-Si at room 

temperature.[86]  The resulting profiles are shown show in Fig. 4.11 for Sr = 0.00, 0.04 and 0.16, 

and suggest that radical recombination on side walls does indeed have a significant effect on 
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ARDE for these conditions.  Profiles are shown at two etch times, t1, approximately half-way 

through the etch, and t2, at the end of the etch.  The profile having Sr = 0 has little difference in 

etch depth between inside the trenches and the open field, indicating there being little ARDE.  

However, profiles having Sr as small as 0.04 already show some evidence of ARDE at t1.  By 

time t2 significant differences in etch depth between the open field and the trenches are evident 

for both Sr = 0.04 and 0.16.  The etch rate of an unpatterned wafer is not expected to have a 

dependence on Sr.  Without patterning, none of the impinging Cl atoms will have interacted with 

surfaces prior to striking the etch front.  Therefore, the differences in etch depth at t2 as a 

function of Sr in the quasi-open field (200 nm gap) between the arrays of fins indicates that 

ARDE occurs even for the modest AR (» 3.5) in this region.  Other than the aspect ratio 

dependence of the etch rates, the resulting profiles are similar for different values of Sr. 

To better quantify the consequences of radical recombination on neutral transport and 

separate these effects from 3-d transport issues, profiles were simulated for infinite trenches 

having a width of 50 nm for the same range of recombination probabilities.  The resulting 

profiles are shown in Fig. 4.12.  The profiles show that smaller recombination probabilities 

produce more tapered features at the same aspect ratio while having a higher etch rate.  These 

trends result, in part, from the etching in high AR features being neutral starved, and so any 

process that increases the flux of Cl atoms to the etch front will increase the rate of etching.    

The instantaneous normalized etch rates for these features are shown are shown in Fig. 

4.13(a) as a function of aspect ratio.  Etch rates for different values of Sr are all normalized to the 

open-field etch rate of the base case (Sr = 0.08).  These etch rates have significantly different 

responses to varying Sr at low and high aspect ratios.  At low aspect ratios (AR < 7) there is a 

direct correlation between recombination rate and ARDE – larger recombination probabilities 
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produce an etch rate which is more strongly dependent on aspect ratio than lower recombination 

probabilities.  For the limiting case of Sr = 0.0, which is likely unphysical on any real material, 

there is an increase in the etch rate above the open field rate between AR = 5-7.  This increase in 

etch rates correlates to the onset of ion funneling, and so is probably more related to geometry, 

the particular slopes of the side wall and our method of measuring etch rate, rather than an actual 

inverse ARDE.  However, there is a clear trend that low probabilities of recombination are less 

sensitive to ARDE.  At high aspect ratios (AR > 10) all etch rates show a similar dependence on 

aspect ratio, despite having different absolute values. 

The Cl atom fluxes and power densities onto the etch front as a function of AR are shown 

in Fig. 4.13(b) for different values of Sr.  There is a strong correlation between the chlorine flux 

and ARDE – higher values of Cl fluxes (lower values of Sr) at lower AR correspond to higher 

etch rates.  The power flux remains nearly constant throughout the etch, with the exception of a 

small peak between AR= 8-9.  This peak is related to ion funneling as the features begin to taper.  

Similar to the etch rate, for small aspect ratios (AR < 7) larger recombination probabilities have 

lower chlorine fluxes to the etch front.  Perhaps more important, the change in chlorine flux with 

aspect ratio is also greater for larger recombination probabilities, leading directly to ARDE.  At 

higher aspect ratios, larger recombination probabilities still reduce the chlorine flux to the etch 

front, but the dependence on aspect ratio is similar between the different recombination rates, 

indicating that some other physical process is influencing neutral transport at these ARs.   

(The Cl flux and power density for Sr = 0 and AR > 12 are omitted from Fig. 4.13(b).  

This omission is due to our measurement technique becoming susceptible to statistical variation 

when features become highly tapered.  This issue only affects the measurement of fluxes but 

does not significantly affect measurements of the etch rate.) 
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4.5. Neutral Angular Distribution 

One possible method to decouple neutral transport issues from aspect ratio is to produce 

neutral reactant fluxes having an anisotropic angular distribution.  As Coburn and Winters 

suggested, if the incoming neutral flux was perfectly anisotropic then the neutral flux on the etch 

front would actually increase with increasing aspect ratio.[102]  This scaling results from all 

incoming neutrals striking the bottom of the feature while the etch front only consumes a fraction 

of those based on there being a small reactive sticking coefficient, Sn.  The Cl atoms that do not 

react with the etch front must diffuse back up the feature to return to the bulk gas.  As the aspect 

ratio increases the conductance of the tube decreases, resulting in an increased probability that 

the Cl atoms reflecting from the etch front will also be reflected off the side walls back down to 

the etch front.  While a perfectly anisotropic neutral flux would be difficult to produce, some 

degree of anisotropy in the neutral flux can be produced by techniques such as neutral beam 

etching where neutrals are produced by grazing angle collision of anisotropic ions.[111–113]. 

To assess the consequences of anisotropic neutral fluxes on ARDE, the initial angle with 

respect to the vertical of each neutral pseudoparticle was linearly scaled by the factor gn.  The 

naturally occurring isotropic angular distribution has gn = 1, while values smaller than one 

represent a narrowed neutral angular distribution.  The resulting profiles for the 2-d trenches for 

gn = 1, 0.5 and 0.25 are shown in Fig. 4.14.  Smaller values of gn produce higher etch rates due to 

the increased neutral flux to the etch front, but the profiles also have significantly more tapering.  

The side wall chlorination just above the etch-front for gn = 0.25 is 2.1 Cl atoms/site.  This value 

is only slightly lower than for the base case (2.2 Cl atoms/site).  One might expect a significantly 

lower Cl passivation on the side walls for the anisotropic Cl flux as there would be fewer 

collisions on the side wall.  The higher than expected chlorination results from Cl isotropically 
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reflecting from other surfaces, tempered by the larger number of primary ions striking on the 

more tapered side walls. 

The normalized etch rate, chlorine flux and power density at the etch front as a function 

of AR for different values of gn are shown in Fig. 4.15.  While there is significantly more 

chlorine reaching the etch front with narrower neutral angular distributions, the neutral flux 

retains a significant dependence on aspect ratio.  The resulting normalized etch rate for gn = 0.25 

has a peak at an aspect ratio of » 6.  The etch rate for gn = 0.50 appears to have a mild peak in the 

same range of AR, producing a process window having quasi ARDE-free behavior.  Power 

density is essentially constant compared to the Cl flux over the range of aspect ratios 

investigated.  (Note that, power density and chlorine fluxes are omitted for gn = 0.25 with AR > 

10 due to the highly tapered profile, as discussed previously.) 

4.6. Ion Angular Distribution 

While previous cases more directly address details of the neutral transport, it is also 

possible that ion shadowing can contribute to ARDE, and even have a second order effect on 

neutral transport through, for example, removing Cl atoms from the side walls.  By artificially 

varying the angular distribution of ions in the simulation, the contribution of ion shadowing to 

ARDE can be assessed.  Changing process conditions, such as bias voltage, to narrow (or 

broaden) the IEAD unfortunately also produces changes in the magnitudes of fluxes of both 

neutral and ions.  Instead, a linear scaling factor, gi, was used similarly to the neutral fluxes, to 

narrow or broaden the angular distribution of ions obtained from the base case of the reactor 

scale model.   

Etch profiles for gi = 0.25 to 1.5, with gi = 1 representing the base case, are shown in Fig. 

4.16.  Values of gi < 1 are narrower distributions than the base case and values of gi > 1 are 
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wider.  The average ion angular distribution of the base case is ±2.2°, therefore gi = 0.25 results 

in an average ion angle distribution of ±0.55° and gi = 1.5 yields an angular spread of ±3.3°.  The 

resulting etch profiles have differences in side wall slope, extending to bowing, but fairly similar 

integrated etch rates.  Narrower angular distributions produce more tapered side wall profiles 

than the base case (18% reduction in width at half etch height for gi = 0.25 compared to the base 

case).  At the other extreme, the profile resulting from gi = 1.5 has increased side wall bowing 

(30% increase in width at half etch height compared to the base case).  The broader ion angular 

distributions enable sites having off normal view-angles to the plasma to intercept a larger 

fraction of the incoming ion flux, the first consequence being bowing under the mask.  Once this 

initial bowing occurs, ions specularly reflecting from the bowed surface are more likely to strike 

the side wall deeper in the trench.  Therefore, maximal bowing occurs at deeper locations in the 

trench, in areas that do not have large view-angles to the plasma. 

In spite of the differences in side wall slope and bowing, there is little difference in etch 

rate until an aspect ratio of 6-7, at which time larger values of gi have smaller etch rates.  These 

trends are shown more quantitatively in Fig. 4.17 where normalized etch rates, Cl fluxes and 

power densities are shown as a function of aspect ratio for different values of gi.  The ion angular 

distributions for all gi have similar sensitivity to ARDE, a predominantly (negative) linear 

dependence of etch rate on aspect ratio over the entire range studied, but slightly steeper slopes 

(more sensitive to ARDE) for the wider angular distributions.  While the overall trends in etch 

rate are similar for different values of gi, the small differences in etch rate, when integrated over a 

large range of aspect ratio, produces significant differences in etch depth. These trends indicate 

that ion shadowing does affect ARDE, but its contributions are relatively small compared to the 

consequences of neutral transport. 



 121 

The chlorine flux incident onto the etch front is essentially insensitive to the angular 

distribution of the ions.  Power density, however, monotonically decreases for broader 

distributions (larger values of gi) and particularly so for larger values of AR.  These trends 

indicate that the average sticking coefficient of neutrals on the etch front, Sn, is not significantly 

changed by modulation in the power density for these process conditions, as is implied by the 

synergy model.[104] 

4.7. Dependence on Feature Width 

One of the defining characteristics of ARDE is that the etch rate depends only on aspect 

ratio and not necessary on the absolute critical dimension (CD) of the etched feature, generally 

the width of the feature.  Other profile parameters, such as the loss of CD due to tapering, have 

been shown to be dependent on view angle to the plasma.[114]  While the two-dimensional view 

angle to the plasma is related to AR, the correlation of loss of CD to view angle suggests a 

sensitivity to reactive fluxes that directly arrive at a surface site.  To determine if the etch rate of 

simple structures using this reaction mechanism is related to AR, CD or view angle, etch profiles 

were simulated for three trench widths of 33 nm, 50 nm and 67 nm.  The resulting normalized 

etch rates for two values of chlorine recombination probabilities (Sr) are shown in Fig. 4.18.  

With Sr = 0.08, the base case, the etch rate depends only on aspect ratio with only small 

differences between the different trench widths that are likely statistical in nature.  The etch rate 

in the absence of recombination of chlorine on the walls, Sr = 0, is nearly the same for all trench 

widths for small AR (< 4) and large AR (> 9).  At intermediate values of AR (4-9) the etch rate is 

sensitive to the width of the feature.   

These results imply that the local peaking in etch rates observed in many of these 

parameterizations are likely related to fine details of the evolution of the feature that may depend 
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on critical dimension.  The technique used here to measure the etch rate, described in Sec. II.D, 

is based on the change in height of the profile within a small area at the center of the feature.  

This technique may somewhat exaggerate the severity of the peaks in etch rate which are driven 

by geometry dependent ion funneling.  The total number of silicon atoms removed per second, 

for instance, shows a similar decrease with aspect ratio, but does not exhibit the peaking as 

observed in the calculated etch rate. 

4.8. Parameters affecting ARDE 

The results of this computational investigation suggest that a dominant cause of ARDE is 

the decrease in neutral radical flux reaching the etch front with increasing AR, provided the 

process is not already in a neutral saturated regime.  By increasing the neutral radical flux 

relative to the ions, the surface at etch front becomes more passivated, and so the etch rate is less 

sensitive to modest changes to the neutral flux that may occur with aspect ratio.  These trends 

have been experimentally observed.[22,91]  The available experimental data indicating that large 

values of neutral-to-ion flux ratio produces a saturation in etch rate were predominantly obtained 

from measurements in the open field (non-patterned wafers).  Although these data have provided 

extremely important insights, the data do not address the possible coupling of neutral and ion 

fluxes that may occur within features.  In this study, changes in system parameters that increased 

the neutral flux to the etch front relative to the ion flux (e.g., reducing the recombination of 

radicals on the feature walls, increasing the neutral to ion ratio in the incoming fluxes, or 

employing an anisotropic flux of neutral radicals) all reduced ARDE but also produced more 

tapered features.   

The onset of tapering of the feature at an AR of 6-8 is correlated with a decrease in 

chlorine radical flux to the etch front as well as with the etch rate.  This correlation between 
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tapered features and reduced neutral transport could be due to several different mechanisms.  The 

first is the reduction in conductance of neutral particles due to the angle of the surface normal in 

the tapered region.  Since the solid-angle normalized probability of emission or reflection for a 

Lambertian angular distribution is maximum along the surface normal, neutral species which 

diffuse down to the tapered region of the feature are preferentially directed back up the feature as 

the angle of the taper increases.   

Another factor which contributes to the decrease in neutral flux at the etch front in 

tapered features is the erosion of side wall passivation and the subsequent re-passivation of the 

exposed silicon site.  Due to the flux of ions being anisotropic, the tapered side walls are exposed 

to higher fluxes of ions than strictly vertical side walls.  While our reaction mechanism includes 

an angular dependence to the sputter reactions, which goes to zero at grazing angles, there is still 

a finite probability on the tapered walls.  The effect of this side wall scattering is shown in the 

results of Fig. 4.6, where the number of chlorine atoms per Si site decreases from 2.8 to 2.2 as 

the tapering becomes more severe.  This erosion of the side wall exposes bare silicon sites which 

will consume incoming Cl flux through passivation, which in turn reduces the neutral flux in the 

etch front of a tapered feature. 

The synergy model of Gottscho et al. predicts that there is a coupling between the ion and 

neutral fluxes such that changing the incoming ion flux can change the neutral flux to surfaces 

deep in the feature with no change in the neutral flux entering the feature.[104]  This process 

occurs due to the ion flux changing the steady state surface chlorine coverage on the etch front, 

which changes Sn.  The change in Sn then impacts the neutral flux through Eq. 4.1.  Since the 

tapering of the side walls affects the ion flux at the etch front through ion funneling, it is possible 

that the synergy coupling may also modulate neutral flux to the etch front as a function of side 
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wall taper.  Our results do not indicate that this effect is strongly influencing the neutral flux or 

etch rate for this reaction mechanism.  The power densities and chlorine fluxes, shown in Fig. 

4.17(b) for a range of gi, display a doubling of power density from gi = 1.5 to gi = 0.25, but no 

discernable decrease in measured Cl flux at the etch front. 

While increasing the neutral radical flux to the etch front does not eliminate ARDE over 

all ARs investigated here, it is possible to postpone the onset of ARDE.  For example, when 

varying the recombination probability of Cl atoms on the side walls [see Fig. 4.13(a)], there were 

ranges of AR where ARDE was not significant.  For these ranges of AR, the feature has not yet 

formed any significant taper, and so is able to benefit from the higher neutral flux as predicted by 

analytical models.  A similar trend occurs when narrowing the angular distribution of the 

neutrals.  For example, etch rates with Gn/Gi = 20 [Fig. 4.10(a)] and gn = 0.5 [Fig. 4.15(a)] are not 

sensitive to ARDE for AR as large as 8.  

The results of our investigation indicate that issues related to the transport of radicals 

from the bulk gas into the feature dominate ARDE for the conditions studied here.  That is, there 

are surface reactions that are rate limited by the availability of neutral radical fluxes and 

reactions that are rate limited by ion fluxes.  Differences in substrate temperature, operating 

pressure or ion energies may affect ARDE behavior by their influence on reactions initiated by 

neutral or radical fluxes.  However, in general, for the etch rate to depend on AR, either the 

neutral or ion flux reaching the etch front must also depend on AR.  For the reaction mechanism 

used here, the strongest AR dependence originates from the change of the neutral conduction 

with AR.  For other reaction mechanisms or operating conditions, the transport of neutral etch 

products out of the feature may dominate ARDE due to re-deposition.  However, in both 

scenarios, it is the dependence of neutral transport on AR which result in ARDE. 
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4.9. Concluding Remarks 

Aspect ratio dependent etching remains a challenge to optimizing feature profiles during 

plasma etching, a situation that has become more critical with the introduction of 3-d structures 

such as FinFETs.  In this investigation of etching of Si in Ar/Cl2 gas mixtures, the majority of 

ARDE arises from issues related to neutral transport.  Several factors were varied that affect 

neutral transport, including surface recombination of radicals, neutral-to-ion flux ratios, critical 

dimension, 3-d geometry and neutral angular distribution.  A general conclusion of this chapter is 

that any reaction that relies on a flux of neutral species from the bulk gas will, to some degree, 

suffer from ARDE.  However, some trade-offs can be made to change the dependence on aspect 

ratio.  Increasing neutral flux to the etch front may produce a quasi-aspect ratio independent 

regime of etching for low and moderate aspect ratios.  Doing so may involve a trade-off with a 

greater propensity for tapered features, and increased ARDE outside of this aspect ratio 

independent window. 

The details of the results presented in this chapter depend on the details of the reaction 

mechanism, which is described in Chapter 3.3.  Etching of dielectrics, such as SiO2 and Si3N4, 

etch according to the more complex reaction mechanism, discussed in detail in Chapter 3.4, 

based on the use of fluorocarbon containing gas mixtures.[28,115,116]  In dielectric etching, the 

etch rate is sensitive to the thickness of the fluorocarbon polymer layer on the etch front and the 

etch process requires multiple steps.  (That is, a Si3N4 unit is not necessarily removed with a 

single strike of an ion.)  The end result is that the dependence of etch rate on the ratio of 

passivating neutral and ion fluxes, and their angular distributions, is more complex.  For 

example, in the Si etch mechanism described here, increasing Cl fluxes to the etch front typically 

reduces ARDE.  In the dielectric etch mechanism, increasing fluorocarbon fluxes to the etch 
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front can increase etch rates over a limited range of Gn/Gi beyond which etch rates may decrease 

(or terminate – an etch stop) due to thickening of the passivation layer.  With those caveats, 

based on results from preliminary numerical investigations of ARDE in fluorocarbon containing 

plasmas, the same general trends discussed here appear to be valid.   
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4.10. Figures 

 

 

Fig. 4.1  Reactor and plasma properties.  (a) Reactor geometry with (left) total positive ion 
density and (right) electron density, shown on a log scale with a range of two decades.  (b) 
Probability density of ions reaching the wafer surface as a function of ion energy and incident 
angle (IEAD), shown on a linear scale. 
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Fig. 4.2  Mask pattern used for etching FinFET geometries.  The simulation domain includes one 
sub-array of three fins with periodic boundary conditions. 
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Fig. 4.3  Etched profiles for the FinFET geometry.  (a) Color represents height of feature, 
showing the variation of etch depth in the longitudinal Y-direction between fins.  The difference 
between the total etch depth between the fins and the open field is also visible.  (b) Slice through 
the fins in the X-direction, taken at the center of the fin length.  Each line is separated by a 
constant time interval. 
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Fig. 4.4  Spatially resolved fluxes to the surface of the etch profile.  (a) Power density delivered 
by ions and (b) chlorine radical flux. 
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Fig. 4.5  Longitudinal slice (Y-direction) through the center of the trench in the 3-d FinFET, 
showing the etch front (solid lines) for three fin lengths: 200, 400 and 600 nm.  (a) Perspective 
view with each color representing a different material.  (b) Height at the bottom of the trench in 
the longitudinal (Y-direction) for different fin lengths.  (The nominal fin lengths are shown as 
dotted lines for reference.) 
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Fig. 4.6  Etch properties for trenches.  (a) Simultaneously etched profiles showing ARDE for 
three trenches having different widths.  Colors represent different solid materials.  Black lines 
represent slices through the center of the trench at different times, taken at constant time 
intervals.  (b) Normalized density of surface species at different locations along the 67 nm 
profile.  The etch front measurement is taken on the horizontal surface being bombarded by ions.  
Side high, mid and low measurements are taken from the side wall just below the resist, halfway 
down the profile and just above the etch-front.  All chlorination measurements were taken at the 
final time step. 
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Fig. 4.7  Average surface chlorination (Cl atoms per silicon site) of the etch front as a function of 
etch depth for trenches having widths of 33, 50 and 67 nm. 
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Fig. 4.8  Etch properties for different values of Gn/Gi.  (a) Two dimensional slice through FinFET 
profile for several incoming neutral to ion flux ratios.  The lines labeled D1 and D2 represent 
equal etch depths, and are taken at different etch times due to the different etch rates between 
cases.  The slice is taken through the center of the length of the fin.  (b) Normalized etch rates as 
a function of Gn/Gi for two different AR.  Etch rates are normalized to the initial etch rate of each 
respective Gn/Gi to enable comparison. 
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Fig. 4.9  Time evolution of silicon trench profile during Ar/Cl2 etching for different neutral to ion 
ratios.  The neutral to ion ratios are (a) 20, (b) 10 and (c) 5.  Line spacing represents a constant 
time interval for all profiles.  Numbered lines represent similar etch times in each profile. 
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Fig. 4.10  Dependence of etch rate, chlorine flux and power density on aspect ratio and the Gn/Gi 
ratio.  Lines are labeled with neutral to ion ratios Gn/Gi=5, 10, 20 and 30.  (a) Etch rates 
normalized to the initial etch rate of each Gn/Gi.  (b) Power densities (solid) and Cl flux (dotted) 
are measured in a small window centered in the etch front.  Power density is normalized to the 
initial power density of each respective Gn/Gi ratio. 
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Fig. 4.11  Two dimensional slice through fin profile for several surface recombination 
probabilities, Sr.  The lines labeled t1 and t2 represent equal etch times.  The slice is taken through 
the center of the length of the fin. 
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Fig. 4.12  Time evolution of silicon trench profile during Ar/Cl2 etching for different chlorine 
recombination probabilities, Sr.  The recombination probabilities of atomic Cl on SiCl3 shown 
are (a) 0.00, (b) 0.04 and (c) 0.16.  Line spacing represents a constant time interval Dt for all 
profiles.  Numbered lines represent similar etch times in each profile. 
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Fig. 4.13  Dependence of (a) etch rate, and (b) chlorine flux and power density on aspect ratio 
and the probability of recombination of radical chlorine on the walls, Sr.  (a) Etch rates are 
normalized to the etch rate in the open field for the base case (Sr = 0.08).  Power density and 
chlorine flux are measured at the etch front as it evolves. 
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Fig. 4.14  Time evolution of silicon trench profile for different neutral angular distributions, gn.  
The normalized angular distribution scaling factors are (a) 0.25, (b) 0.50 and (c) 1.00.  Line 
spacing represents a constant time interval Dt for all profiles.  Numbered lines represent similar 
etch times in each profile. 
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Fig. 4.15  Dependence of (a) etch rate, and (b) chlorine flux and power density on aspect ratio 
and the angular distribution of neutrals, gn.  Etch rate is normalized to the etch rate in the open 
field for the base case (gn = 1.00).  Power density and chlorine flux are measured at the etch front 
as it evolves.  Chlorine flux and power density are omitted above an AR of 10 for gn = 0.25 due 
to the highly tapered profile interfering with the measurement technique. 
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Fig. 4.16  Time evolution of silicon trench profile for different ion angular distributions, gi.  The 
normalized angular distribution scaling factors shown are (a) 0.25, (b) 0.50, (c) 1.00, and (d) 
1.50.  Line spacing represents a constant time interval Dt for all profiles.  Numbered lines 
represent similar etch times in each profile. 
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Fig. 4.17  Dependence of (a) etch rate, and (b) chlorine flux and power density on aspect ratio 
and the angular distribution of ions, gi.  Etch rates are normalized to the etch rate in the open 
field for the base case (gi = 1.00).  Power density and chlorine flux are taken at the etch front as it 
evolves. 
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Fig. 4.18  Etch rate as a function of aspect ratio and trench width for two values of chlorine 
recombination rate, Sr.  For the base case, Sr = 0.08, the etch rate depends only on aspect ratio 
and not trench width.  For the case without chlorine recombination, Sr = 0.00, the peak in etch 
rate weakly depends on trench width, but at higher aspect ratios the ARDE trends are again 
independent of trench width. 
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Chapter 5 ATOMIC LAYER ETCHING USING HALOGEN GASES 

5.1. Introduction 

As the critical dimension (CD) of devices approach atomic scales, the demands placed on 

plasma etching techniques have become difficult to meet using traditional continuous or pulsed 

etching processes.[8,117]  The use of self-limited surface reactions to remove a well-defined 

layer of material in a controlled fashion, atomic layer etching (ALE), has been proposed as a 

method to overcome some of the limitations in current etching techniques.[117–119]  A typical 

ALE cycle consists of a minimum of two steps.  The first step passivates the top layer of material 

in a self-limited manner.  That is, the passivation ceases when the exposed surface is fully 

passivated.  An example is the passivation of a Si surface by Cl atoms – the process ends when 

the surface is fully occupied by SiClx.  The second step preferentially removes the passivated 

layer.  For example, low energy ion bombardment removes the SiClx but not the underlying 

Si.[120] 

By using self-limited surface reactions in both steps, ALE decouples the formation of a 

preferentially etched passivation layer on the surface from the actual etching step.[121]  The 

passivation step is usually accomplished by chemical reactions between radical species and the 

surface.  These radical species diffusively transport through the feature by molecular flow, which 

is highly dependent on the aspect ratio and geometry of the feature, as discussed in Chapter 4.  

Even though the transport of radicals through the feature depends on aspect ratio, if the 

passivation is self-limiting then features will eventually fully passivate regardless of the aspect 

ratio.  Etching, on the other hand, often occurs by ion bombardment.  Most ions reach the etch 
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front ballistically from the plasma by line-of-sight due to the anisotropic angular distribution of 

ions.  This anisotropic transport mechanism enables the ion flux reaching the etch surface to be 

essentially independent of aspect ratio.  During continuous processing, the etch rate depends on 

the ratio of neutral to ion species incident onto the etch front, and so the difference in transport 

mechanisms between radicals and ions gives rise to an aspect ratio dependent etch rate (ARDE) 

in many systems, as discussed in Chapter 1.4 and in detail in Chapter 4. Decoupling the fluxes of 

passivating radicals and etch stimulating ions through time multiplexing enables their 

contributions to the etch process to be definitively controlled for all aspect ratios, despite their 

different transport mechanisms.  

Decoupling passivation and etching phases can alleviate several of the problems 

discussed in Chapter 1.4, including reducing aspect ratio independent etching, increasing 

selectivity and reducing plasma induced damage.[118]  The reduction of ARDE is accomplished 

directly by being able to control the ratio of the passivating and etching fluxes independent of 

aspect ratio.  The remaining  advantages, high selectivity and low plasma induced damage, are 

related to the use of low ion energies during the ALE cycle. 

In many etching systems, it is difficult to achieve fully self-limited reactions during both 

phases of the ALE cycle in order to obtain ideal results.  To achieve fully self-limiting 

passivation requires that no ion activated processes take place during the passivation step.  This 

requirement implies that either there are no ions present in the incident passivating fluxes, or that 

the ion energies are strictly below the threshold for chemical sputtering of the passivated layer.  

Both of these requirements can be difficult to meet as practical etching processes demand a 

reasonably large flux of radicals to rapidly passivate the surface – and this usually requires an 

active plasma source.[122,123]   
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During the ion etching step, control of the incident ion energies is required such that the 

surface is exposed to ions with energies greater than the sputtering threshold of the passivated 

layer, but below the sputtering threshold of the bare underlying material.  This energy window is 

often small, perhaps a few tens of eV in silicon, when compared to the ion energy range in many 

conventional plasma etching processes,.[22]  Control of ion energies to this level has been shown 

with conventional plasma sources, indicating that this requirement may be strict but manageable 

in ALE processes.[124,125]  In addition to the ion energy requirement, no passivating radical 

should reach the wafer during the etch step, as these fluxes would enable a continuous etching 

process.  This requirement implies using an inert gas for the ion etching phase along with a long 

purge time to remove reactive species that may remain in the reactor from the passivation step.  

This is a particularly challenging requirement for systems that rely on radicals that can adsorb on 

the surfaces of the reactor or reactive etch products that may deposit on the reactor walls.  Either 

scenario may release passivating radicals back into the plasma during the etching phase.   

While the requirements for ideal ALE are strict, it remains unclear how much continuous, 

non-ideal etching can occur during the ALE cycle while still retaining the benefits of ALE.  To 

design effective ALE processes, one should understand how close to ideal an ALE process must 

be in order to maintain the desired CDs.  For example, the gate etch in a finFET process requires 

that 3-dimensional (3-d) corners be accurately resolved to maintain a uniform metallurgical gate 

length along the height of the fin.  Producing this accuracy may require significant etching after 

clearing the majority of the feature in order to remove residual poly-silicon from 3-d corners, a 

condition termed over-etch.  Plasma damage during over-etch can be detrimental to device 

performance [126], and so the reduction in over-etch time enabled by ALE is an attractive 

feature.  In this particular application, clearing 3-d corners, the roughness of the etch front and 
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the exact etch depth per cycle are not as critical as the ability of ALE to be resistant to ARDE.  

While other applications will have different requirements, not all applications require ideal ALE 

for the process to favorably compare to continuous etching. 

In this chapter, results are discussed from a computational investigation of ALE when 

either or both of the process steps are not fully self-limited – that is, non-ideal ALE.  As a base 

case, we investigated the ALE of Si.  This ALE mechanism ideally consists of two self-limited 

reactions: a Cl passivation step, which utilizes an Ar/Cl2 plasma to generate a flux of Cl radicals 

resulting in a single layer of SiClx passivation, and an Ar+ ion bombardment step, using a pure Ar 

plasma to generate fluxes of ions to remove the single layer of passivated Si.  This system is 

capable of producing ALE behavior in experiments, and previous modeling efforts.[123,127–

129]  Starting from an idealized process, where only completely self-limited reactions occur, 

individual non-idealities are introduced to examine their effect on ALE performance.  Once these 

dependencies are established, realistic non-idealities are introduced by coupling the feature scale 

model to a reactor scale model of an inductively coupled plasma (ICP).  A procedure for 

optimizing the pulse times in an ALE process with non-self-limited conditions is discussed.  

Finally, the etching of a poly-silicon gate in a finFET-like structure is used as a case study to 

demonstrate the benefits of ALE etching even in the presence of non-idealities.  

The results of these studies indicate that an ideal ALE mechanism is capable of etching 

essentially uniform and consistent depths per cycle, with little surface roughening or ARDE.  

The introduction of continuous etching processes to an otherwise self-limited ALE mechanism 

produces surface roughening and ARDE.  Continuous etching reactions which rely on a neutral – 

ion synergy (e.g., chemical etching of SiClx) generate both roughening and ARDE, whereas 

processes initiated only by ions (e.g., ions with energies above the physical sputtering threshold 
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of Si) generate roughness but not ARDE.  By reducing pulse times, the consequences of non-

ideal process conditions can be partially mitigated, at the expense of reintroducing some 

components of ARDE.  A case study of a finFET gate etching indicates that ALE with non-ideal 

fluxes is capable of significantly reducing the over-etch time required to clear 3-d corners, 

provided that the pulse times are properly optimized. 

To enable the sequence of two self-limited sets of reactions, as required for ALE, pulsing 

of input gas and plasma properties is often used, involving two different plasma chemistries.  

Modeling this process is accomplished by running the HPEM to a steady state for each of the 

two plasma conditions using different reaction mechanisms, which then produces two separate 

sets of fluxes and IEADs/NEADs.  Repetitive pulsing is addressed in the MCFPM by selecting 

pseudo-particles from one set fluxes and IEADs/NEADs until the number of particles released is 

equal to the sub-cycle duration divided by Dt.  The process is then repeated for the other sub-

cycle, recognizing that Dt will usually be different between sub-cycles due to the difference in 

fluxes.  In this study, the largest Dt is about 0.5 µs, and pulse times range from tens of 

milliseconds to several seconds, making the discretization error small.  Pulsing using the 

MCFPM is discussed in more detail in Chapter 2.4.  The surface reaction mechanism used for 

this study is described in Chapter 3.2, and is the same as was used in Chapter 4, except where 

changes are explicitly described to enable ideal ALE. 

5.2. Characteristics of Ideal ALE 

Before investigating the impact of non-idealities on ALE processes, a baseline was 

established using an idealized reaction mechanism.  In this baseline, fluxes and energy 

distributions from the HPEM were not used.  Instead, conditions which allow for ideally self-

limited surface reactions were chosen.  The passivation sub-cycle included only an isotropic flux 
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of Cl radicals of 7.0´1017 cm-2s-1 with zero ion flux.  The ion bombardment sub-cycle had an ion 

flux of 2.3´1016 cm-2s-1, composed entirely of Ar+  with zero flux of Cl+, Cl2
+ or Cl.  The ions 

were given a perfectly anisotropic angular distribution and were mono-energetic at 24 eV.  This 

energy, in our mechanism, is above the threshold for chemically-enhanced sputtering of SiClx 

and below the threshold for physical sputtering of Si.  The normal angular distribution eliminates 

ions interacting with vertical sidewalls and minimizes interactions with sloped walls.  With the 

initial ion energy, strictly between the threshold energies of the passivated SiClx and that of bare 

Si, there is no physical sputtering of Si. 

These idealized etching conditions were used to simulate the etching of a 30 nm wide 

trench in silicon using pulse times of 0.5 s for the passivation step and 3.0 s for the ion 

bombardment phase.  The geometry used in the study is shown in Fig. 5.1(a), and includes a 

shallow feature with an AR of 2 and a deeper feature with an AR of 10.  The aspect ratios were 

established by pre-etched ideal trenches of different depths in the bulk silicon.  Etching of the top 

surface is prevented by a thin hard mask to avoid complications caused by mask erosion and 

energetic particles reflecting from the mask.  The composition of the surface is qualitatively 

shown in Fig. 5.1(b) at several times throughout a single ALE cycle.  Note that the surface 

coverages in Fig. 5.1(b) are not shown with a constant time interval between images.  The 

images are intended to show the progress of the chlorination and etching during the ALE period.  

During the passivation phase the surface concentration of Cl quickly increases to a steady state 

coverage.  Once Ar+ bombardment begins, the passivated surface is eroded to leave an ideally 

smooth silicon surface. 

The ideal ALE etching behavior is shown more quantitatively in Fig. 5.2.  The etch depth 

as a function of time for the AR=2 feature shows exactly one ML of material being removed in 
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each ALE cycle in Fig. 5.2(a), from the second cycle after starting the etch, to the fifth cycle.  

The roughness increases at the beginning of each ion bombardment step as the passivated layer is 

partially and statistically eroded.  The roughness returns to zero as the smooth Si under-layer is 

exposed.  This smooth under-layer of silicon cannot be physical sputtered by the low energy Ar+, 

resulting in the process being self-limiting.  The surface coverages of SiClx plotted as a function 

of time for one ALE cycle in Fig. 5.2(b), indicate that there is a short (»50 ms) transient period at 

the beginning of the Cl passivation step where SiClx x < 3 species dominate.  After the initial 

transient, the surface quickly establishes a steady state coverage of 1% SiCl, 21% SiCl2 and 78% 

SiCl3, making an average chlorination per surface site, áClñ, of 2.77.  The predicted time to 

saturation for both the chlorination and ion bombardment phases are similar to those observed by 

Ranjan et al. [20], as well as Goodyear and Cooke.[34] 

The same etching conditions were used on the AR = 10 feature as for the AR = 2 feature.  

The etch results also produce an ideal ALE as expected, with an identical etch sequence and 

roughness values as for the AR = 2 case.  This result implies that the ideally self-limited nature 

of the reactions allow for the process to decouple etching from the transport of neutral species, 

thereby negating ARDE over this range of aspect ratio.  The only significant difference between 

the ideal ALE of features having AR = 2 and AR = 10 is the time required to achieve the steady 

state value of áClñ, as shown in Fig. 5.3.  A longer time is required to fully passivate the AR = 10 

feature compared to AR = 2.  As the AR increases, the neutral conductance through the feature 

decreases, and a larger portion of the incoming neutral flux is reflected back into the plasma by 

collisions with the sidewalls before the flux can passivate the etch front at the bottom of the 

feature.  The lower conductance of the AR = 10 feature requires a larger fluence of Cl radicals, 

and therefore a longer passivation time, to achieve the same áClñ as the AR = 2 feature.  Since 
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the passivation step is perfectly self-limiting, the passivation time used here is chosen to be long 

enough for both the AR = 2 and AR = 10 features to reach a steady state surface passivation with 

there being no ill effects for the AR = 2 feature.   

For ion fluxes that have highly anisotropic angular distributions, such as those used here, 

there should be little dependence of Cl surface coverage on AR during the ion bombardment 

step.  If the ions had a larger angular spread there would be a weak dependence on AR due the 

loss of ions striking the sidewalls at larger AR (ion shadowing).  A longer etch time would be 

required to remove the single layer passivation, as the view-angle of any given point on the etch 

front would subtend less of the incoming flux.  However, the final etch surface would be 

independent of AR, provided the ion bombardment time was long enough.  However, if the 

angular distribution is broad enough to desorb Cl atoms from the side walls, then additional 

etching at the bottom of the feature could occur by recycling the Cl atoms into passivation of the 

etch front.   

With fluxes and a reaction mechanism that produce self-limiting passivation and etching, 

perfect ALE can be achieved independent of AR.  Due to the ideally self-limited nature of the 

ALE reactions described here, ideal ALE behavior can always be achieved by using sufficiently 

long pulse times. 

5.3. ALE with Non-Ideal Reactant Fluxes 

5.3.1. Non-ideal Radical or Ion Fluxes 

In this section, small deviations from the fluxes that produce ideal ALE will be 

investigated.  In this regard, the ratios of ion to neutral radical fluxes (Gi/Gn) during the 

passivation step, and neutral Cl radical to ion fluxes (Gn/Gi) in the ion bombardment step of the 

ALE cycle were varied.  Having a nonzero value of Gi/Gn during the passivation step introduces 
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ions while the surface is being chlorinated or is fully chlorinated, enabling the possibility of 

continuous etching, which is detrimental to ALE.  Similarly, having a neutral flux during the ion 

bombardment phase (by having a non-zero Gn/Gi) also enables the possibility of continuous 

etching by allowing the surface to re-chlorinate while under ion bombardment.  Both of these 

sources of continuous etching proceed by the chemical sputtering of SiClx species, making them 

dependent on ion/neutral synergy.  A third non-ideal aspect investigated is having ion fluxes with 

energies greater than the physical sputtering threshold for Si. 

Introducing a small flux of ions into the passivation phase demonstrates the sensitivity of 

the ALE mechanism to this non-ideality.  The outcomes of having nonzero Gi/Gn, 10-4 to 0.02, are 

shown in Fig. 5.4 where EPC, 𝒮y and the proportion of etching occurring during passivation and 

ion bombardment are shown for aspect ratios of AR = 2 and 10.  The pulse times used were the 

same as the ideal case, 0.5 s for the passivation phase and 3.0 s for the ion bombardment step.  

The exact amount of non-ideal etching reactions which take place will depend directly on the 

passivation phase time, as will be discussed in more detail later.  For these pulse times, ideal 

behavior for both low and high AR is retained for Gi/Gn = 10-4.  However, etching with Gi/Gn as 

low as 10-3 shows significant non-ideality.  For AR = 2, the EPC increases to 1.1 ML while 𝒮y 

decreases to 96%.  With Gi/Gn = 0.01 and 0.02, values that would be typical if an ICP was used to 

generate the Cl flux, the results indicate far from ideal behavior.  𝒮y  decreases to 76% for Gi/Gn = 

0.01 and to 63% for Gi/Gn = 0.02.  These results imply that for Gi/Gn = 0.02, over one third of the 

etching occurs during the passivation phase through continuous etch processes.  

The results shown in Fig. 5.4 also indicate an unexpected trend – not all of the etching in 

excess of 1 ML occurs during the passivation phase.  For Gi/Gn ³ 10-3, etching during the ion 

bombardment phase results in removal of more than 1 ML.  The conditions of the ion 
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bombardment phase are the same as for the ideal case, so in principle the ion-bombardment 

phase is intrinsically self-limited.  The extra etching producing >1 ML per cycle results from 

roughness produced by the non-ideal passivation phase.  Since this etching mechanism is self-

limited, it cannot lower 𝒮y during the ion bombardment phase.  In fact, extending the ion 

bombardment phase will not introduce more etching per cycle.  The excess material (>1 ML) 

removed during the ion bombardment phase is only a function of the surface roughness 

introduced during the passivation phase.  More than 1 ML of material is removed because 

roughness enables more Si atoms to be exposed to the plasma and so be chlorinated.  This 

correlation between surface roughness and increased material removed per cycle does not 

necessarily introduce non-ideality since the self-limited nature of the etch process is retained.  

However, this coupling of surface roughness and 𝒮y could jeopardize etch uniformity and aspect 

ratio independence if the surface roughness depends on etch time or aspect ratio. 

A motivation for implementing ALE processing is to reduce or eliminate the propensity 

for ARDE that occurs in continuous processing due to in-feature transport phenomena.  The etch 

characteristics shown in Fig. 5.4 indicate that for Gi/Gn > 0 the EPC is different for the AR = 2 

and AR =10 features.  Ion fluxes during the passivation phase reintroduce an ARDE which was 

absent in the ideal case.  ALE synergy, 𝒮y, does not have the same dependence on AR, being 

nearly constant for both ARs over the entire range of Gi/Gn studied.  Etching the AR = 10 feature 

resulted in a lower EPC than the AR = 2 feature in spite of having the same 𝒮y.  These results 

indicate that the amount of etching during the passivation phase is less for AR = 10 than for AR 

= 2, in spite of having the same ion fluence.  The larger AR, with its lower conductance of Cl 

radicals from the plasma, results in a lower rate of re-passivation of etched sites at the bottom of 

the feature.  This lower rate of re-passivation then slows the rate of non-ideal etching.  Any 
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conductance dependent process will have a strong dependence on aspect ratio.  The fact that 𝒮y 

remains nearly constant over this range of AR could be coincidental.  However, it may also 

imply that there is a correlation between the amount of material removed by the non-ideal 

etching during the passivation phase and the increase in the self-limited etching during the ion 

bombardment phase.  This coupling between the etching mechanisms of the passivation and ion 

bombardment phases occurs due to increase in surface roughness due to the non-ideal etching. 

The just-discussed correlation emphasizes the importance of surface roughness in 

producing ideal-ALE.  Smooth surfaces are important not only because smooth features are 

usually preferred to rough surfaces, but also due to the coupling between surface roughness and 

material removed per cycle.  The surface roughness as a function of time is shown in Fig. 5.5(a) 

for Gi/Gn = 10-4, 10-3 and 0.01.  The case having Gi/Gn = 10-4 during the passivation phase 

produces 𝒮y » 100%, but still suffers from a steadily increasing cycle averaged roughness over 

the pulses shown.  This roughness will eventually saturate at a value of 0.9, significantly higher 

than the ideal case despite the nearly ideal 𝒮y.  The cycle averaged steady state roughness is 1.8, 

1.6, 1.4 and 0.9 for Gi/Gn = 0.02, 0.01, 10-3 and 10-4.  There is also a characteristic time scale 

before the system reaches a steady state roughness.  Larger Gi/Gn, produce more roughness but 

reach it quasi-steady state value sooner.  The details of the roughening depend on etch time and 

etch depth.  However, the roughening is similar when compared on the basis of the fluence of 

ions during the passivation phase.  This similarity suggests that each ion impinging on the etch 

front during the passivation phase is responsible for some stochastic roughening of the surface.  

This trend was also recently observed experimentally for very low ion to neutral flux ratios 

generated in pulsed Cl2 plasmas.[131]  A ion fluence of »4 ´ 1015 cm-2 is required to reach the 

steady state roughness, after which no further dependence on fluence is observed.  These factors 
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indicate that there is a competition between a roughening process, produced by stochastic ion 

impacts during the passivation phase, and a smoothing process during the otherwise ideal ALE 

cycle. 

The surfaces at the bottom of the trench are shown in Fig. 5.6 for Gi/Gn = 0.01, 10-3 and 

10-4 after 25 ALE pulses (87.5 s) for the AR = 2 feature.  The overall roughness increases as the 

ion to neutral flux ratio increases.  The surface for Gi/Gn = 10-4 has a scattering of small divots 

caused by individual ion strikes and larger divots where several ion strikes stochastically 

occurred in close proximity during the same passivation step.  The surface for Gi/Gn = 10-3 has a 

similar pattern of larger divots, but with significantly more uniform roughening as well.  The 

surface for Gi/Gn = 0.01 has few large divots with the surface being dominated by random 

roughness, however the divots which persist are larger and deeper. 

In addition to non-idealities caused by ions during the passivation phase, non-idealities 

can also occur by chlorine fluxes onto the wafer during the ion bombardment phase, a condition 

that can also result in continuous etching.  While long purge times can be used to eliminate most 

of the gas phase Cl remaining in the chamber from the passivation phase, etch products released 

from the wafer during the ion bombardment phase are themselves chlorine containing.  These 

etch products can be dissociated by electron impact in the plasma, or they can deposit on the 

chamber walls which can then act as a source of Cl radicals under ion bombardment.  Cl may 

also be adsorbed onto any surface in contact with the plasma during the passivation phase, and 

desorb during the etching phase.  While the actual source of Cl radicals during the ion 

bombardment phase is likely not Cl2 gas in the feedstock gases, it is convenient to quantify the 

level of Cl contamination by parts-per-million (ppm) of Cl2 in the gas phase.  In this case, the 

HPEM was used to calculate the Cl flux to the surface of the wafer when the feedstock Ar gas 
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contained 1, 10 and 100 ppm of Cl2.  These levels of contamination resulted in Cl fluxes of 2.3 ´ 

1013, 1.1 ´ 1014 and 7.9 ´ 1014 cm-2s-1 to the wafer.  The argon ion flux was kept constant at 

2.3´1016 cm-2 s-1.  The simulation of profiles was then performed with these fluxes during the ion 

bombardment phase using the idealized etch mechanism. 

EPC and 𝒮y for AR = 2 and 10 with these small levels of Cl2 contamination are shown in 

Fig. 5.7.  These results indicate that increasing concentrations of Cl2 result in increased EPC and 

decreased 𝒮y due to the continuous etching enabled by even these small Cl fluxes.  Only 1 ppm 

of Cl2 in the reactor can generate enough Cl flux to the wafer to decrease 𝒮y from 100% in the 

ideal case to 98% for the AR = 2 feature.  For 10 ppm Cl2 𝒮y decreases to 94% and with 100 ppm 

Cl2 there is a further reduction of 𝒮y to 71%.  In order to evaluate 𝒮y in these cases the Cl labeling 

technique described in Sec. II was used to determine the ratio of etch products which were 

passivated in the ion bombardment phase to those passivated during the passivation phase.   

Since the chlorine flux transports through the feature by molecular flow, the high aspect 

ratio feature is less sensitive to increasing Cl fluxes due to its lower neutral conductance.  In the 

AR = 10 feature the reduction of 𝒮y is smaller than statistical errors (» 100%) with 1 ppm Cl2, 

decreasing to 99% and 92% for 10 and 100 ppm Cl2.  There is a strong aspect ratio dependence 

in both the etch rate and in 𝒮y.  These trends contrast with adding ions to the passivation phase, 

where EPC depended on AR but 𝒮y did not.  With the introduction of radicals into the ion 

bombardment phase, the etching due to the self-limited chlorination during the passivation phase 

increases slightly with Cl2 concentration – again, due to surface roughening.  However, this 

increase is not a function of AR.  The larger dependence on AR of continuous etching by radicals 

in the ion bombardment is due to neutral transport through the feature.  This process is 

particularly sensitive to AR due to the dependence of conductance on AR.  As the AR increases 
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and the neutral conductance decreases, a significant fraction of the non-ideal flux of radicals 

during the ion bombardment phase will be reflected back into the plasma by the feature without 

ever having interacted with the etch front.  

Having a passivating radical flux during the ion bombardment phase also results in a 

roughening of the surface compared to the ideal case.  The average roughening again increases 

over several pulses at the beginning of the etch before reaching a steady state.  The cycle 

averaged steady state roughness increases with larger concentrations Cl2, reaching 1.1, 1.2 and 

1.4 for 1, 10 and 100 ppm of Cl2.  The sub-cycle resolved pattern of roughness, shown in Fig. 

5.5(b) for 100 ppm of Cl2, indicates that the majority of the roughening occurs during the latter 

part of the ion bombardment phase when the continuous etching occurs.  In the prior case of 

adding an ion flux during the passivation step, roughening occurred dominantly during the 

passivation step while the surface was smoothed during the ion bombardment step; enabling the 

system to achieve a steady state.  With a Cl flux during the ion bombardment step, smoothing 

and roughening both occur during the ion bombardment step.  The two mechanisms compete to 

enable the system to reach a steady state roughness after an initial transient. 

The surface morphology generated by having a Cl flux during the ion bombardment 

phase differs slightly from that when having an ion flux during the passivation phase.  The height 

of the etched surface at the bottom of the AR = 2 trench after 25 ALE pulses (32 s) is shown in 

Fig. 5.8 for the 100 ppm Cl2 case.  The surface has the characteristic divots, but the surface is 

also slightly concave due to a higher etch rate in the center of the feature.  This higher etch rate is 

due to a higher flux of Cl atoms incident onto the center of the feature.  The concavity becomes 

more pronounced with longer etch times (more pulses).   
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Another non-ideality is having ions with energies greater than eth for physical sputtering 

during the ion bombardment phase.  To investigate this non-ideality, the IEADs consisted of a 

continuous distribution from 25 eV to the maximum ion energy em, where em was 50, 55, 60 and 

65 eV.  The resulting etch characteristics are shown in Fig. 5.9.  With em = 50 eV, there is little 

difference compared to the ideal case.  Although the IEAD is not mono-energetic, it also does 

not include any ions with energies greater than eth = 50 eV.  Other than the increased rate of 

chemical sputtering of SiClx species, the etch should be ideal.  With em > 50 eV, the distribution 

contains ions with energies high enough to sputter bare silicon, introducing a continuous etching 

mechanism due to physical sputtering.  Even having a small fraction of the ions with energies 

greater than the Si sputtering regime produce significant non-ideality with these pulse times, with 

𝒮y decreasing to 71% for em = 65 eV in the AR = 10 feature.  However, this non-ideality does not 

result in significant ARDE.  The physical sputtering of bare silicon is a purely ion driven 

process, while the other two non-idealities discussed are based on a chemically enhanced 

sputtering mechanism. Chemical sputtering inherently requires a neutral/ion synergy which relies 

on conductance through the feature and will therefore be susceptible to ARDE.  The extra 

etching is due to physical sputtering by anisotropic ion fluxes and not due to a synergistic 

process reliant on conductance limited Cl fluxes.  If the ion angular distribution is narrow 

enough, the rate of physical sputtering will be independent of AR.  The pattern of roughness 

resulting from physical sputtering of silicon is similar in character to having ions in the 

passivation phase. 

5.3.2. Controlling EPC and ALE synergy with pulse times 

Introducing a single non-ideality into the ALE process provides insights into the 

requirements for designing an optimized process.  In the practical implementation of ALE, it is 
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possible that all of the non-idealities discussed here may occur at the same time, and so their 

effects must be simultaneously mitigated.  If the fluxes and ion energies have been tailored to be 

as ideal as possible for a given plasma reactor, the last process parameter that can be used to tune 

the ideality of the ALE process is the pulse times of the two ALE process steps – passivation 

time (TP) and ion bombardment time (TI).  Tuning the pulse times also incurs some trade-offs.  

For instance, if ions fluxes are significant during the passivation step and producing continuous 

etching, TP can be decreased to a point where the entire surface is chlorinated, but perhaps not to 

the fully saturated state of SiCl3.  Such a condition will enable the ALE process to proceed, as all 

SiClx species have a reduced threshold compared to bare silicon, but will require longer TI to be 

removed.  If there are any non-idealities in the ion bombardment phase, they will be exacerbated 

by the longer TI required to reduce the continuous etching during the passivation phase.   

In practice, if the radical Cl and ion bombardment fluxes onto the wafer are being directly 

produced by a plasma in contact with the wafer, it is difficult to obtain perfectly self-limited 

ALE reactions.  Using a plasma in the vicinity of the wafer to generate a high radical flux during 

the passivation phase will inevitably also result in some ion flux.  With the expected electron 

temperatures in typical inductively coupled plasmas of 2-5 eV, the sheath produced by the 

floating potential may have a large enough potential drop to produce ions above eth.  During the 

ion bombardment phase, the plasma must be sustained in pure Ar to avoid there being chlorine 

radical and ion fluxes to the wafer.  Reducing the chlorine concentration in the reactor to zero is 

difficult due to the chlorine containing etch products which are released from the wafer during 

this step and Cl containing passivation on the sidewalls. 

In this section, we discuss the consequences and possible remedies of using fully non-

ideal reactant fluxes and IEADs during ALE.  These non-ideal fluxes were obtained from reactor 
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scale modeling of an ICP.  The reactor, shown in Fig. 5.10, has a 3-turn flat antenna delivering 

300 W at 10 MHz to the plasma.  The coil is located above a quartz window 10 cm from the 

wafer, in a reactor 22.5 cm in diameter.  The resulting plasma densities are also shown in Fig. 

5.10 for both the ion bombardment and passivation phases.  For the passivation phase a gas 

mixture of Ar/Cl2 = 70/30 at 200 sccm was used with a regulation system maintaining the 

chamber pressure at 20 mTorr.  No bias was applied to the wafer during the passivation phase, 

however a plasma potential of 25 V provided acceleration to ions reaching the wafer surface.  

The resulting fluxes to the wafer are 7.0 ´ 1017, 1.1 ´ 1016, 1.6 ´ 1015 and 4.9 ´ 1014 cm-2 s-1, for 

Cl, Cl2
+, Cl+

 and Ar+, with ion energies peaked around 24 V, as shown in Fig. 5.11(a).  During 

the ion bombardment phase Ar gas with 100 ppm Cl2 was used to simulate chlorine 

contamination of the process due to incomplete purging, etch products or desorption from the 

walls.  The total gas flow was 200 sccm at a pressure of 20 mTorr.  A bias of 30 V at 10 MHz 

was applied to the wafer, resulting in a DC bias of -8.4 V and a plasma potential oscillating 

between 35 V and 49 V.  The resulting fluxes to the wafer are 7.8 ´ 1014, 3.9 ´ 1012, 9.2 ´ 1013 

and 2.3 ´ 1016 cm-2 s-1, for Cl, Cl2
+, Cl+ and Ar+, with ion energies distributed from 33 eV to 60 

eV, as shown in Fig. 5.11(b). 

Optimizing the ALE process for these non-ideal conditions involves selecting step times 

which both remove a consistent amount of material over the required range of aspect ratios, and 

which minimize the material removed by continuous etching processes.  To investigate the pulse 

time parameter space, simulations were performed for TP from 5 ms to 105 ms, and TI from 0.1 s 

to 1.4 s.  The results indicate that for any given TP there is some TI which will remove 1 ML of 

material per cycle, or EPC = 1 ML.   
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These trends are shown in Fig. 5.12, where the solid lines are for conditions that produce 

EPC = 1 ML, and the shaded areas indicate the range of 0.9 < EPC < 1.1 ML.  Results are shown 

for aspect ratios of 2, 4 and 6.  There are regions where EPC is near 1 ML and which are nearly 

independent of TI (nearly vertical in Fig. 5.12), depending dominantly on TP.  These regions 

might be described as radical-starved for a continuous etch.  Other regions where EPC is near 1 

ML are almost independent of TP (nearly horizontal in Fig. 5.12), depending dominantly on TI.  

These regions might be described as ion-starved for a continuous etch.  The width of the window 

for which 0.9 < EPC  < 1.1 ML is largest at the transition between these two limiting regimes, 

indicating more tolerance to process variation.  The largest overlap of process conditions for 

different AR that produce EPC » 1 is also in this transition region.   

These trends imply that operating in this region will have the largest window for etching 

features that have different aspect ratios, however there is a limit to this process window.  There 

is little overlap between the shaded ALE windows for AR = 2 and AR = 6 case.  This disparity 

indicates that the non-idealities for these conditions are severe enough to preclude obtaining a 

constant etch depth per cycle over this range of AR when using a single set of pulse times.  To 

maintain a constant etch depth per cycle over this range (or even wider ranges) of AR during a 

single etch, TP and TI would need to be adjusted as the AR of the feature increases.  While a 

constant EPC over a wide range of AR is a requirement for many applications, maintaining EPC 

= 1 ML does not necessarily imply ideal ALE.   

ALE synergy, 𝒮y, also depends on ALE step times.  For example, 𝒮y is shown in Fig. 

5.13(a) for AR = 4 as a function of TI for three values of TP (44 ms, 66 ms, 88 ms).  For short TI 

(< 0.15 s), a large fraction of the passivated Si which covers the surface of the feature is not 

removed during the ion bombardment step.  The continuous etching produced by ions in the 
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passivation phase then makes a significant contribution to the total rate of etching, which then 

lowers 𝒮y.  For long TI (> 1s), the passivated Si covering the feature is completely removed and 

the now bare silicon is exposed to ion bombardment for an extended time.  The continuous 

etching produced during the ion bombardment step by the presence of chlorine radicals and 

physical sputtering then accounts for a significant portion of the EPC, which then lowers 𝒮y.  The 

TI which results in the maximum	 𝒮y minimizes these non-idealities and maximizes the etching 

occurring due to the synergy between the ion bombardment and passivation steps.  Due to the 

continuous etching which may occur during each of the ALE steps, the conditions which produce 

the highest 𝒮y do not necessarily result in an EPC = 1 ML.  Rather, the pulse times which result 

in the maximum 𝒮y usually result in an EPC < 1 ML.  A similar maximum occurs in 𝒮y as a 

function of TP (for any given ion bombardment time) for similar reasons. 

The relationships of ALE	 synergy	 and	 EPC	 to both TI and TP are shown in Fig. 5.13(b) 

for an AR = 4.  The contours are values of 𝒮y and the solid black line corresponds to an EPC =1 

ML.  The maximum value of 𝒮y (95%) in this parameter space occurs with short pulse times (TI 

= 0.11 s, TP = 14 ms), which results in an EPC on only 0.3 ML.  If an EPC = 1 is required, the 

maximum TI = 0.59 s and TP = 43 ms.  

In general, to minimize non-idealities during ALE, the optimized process should use the 

shortest pulse times which result in »1 ML material removal per cycle for the largest AR feature 

being etched.  These optimized process times will be given by the point closest to the origin on 

the solid line in Fig. 5.13(b).  These conditions also correspond to the smallest contribution of 

continuous chemical sputtering, and will result in the smoothest surface and widest processing 

window in terms of AR.  
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Optimizing 𝒮y reduces the influence of non-ideal reactions on the ALE process, but the 

resulting feature profiles can also depend on factors not captured by this metric.  For instance, 

bowing of feature side-walls is caused by interactions with off-axis ions, and is therefore directly 

proportional to TI.  As an example, simulations were performed using non-ideal ALE to etch 

features with ARs of 2 and 6, using TI = 0.63 and 1.03 s, respectively.  Passivation pulse times 

were also adjusted to produce an EPC of » 1.1 ML.  These pulsing conditions result in a 𝒮y of 

86% for the AR 2 feature and 90% for AR = 6.  Despite its higher ALE synergy, the increase in 

feature width due to bowing after 100 ALE pulses was 10% for AR = 6, significantly more than 

in the AR = 2 case (5% increase in width).  Other than the differences in bowing the profiles 

were essentially the same, demonstrating that the ALE process is resistant to profile changes due 

to AR. 

5.4. Gate Etch Using ALE 

The investigation of the effects of non-self-limited reactions in the ALE process was 

performed for simple trench structures.  To test whether these trends extend to more complicated 

structures, the etching of a finFET-like geometry was used as a case study.  This test is 

demanding as it requires low damage and high selectivity to stop on a thin stopping layer, but 

also often has need for long over-etch times to clear the 3-d corners at the base of the fins.   

The geometry used for this case study consists of a periodic array of vertical crystalline 

silicon fins each with a width of 10 nm and height of 42 nm, set at a pitch of 42 nm, as shown in 

Fig. 5.14.  The fins are covered with an etch stop layer (SiO2 in our model) with a thickness of 

about 1 nm on the sides, with a thicker (10 nm) blocking layer on the top to prevent damage to 

the fin.  The fin structures are then covered with a thick, conformal poly-silicon layer.  This poly-

Si layer is masked perpendicular to the direction of the fins, to create the gate structure upon 
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anisotropic etching.  The model includes a recess in the poly layer, as would be produced by a 

well behaved main etch which was stopped just before exposing the tops of the fins.  This 

structure was etched using both a low ion energy continuous etching process and using our 

optimized non-ideal ALE process for comparison. 

To compare the results from ALE with continuous etching, while still meeting the 

selectivity and low damage requirements of the gate etch, simulations were performed using the 

HPEM of a plasma with a feed-gas of Ar/Cl2 = 70/30 and an RF bias of 30 V.  The resulting 

fluxes to the wafer were 8.7´1017, 9.1´1015, 3.6´1015 and 4.5´1014 cm-2s-1 for Cl, Cl2
+, Cl+ and 

Ar+.  The resulting ion energies are almost identical to those in Fig. 5.12(b) for the ALE ion 

bombardment phase, and should therefore produce comparably high selectivity and low damage 

for a given fluence. 

The profiles resulting from using the continuous etch conditions are shown in Fig. 5.15(a-

c) for over-etch of 0, 25 and 100%.  (Here over-etch is defined as the additional etch time after 

first exposing the bottom SiO2 surface divided by the time required to reach the bottom.)  The 

profile in Fig. 5.15(a) is shown just before the etch-front touches the underlying SiO2 layer.  At 

this point, the profile has significantly tapered away from the trench sidewalls formed by the 

fins.  The etch-front shows some micro-trenching, or deeper etch features at the base of the 

vertical walls, produced by ions (or hot neutrals) having been specularly reflected from the 

tapered sidewalls.  After a 25% over-etch, a large area of the SiO2 has been exposed at the 

bottom of the feature.  However, a significant amount of Si remains in the corners and on the 

sides of the fins.  Even after an over-etch of 100%, there is still silicon remaining in the corners 

which would require even longer etch times to remove.   
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Profiles produced using the ALE pulsing scheme are shown in Fig. 5.15(d-f) for over-

etch of 0%, 25% and 100% , with a passivation time of 42 ms and an ion bombardment time of 

0.55 s.  Choosing optimum pulse times is difficult for this test structure as there is no strict 

definition of aspect ratio in 3-d features.  If the purpose of this etch was to clear the poly-Si from 

between the fins with no masking, the etch feature would look like a trench with an AR slightly 

more than 1.  For these conditions, one might benefit from shorter pulse times for optimal 

etching.  The pulse times used in this demonstration would be optimum for feature with an AR » 

4 to account for the higher effective aspect ratio in the 3-d corners.   

The profile of the feature etched by ALE just before exposing the SiO2 is shown in Fig. 

5.15(d).  The etch front is slightly concave, likely due to the continuous etching enabled by the 

radicals in the ion bombardment phase.  However, the concavity is less than that produced during 

continuous etching.  There is little or no silicon left on the side of the fins whereas silicon did 

persist on the sidewalls in the continuous etch case.  After 25% over-etch, the bottom SiO2 

surface has been almost completely cleared, with little residue in the corners.  Continuing to 

100% over-etch results in little change to the profile. 

Comparing the results of etching the finFET gate structure using ALE with the 

continuous etch, there is a distinct advantage to using ALE despite the non-ideal processing 

conditions. The reduction in over-etch from >100% to »25%, with similar ion energies, should 

reduce plasma damage.  The etch times reported here for the ALE process are active process 

times, and do not include the time required to purge and refill gases between pulses.  To clear the 

feature using ALE required » 200 pulses.  The purge times will depend on hardware 

considerations[130], but assuming each pulse requires 5 s of purge time the ALE process would 

require a total process time of » 15-20 min to clear the feature.  This is a significant increase in 
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total process time over the continuous etch (» 2 min).  However, the active (plasma on) time to 

completely clear the feature is comparable between the ALE and continuous etching, and so the 

reduced over-etch time required by ALE potentially results in less damage.  It is also possible 

that combining a continuous main etch until reaching the bottom of the feature followed by ALE 

steps to clear the feature could reduce the number of ALE pulses required, thereby reducing the 

total processing time without losing the over-etch benefits of ALE.[129] 

5.5. Concluding Remarks 

As demands for plasma etch fidelity increase, atomic resolution is rapidly becoming a 

necessity, and atomic layer etching is one option to achieve that resolution.  In our computational 

investigation of ALE, two main conclusions can be drawn regarding the use of ALE to meet this 

goal.  First, even small deviations from perfectly self-limited reactions significantly compromise 

the ideality of the ALE process.  For example, having as little as 10 ppm Cl2 residual gas in the 

reactor during the ion bombardment phase produced non-idealities in the ALE.  Introducing any 

source of continuous chemical etching into the ALE process leads to the onset of ARDE and 

roughening of the etch front.  These trends have significant implications for both the design of 

specialized reactors which intend to utilize ideal ALE for atomic level fidelity, and also for the 

use of ALE to control uniformity.   

A second conclusion is that non-ideal ALE processes, such as those that might occur in 

typical ICP reactors, may offer significant advantages over continuous etching.  As demonstrated 

a 3-d gate etch, a non-ideal ALE process, with optimized pulse times, was able to clear 3-d 

corners more efficiently (less over-etch) than the equivalent continuous etch.  This results in less 

plasma exposure time which may minimizes damage to the devices.  The concept of over-etch, 

and its possible relationship with plasma damage will be discussed again in more detail in 
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Chapter 6.  These advantages come at the trade-off of having one more process parameter, pulse 

time, which must be carefully controlled, along with the longer processing times related to the 

ALE pulsing scheme.  The gate etch does not necessarily require that the etch depth per cycle be 

the same for the entire etch depth, as other applications may.  For applications in which EPC 

must be constant for a wide range of AR pulse times may need to be adjusted as aspect ratios 

increase with etch time. 

The conclusions here, while based on the ALE of silicon using Ar/Cl2 plasmas, are 

expected to be applicable to other ALE systems as well, particularly for other halogen ALE 

processes.[132]  The ALE of SiO2, on the other hand, will have a different set of physical 

pathways that introduce continuous, non-self-limited processes.  Some of the effects of non-ideal 

continuous etching on the ALE of SiO2 will be discussed in Chapter 7.  The results of our 

simulations of the ALE of silicon indicate that the presence of continuous etching mechanisms 

will affect surface roughening, and that any non-ideal process which relies on ion/neutral 

synergy will introduce ARDE.  
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5.6. Figures 

 

Fig. 5.1  Schematic of the ideal ALE process.  (a) Schematic of the initial trench geometry used 
for ideal ALE simulations.  (b) View of the etch front at multiple times, with different colors 
representing different materials.  Time increases from top to bottom, but not with equal steps 
between images. 
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Fig. 5.2  Etch front characteristics during ideal ALE etching.  (a) Etch depth and surface 
roughness as a function of time for the second through fifth ALE pulses.  The different sub-
cycles (Cl = passivation, Ar+ = ion bombardment) are shown at the top for reference, with 
passivation phases being highlighted by grey bands in the figure.  Four pulse periods are shown 
in total.  (b) Surface coverage of Si, SiCl, SiCl2, SiCl3 and average chlorine per site at the etch 
front as a function of time for the second pulse. 
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Fig. 5.3  Surface coverage of Si and average chlorine per site at the etch front for ideal ALE as a 
function of time for the second ALE pulse for AR = 2 and 10 trenches. 
  



 172 

 
Fig. 5.4  Etch depth per cycle in the passivation and ion bombardment phase for values of Gi/Gn = 
0.02, 0.01, 10-3 and 10-4 in the passivation step, for both AR = 2 and 10 trenches.  The dotted line 
represents ideal ALE, with an etch depth per cycle of 1 ML. 
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Fig. 5.5  Surface roughness as a function of time.  (a) First 25 pulses for Gi/Gn = 0.02, 0.01, 10-3 
and 10-4 in the passivation step, showing the transient roughening at early etch times.  (b) Sub-
cycle roughening behavior at steady-state (55th pulse) for  Gi/Gn = 0.01 in the passivation phase 
and 100 ppm Cl2 in the ion bombardment phase.  ALE sub-cycles are listed at the top, with the 
passivation phase highlighted with grey in the figure. 
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Fig. 5.6  Surface morphology of the trench bottom for Gi/Gn = (a)0.01, (b) 10-3 and (c) 10-4 in the 
passivation step after 25 pulses (87.5 s etch time).  Color represents the profile height, with black 
being deeper etching, red representing the average etch depth and yellow/white being higher 
features. 
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Fig. 5.7  Etch depth per cycle due to ideal (reactions which occur through ALE synergy) and 
non-ideal (continuous) etching for cases with 1, 10 and 100 ppm Cl2 in the ion bombardment 
step, for both AR = 2 and 10 trenches.  The dotted line represents ideal ALE, with an etch depth 
per cycle of 1 ML. 
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Fig. 5.8  Surface morphology of the trench bottom with 100 ppm Cl2 in the ion bombardment 
step after 25 pulses (32 s etch time).  Color represents the profile height, with black being deeper 
etching, red representing the average etch depth and yellow/white being higher features. 
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Fig. 5.9  Etch depth per cycle for physical and chemical sputtering processes for values of em = 
50, 55, 60 and 65 in the ion bombard step, for both AR = 2 and 10 trenches.  The dotted line 
represents ideal ALE, with an etch depth per cycle of 1 ML. 
  



 178 

 
 
 
 

 
Fig. 5.10  Reactor geometry and total ion densities in the (left) Cl passivation phase and (right) 
Ar+ ion bombardment phase.  A log scale showing two decades is used. 
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Fig. 5.11  Ion energy distribution for Cl+, Cl2

+ and Ar+ in the (a) passivation and (b) ion 
bombardment phases.  Each ion energy distribution is a probability density function for that ion, 
and is normalized such that integrating the function in energy results in a value of 1 regardless of 
the total flux of that ion. 
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Fig. 5.12  Trend of etch depth per cycle (EPC) as a function of ion bombardment time (TI) and 
passivation time (TP).  The solid line represents an EPC of 1, and the shaded region is the 
window from 0.9 < EPC < 1.1. 
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Fig. 5.13  Trends in the ALE synergy (𝒮y) as a function of pulse times for an AR of 4.  (a) 𝒮y as a 
function of ion bombardment time (TI) for three values of passivation time (TP). (b) 𝒮y as a 
function of TI and TP.  The solid black line represents EPC = 1 and the dotted lines bound the 
range 0.9 < EPC < 1.1. 
  



 182 

 
Fig. 5.14  Initial geometry used for the gate etch case study.  The crystalline silicon (c-Si) fin 
travels back into the page, as indicated by the dotted lines.  The resist (red) masks the poly-
silicon gate structure, which is pre-etched to a depth just above the top of the fins. 
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Fig. 5.15  Profiles resulting from etching the gate structure with a (a-c) continuous etching 
process, and (d-f) the optimized ALE process.  Time increases from left to right.  Frames are 
taken at equal over-etch (as a percentage of the time required to expose the bottom SiO2), not at 
equal etch times.  The etch times listed for the ALE process (d-f) are active (plasma on) times, 
and ignore any purge or dwell times necessary for a functional ALE process. 
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Chapter 6 WAFER SCALE UNIFORMITY 

6.1. Introduction 

As discussed in Chapter 1.4, the wafer scale uniformity of plasma etching processes is 

critically important to semiconductor fabrication.[8]  As feature sizes and film thicknesses 

shrink, conventional techniques to obtain uniform reactant fluxes and etch rates are being 

challenged to meet process demands.  Atomic layer etching (ALE) processes, which rely on self-

limited reactions, are less sensitive to the uniformity of reactant fluxes and may increase the 

wafer scale etching uniformity in many applications.[133,134]   

Plasma based ALE, described in Chapter 5, is a self-limiting two-step process capable of 

removing single atomic layers in each cycle.[127]  The first step of the cycle passivates the 

surface in a manner that naturally stops when the top surface layer is fully passivated.  This step 

is ideally performed with an ion-free flux of neutral radicals.  In the second step, the passivated 

layer is selectively removed by, ideally, a radical free flux of energy-controlled ions that 

chemically sputters the top passivated layer but is not energetic enough to sputter the underlying 

unpassivated atoms.  When the fluence of reactants is large enough to fully saturate both of the 

self-limited half-reactions, the etch depth per cycle (EPC) should be constant.  In this saturated 

regime, the etch rate should also be independent of small non-uniformities in the reactant fluxes.  

The adoption of ALE techniques may then offer a way to obtain atomic scale uniformity over 

large areas without the need for having correspondingly uniform reactant fluxes.  

Although ALE of several materials has been demonstrated [123,135,136], silicon is often 

used as the test case to demonstrate ALE principles as its passivation and etch steps are perhaps 
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the most clear.  In the ALE of silicon, chlorine containing plasmas are often used for the 

passivation step.  Following passivation of the silicon surface, a rare gas plasma, often argon, is 

used for the removal step.[121]  In the passivation phase, Cl radicals passivate Si sites to form 

SiClx (x £ 3).  This process is inherently self-limited due to the strength of the Si-Cl bond, and 

the low solubility and diffusivity of Cl into the bulk silicon.  The removal of passivated silicon 

by ion bombardment can be made self-limited by controlling ion energies to be above the 

sputtering threshold of SiClx and below that of bare Si, as shown in Chapter 5.  

Self-limiting behavior is necessary to improve wafer scale uniformity in the presence of 

non-uniform reactant fluxes, but it is not clear what the relationship is between the uniformity 

enabled by ALE and process saturation.  Most ALE processes are not perfectly self-limited 

[132], and it is difficult to estimate the effect of non-ideal etching reactions on process 

uniformity, as shown in Chapter 5.  The following discussion focuses on the consequences of 

saturation during the ion bombardment phase of ALE on wafer-scale uniformity, however the 

same trends hold true for the passivation phase as well. 

Assuming a Langmuir kinetic model for the desorption of passivated surface sites during 

ion bombardment, and perfect self-limited behavior, the EPC at radius r on the wafer of an ALE 

process can be estimated as 

 ( ) cii TrerEPC FG-- )(1~  (ML/cycle), (6.1) 

where Gi(r) is the ion flux at radius r, Ti is the ion bombardment time and Fc is the characteristic 

ion fluence characterizing the saturation behavior.  The units of EPC, ML/cycle, are monolayers 

of material per ALE cycle.  To obtain uniform etch rates when ion fluxes to the wafer are not 

uniform, the smallest ion fluence onto the wafer must be large compared to Fc,  

 ( ) ciii Trr F>>G=F )( . (6.2) 
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This relationship specifies the minimum value of Ti that will produce saturated ALE behavior 

across the entire wafer.   

In this chapter, results are discussed from a computational investigation of the wafer-

scale uniformity of ALE in inductively coupled plasmas (ICPs) sustained in Ar/Cl2 mixtures 

when the reactant fluxes are non-uniform.  It was found that ALE can reduce the sensitivity of 

the etch rate to the uniformity of the incident ion flux, even when the process is not fully non-

self-limited (non-ideal ALE).  The sensitivity of etch uniformity to the uniformity of the ion flux 

increases when the ALE process is operated in the sub-saturation regime, but remains sub-linear.  

Finally, the ALE process was found to expose the surface to a higher ion fluence than continuous 

etching for a given etch depth.  The models used in this investigation are described in detail in 

Chapter 2.  A discussion of ALE enabled uniformity is given in Chapter 6.2.  Our concluding 

remarks are in Chapter 6.3.  

6.2. Scaling of ALE with Uniformity of Fluxes 

The plasma etching reactor used for this study was 53.4 cm in diameter, with a 3 turn 

radio frequency (RF) antenna located behind a quartz window 9.5 cm above the 30 cm diameter 

wafer.  The radial position of this antenna was varied to produce three patterns of ion flux onto 

the wafer.  Antenna A1 is located close to the edge of the reactor, A2 is centered in the reactor 

radius and A3 is close to the center of the reactor.  The geometry, antenna configurations, and the 

resulting plasma density profiles are shown in Fig. 6.1.  This reactor was intentionally given a 

somewhat wider aspect ratio and narrower antenna pattern than is typical for devices optimized 

for uniformity of reactant fluxes to the wafer.  These configurations result in plasma non-

uniformity which is exaggerated from best practice to clearly show the differences between 
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continuous etching and ALE, as well as to explore the limits of how much flux non-uniformity 

ALE is capable of compensating for.   

For each of the three antenna configurations, simulations were performed using an Ar/Cl2 

= 90/10 mixture (for continuous etching), a pure Cl2 mixture (for ALE passivation) and Ar 

contaminated with 10 ppm of Cl2 (for ALE ion bombardment).  The antenna was powered at 10 

MHz, the RF bias on the substrate was 10 MHz and gas flow rate was 600 sccm held at a 

pressure of 10 mTorr using a feedback controlled gate valve.  The wafer was divided into five 

regions – evenly spaced in radius – and statistics for the distribution of ion energies and incident 

angles were separately collected for each region.  Combined with fluxes of each reactant species 

(Ar+, Cl+, Cl2
+ and Cl), a piecewise assessment of the consequences of non-uniformity in reactant 

fluxes, ion energies and angular distributions can be taken into account in the etching model. 

The introduction of 10 ppm Cl2 contamination in the argon feedstock gas during the ion 

bombardment phase of ALE is intended to represent the residual chlorine in the system from 

incomplete purging of the gas lines, adsorption of Cl on the reactor walls or dissociation of Cl 

containing etch products by electron impact.  The results of simulating the Cl2 contaminated 

argon plasma indicate a finite ion-to-neutral ratio (90 < Gi/Gn < 650) during the ion bombardment 

phase.  The Gi/Gn ratio changes with both position on the wafer and antenna configuration.  The 

presence of chlorine during the ion bombardment phase introduces an etching reaction which is 

not fully self-limited.  The high energy tails of the ion energy distribution also extend slightly 

beyond the 50 eV threshold set for physical sputtering of the underlying silicon, which 

introduces another continuous, non-self-limited etching pathway during the ion bombardment 

phase.  These combined pathways result in the amount of material removed in the ion 
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bombardment phase not being fully self-limited and therefore dependent on the ion 

bombardment step time (Ti). 

The ion fluxes to the wafer as a function of radius are shown in Fig. 6.2for the three 

antenna configurations.  The same radial dependence occurs for both continuous etching using 

the Ar/Cl2 = 90/10 mixture, and during the ion bombardment phase of ALE using the Ar with Cl2 

contamination.  Using antenna A1 results in an ion flux which increases from the center of the 

wafer to the edge.  The ion flux generated by antenna A2 has a local minimum at the center of 

the wafer with a local maximum at a radius of »10 cm.  Antenna A3 has a maximum in ion flux 

at the center of the wafer, decreasing monotonically with increasing radius.   

In addition to the non-uniform ion flux, using constant ICP power for each antenna 

configuration results in there being different magnitudes of fluxes to the wafer between antennas.  

To make comparisons between the antennas, the power was scaled roughly with the radiating 

area of each antenna, which approximately matches the power per unit volume, and results in a 

similar ion flux at the center of the wafer for each antenna.  The powers were 600 W for antenna 

A1, 300 W for A2 and 111 W for A3.  The different plasma density profiles generated by each 

antenna also produced a different dc bias on the substrate.  As a result, the average ion energy 

reaching the wafer was different for each antenna even with the same RF bias amplitude applied 

to the substrate.  To compensate and ensure that the average ion energy incident onto the wafer 

was consistent from antenna to antenna, the RF bias was adjusted such that the average ion 

energy at the center of the wafer was 30 eV.  The same ICP power and RF bias voltage was used 

for both gas mixtures.   

The reactor scale model also predicts non-uniformity in several plasma properties, other 

than ion flux, which are relevant to etching.  The ion energy distribution (IED), particularly the 
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maximum energy, varies with position on the wafer.  This dependence of peak ion energy as a 

function of radius is caused by the variation in sheath width interacting with the finite transit 

time of ions accelerating through the sheath.  Radii having lower plasma density resulted in a 

wider sheath at the surface of the wafer requiring a longer ion transit time.  The longer transit 

time averages the ion trajectory over a larger portion of the 10 MHz cycle thereby reducing peak 

energy.  The ratio of the flux of ions to reactive neutrals can also depend on antenna 

configuration and radial position.  Since Cl radicals are produced by electron impact dissociation 

reactions, the non-uniformity of ICP power deposition results in a non-uniform radical flux, 

particularly in Cl2 lean conditions.  These non-uniformities in Cl radical flux and IEDs were 

included modeling of etch rates, however they were found to be of secondary importance. 

The pure Cl2 plasma was used only for passivation of Si sites in this study, and so the 

conditions for the passivation step were selected separately from those for the Ar/Cl2 plasmas to 

optimize the passivation process.  The Cl2 plasma was sustained using 300 W of ICP power at 10 

MHz, with no RF bias applied to the wafer.  The resulting plasma conditions have a high neutral 

to ion ratio (Gn/Gi=300-1200), and ion energies which were lower than the lowest sputtering 

threshold in the surface reaction mechanism.  The fluxes of Cl radicals were fairly uniform for 

all conditions, resulting in little difference in passivation rates and outcomes between different 

antenna configurations.   

To establish a baseline for comparing to ALE processing, continuous etching was 

simulated using the Ar/Cl2 = 90/10 gas mixture.  Continuous etching of blanket (un-patterned) 

silicon was simulated for each of five radial positions on the wafer using each of the three 

antenna configurations.  The position dependent etch rates, shown as solid lines in Fig. 6.2(a), 

are nearly directly proportional to the total ion flux, indicating etching is operating in the ion-
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starved regime [22].  Etch rates for antenna A1 increase by 89% across the wafer, marginally 

more than the increase in in the ion flux, Gi (82%).  The more rapid increase in etch rate 

compared to Gi is due to an increase in ion energy at the edge of the wafer where the sheath is 

thinner.  The etch rates for antennas A2 and A3 also scale nearly linearly with ion flux.  This 

linear dependence on Gi indicates that non-uniformities in other etch factors, such as IED and 

radical flux, are of secondary importance for these conditions, as appropriate in the ion-starved 

regime. 

Atomic layer etching was modeled for the same reactor by cycling between exposure to 

the fluxes produced by the Cl2 plasma without a bias to passivate the surface with Cl radicals, 

and to the Ar plasma with an RF bias providing moderately energetic ion bombardment to etch 

the passivated surface.  Since the Cl2 plasma used for passivation was in direct contact with the 

wafer, some non-ideal flux of ions was incident onto the wafer during passivation.  This resulted 

in a small amount of continuous etching, but the dominant radical flux was essentially uniform.  

For this reason, the focus of this investigation will be limited to the effect of non-uniformity of 

the ion flux during the ion bombardment phase.  For all cases, the passivation time was constant 

at 45 ms, which was long enough to fully saturate the silicon surface with chlorine.   

The ion fluxes during the ion bombardment phase of the ALE cases are shown as a dotted 

line in Fig. 6.2(b) for each antenna.  The radial dependence of the ion fluxes are similar to the 

continuous etching case, but with larger non-uniformities than in the Cl2 plasma.  With antenna 

A1 there is an increase of 130% in ion flux from the center of the wafer to the edge. 

ALE using an ion bombardment time of 3 s produced significantly more uniform etch 

rates than continuous etching, with only a small positive correlation between etch rate and ion 

flux, as shown in Fig. 6.2(b).  For antenna A1, the etch rate –measured here in monolayers of 
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computational cells (3 Å) per cycle – increased by 17 % from the center of the wafer to the edge, 

significantly less than the increase in Gi (133%).  This improvement in etch uniformity compared 

to Gi indicates a fully saturated self-limited ALE reaction.  Non-ideal continuous etching 

mechanisms result in some dependence of etch rate on Gi, and produce the remaining non-

uniformity in etch rate.   

While the ALE process significantly improved the etch rate uniformity for antenna A1 

and A2 when compared to continuous etching, the results for antenna A3 are less improved.  

This result indicates that the ion fluence at the center of the wafer, which is similar for each 

antenna, is only just large enough to saturate the ion bombardment reaction.  For the A1 and A2 

antennas, the ion flux and fluence increase with radius.  Given that both the passivation and ion 

phases are both fully saturated, the increasing fluence at larger radius does not produce a 

significantly higher etch rate.  However, in the case of antenna A3, the ion fluence drops below 

saturation as the radius increases, causing the etch rate to depend more strongly on ion flux 

which decreases with radius. 

The ICP power used for antenna A3 was chosen to result in similar ion flux at the center 

of the wafer as antennas A1 and A2.  This choice of ion flux resulted in sub-saturation behavior 

at large radius where ion fluxes are the lowest when processed using the same ion bombardment 

time as A1 and A2.  If the ion fluence was increased for case A3 so that the entire wafer was 

within the saturation regime, either by increasing the ICP power (resulting in a larger ion flux) or 

by increasing Ti, a similar increase in uniformity could be obtained for A3. 

For plasma conditions which have been optimized for uniformity of the ion flux, the most 

effective way to change the ion fluence during ALE is to change the length of the ion 

bombardment phase, Ti.  The ALE rates as a function of radius for values of Ti from 1.5 s to 6 s 
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are shown in Fig. 6.3 for antenna A2.  The ion flux and rates for continuous etching are also 

shown for reference.  The maximum ion flux is 20% larger than at the center and edge of the 

wafer.  The etch rate with continuous etching (using the Ar/Cl2 = 90/10 gas mixture) follows the 

radial trend of Gi, increasing by 30% from the center of the wafer to its maximum.  The larger 

increase in etch rate compared to ion flux is due to radial non-uniformities in the ratio of ion to 

neutral fluxes, Gi/Gn, and ion energy.   

All values of Ti produce ALE rates that are more uniform as a function of radius than the 

ion flux.  The ALE rates become more uniform, and less sensitive to changes in ion flux, with 

increasing Ti.  As saturation increases with increasing Ti, the dependence of etch rate on Gi 

decreases and the etch rate becomes more uniform.  Since saturation has not been achieved in all 

cases, the EPC is different for each case at 1.5 cm radius.  The EPC increases from 1.13 

ML/cycle at Ti = 1.5 s to 1.37 ML/cycle at Ti = 3 s and 1.60 ML/cycle at Ti = 6 s.  These 

differences in etch rate near the center of the wafer have been normalized out of the result in Fig. 

3 to aid comparison between ALE cases, ion flux and continuous etch rates.  Increasing Ti once 

full saturation has been achieved across the entire wafer (» 6 s) does not continue to improve 

etch rate uniformity, due to the presence of continuous etching mechanisms. 

Completely saturated ideal self-limited reactions would result in an etch rate completely 

independent of the magnitude of the local ion flux, as implied by Eq. 6.1.  This independence can 

be achieved using ideal ALE conditions (that is, no ions in the passivation phase and no radical 

in the ion bombardment phase), as shown in Fig. 6.4.  Here, ALE rate for each antenna and radial 

location for Ti = 1.5, 3 and 6 s are plotted as a function of ion fluence.  For ideal ALE, once the 

critical ion fluence has been reached (»1016 cm-2), the etch rate (ML/cycle) is constant in spite of 

the significantly different conditions with different antennas.  This trend reinforces the 
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importance of ion flux non-uniformity (in the ion-starved regime) over other sources of non-

uniformity in the model.  Similar trends occur for non-ideal ALE, a saturation in the etch rate as 

the critical fluence is reached.  However, for non-ideal ALE there is a finite positive slope in the 

etch rate as a function of ion fluence in the saturation region which results from continuous 

etching due to non-ideal reactions during ion bombardment.  By removing the chlorine 

contamination from the ion bombardment phase, the ideal fluence-independent behavior in the 

saturation region is restored.  This behavior is indicated by the horizontal line accurately fitting 

the etch rate of the ideal data for fluence greater than 0.3´1017 cm-2 in Fig. 4.  In addition to 

providing an etch rate which is less dependent on ion fluence (in the saturation regime), ideal 

ALE reaches saturation at a lower ion fluence than performing ALE with non-ideal reactant 

fluxes.  The larger characteristic fluence required to saturate the non-ideal ALE is due to the 

competition between the removal of passivated silicon by ion bombardment and the re-

passivation of the underlying silicon by radical chlorine contamination. 

The ALE synergy parameter (𝒮y), is a measure of the ideality of the ALE process.[132]  

The 𝒮y parameter is the total etch rate during an ALE process, minus the contributions from 

continuous etching, divided by the total rate.  A value of 𝒮y=1.0 indicates ideal, self-limited ALE 

while 𝒮y=0 indicates etching in the absence of self-limited processes.  Here, 𝒮y was calculated by 

running three different simulations, one with only the ion bombardment conditions (no 

passivation phase), one with only the passivation conditions (no ion bombardment) and one for 

the complete cyclic ALE process.  The tolerance of the ALE rate to non-uniformities in the ion 

flux is not directly related to 𝒮y.  With there being chlorine contamination during ion 

bombardment and ions with above threshold energies during passivation, 𝒮y tends to decrease 

with increasing ion fluence, as shown in Fig 6.4(b).  This results in decreasing 𝒮y with increasing 
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Ti, due to the increased time during which continuous etching can occur.  The greatest tolerance 

to non-uniform ion fluxes obtained for high ion fluence occurs when 𝒮y is smallest (under these 

conditions). This behavior is less an indication that high saturation and uniformity correlates to 

smaller values of ,	 𝒮y but rather it is an indication that the ALE synergy metric, as applied here, 

does not capture the saturation behavior. 

These results indicate that in order for ALE rates to be insensitive (or less sensitive) to 

the uniformity of reactant fluxes, ALE surface reactions must be both self-limited and fully 

saturated.  Ideally self-limited reactions will not provide benefits in improving uniformity if the 

reactions are not allowed to saturate.  On the other hand, continuous etching during non-ideal 

ALE will also limit the benefits to uniformity.  It is possible to have high values for 𝒮y for under-

saturated conditions, while such conditions will not improve uniformity over that of the ion 

fluxes.  As the ion bombardment phase reaches saturation the sputtering probability of an 

impinging ion should decrease due to the lack of passivated sites, converging to zero for ideal 

ALE.  This is in contrast to continuous etching where each ion should have approximately equal 

sputtering probability throughout the etch time.  To obtain saturation, and therefore improved 

uniformity, an abundance of ions with low (chemical) sputtering probability is required.  These 

ions are required for saturation, but they do not contribute to etching.  In some sense, this is an 

inefficient use of ions.  This means that in order to obtain saturation the ALE process must 

intentionally over-expose the wafer to ions compared to the continuous case.  Meanwhile, the 

reactions must be strongly self-limited to prevent continuous etching. 

Possible side-effects of this over-exposure to ions during ALE to gain uniformity include 

increased mask erosion and damage to stopping layers.  For example, simulations of etching Si 

features over SiO2 with an erodible photoresist mask (by physical sputtering) were performed for 
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continuous etching and ALE using antenna A1.  Reactant fluxes were used for two radii – 1.5 cm 

(low fluxes) and 13.5 cm (high fluxes).  The ALE cases use Ti = 3 s.  The resulting profiles are 

shown in Fig. 6.5 at the time when the underlying SiO2 is first exposed at the wafer edge (13.5 

cm).  The difference in etch depth from the edge to the center of the wafer is smaller for ALE 

processing compared to continuous etching, indicating a more uniform process.  While the 

silicon is etched predominantly through ALE self-limited reactions, the mask erodes through 

non-self-limited physical sputtering.  Therefore, the high ion fluence required to provide etch 

rate uniformity can reduce the mask selectivity and increase the fluence of ions reaching the SiO2 

etch stop layer during the over-etch.  Due to the uniformity of the ALE process, only 4 additional 

ALE cycles were needed to clear the 3D ‘L’ feature at the inner radius (low ion fluxes) after 

exposing the stopping layer at the wafer’s edge (high ion fluxes).  This amounted to a 16% over-

etch (defined as time to completely clear the feature divided by the time to first expose the 

stopping layer).  A 92% over-etch was required to clear the slowest etching features in the 

continuous etch case.  This result is comparable to the reduction in over-etch time presented in 

Chapter 5.4.  Another measure of over-etch is the total fluence of ions striking the SiO2 stopping 

layer.  This fluence can be directly calculated in the MCFPM by summing the ions incident onto 

SiO2 material cells.  Despite the reduction in over-etch as a percentage of the total etch time, 

during ALE etching the stopping layer was exposed to 33 times more ions at the edge of the 

wafer than at the center.  For continuous etching, the stopping layer at the edge of the wafer was 

exposed to 4 times more ions than at the center.   

In addition to etch depth uniformity, critical dimension (CD) uniformity is also important 

in plasma processing.  In the test feature shown in Fig. 5, the CD is the linewidth of the two 

positive “L” shaped features.  During anisotropic ALE processing, the feature sidewalls remain 
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passivated throughout the ion bombardment period.  The presence of off-axis ions in the ion 

angular distribution results in exposure of the passivated sidewalls to ion bombardment in both 

continuous and ALE processing.  Due to the increased total ion fluence in ALE processing, more 

mask undercut is observed than continuous etching for similar etch depths.  In continuous 

etching the re-deposition of radical etch products can lead to tapering between features, the 

opposite of mask undercut.  This tapering can be removed by extended over-etch, but if the over-

etch is continued for too long mask undercut will eventually result.  When the etch times shown 

in Fig. 5 were extended (over-etched) to produce features with vertical sidewalls at a radius 1.5 

cm, the linewidth of the two positive “L” shaped features at radius 13.5 cm was decreased by 

50% due to mask undercut.  The observed undercut, and the resulting decrease in linewidth, was 

similar between continuous etch and ALE.  The amount of mask undercut which occurs during 

ALE is related to Ti.  As long as off-axis ions are present, longer Ti will result in more 

undercutting, regardless of how self-limited the surface reactions are.  This indicates that, while 

ALE can improve etch depth uniformity as previously shown, it is less obvious that similar 

improvements in CD uniformity will automatically result. 

6.3. Concluding Remarks 

ALE processing, when operated in a saturated, ion starved regime, can significantly 

improve the uniformity in etch rate across a wafer compared to continuous etching when the ion 

fluxes are not uniform.  The ability of the self-limiting surface reactions to reject reactive species 

in over-exposed areas – either locally in a feature or globally across the wafer – can result in 

surface saturated reactions and uniform etch rates.  This uniformity comes at the expense of 

over-exposing the wafer to ions (large ion fluences) compared to continuous etching.  This 

overexposure may require careful consideration of mask and etch stop materials.    
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6.4. Figures 

 

Fig. 6.1  Reactor geometry and total ion density for three different antenna configurations.  
Antennas, from top to bottom are: (a) A1, (b) A2 and (c) A3.  The ion densities are for the argon 
plasma used in ion bombardment during ALE – Ar/Cl2 = 100/10 ppm, 10 mTorr.  Powers were 
adjusted to provide the same ion flux to the center of the wafer. 
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Fig. 6.2  Etch rate and ion flux to the wafer as a function radius for three antennas, A1, A2 and 
A3.  (a) Continuous etching (Ar/Cl2 = 90/10) with etch rate in nm/s.  (b) Ion fluxes from argon 
plasma with 10 ppm Cl2 contamination with ALE rate in ML/cycle. 
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Fig. 6.3  Etch rate and ion flux normalized to their values at a radius of 1.5 cm for different ion 
bombardment times (Ti = 1.5, 3.0 and 6.0 s) for antenna A2.  “CW” indicates the continuous 
etching rate.   
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Fig. 6.4  Data points from three ion bombardment times Ti are shown using different symbols 
(squares: Ti = 1.5 s; circles: Ti = 3 s; triangles: Ti = 6 s).  For each Ti, data from all three antenna 
configurations is shown without differentiation.  (a) Etch rate. (b) ALE synergy 𝒮y.  
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Fig. 6.5  Predicted etch profiles for using antenna A1 for (top) continuous etching and (bottom) 
ALE at radii of (left) 1.5 cm and (right) 13.5 cm.  Ti = 3 s for ALE cases.  The two radial 
positions are etched for the same time, representing the non-uniformity on the wafer just before 
clearing the feature at the wafer edge. 
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Chapter 7 ATOMIC LAYER ETCHING USING FLUOROCARBON GASES 

7.1. Introduction 

Plasma based atomic layer etching (ALE) is a technique which can provide significant 

advantages over conventional etching.[118]  The benefits of ALE arise from separating the etch 

mechanism into two half reactions.  In ideal ALE, each of these half reactions are fully self-

limited and would produce no continuous etching if individually employed.  Only by cycling 

between the half-reactions does etching occur.  The most basic ALE process is separated into a 

passivation phase and an etching phase.  In plasma based ALE, the passivation and etching 

phases occur in separated pulsed plasmas, typically produced by exchanging gases. Passivation, 

which lowers the chemical sputtering threshold energy, is typically accomplished by diffusive 

transport of neutral radical species through the feature to the etch front.  Etching is then 

accomplished using ion bombardment, in which low energy ions preferentially etch the 

passivated species after anisotropically transporting through the feature.  This separation of 

passivation and ion bombardment enables the fluxes of radicals and ions to be separately 

optimized despite their different transport methods.  The use of self-limited reactions for each of 

these phases allows for over-exposure to increase uniformity on the macro (wafer) and micro 

scale.  An important example of micro-scale non-uniformity is the aspect ratio dependent etching 

(ARDE) effect.[104]  ALE offers a method for improving both the macro and micro scale 

uniformities, while also possibly improving selectivity and reducing damage. 

Plasma based ALE processes have been developed for several materials.  In particular, 

materials which can be passivated by halogen radicals result in strong self-limiting 
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behavior.[132]  Halogen passivation using, for example, a Cl2 or Br2 containing plasma, is ideal 

for ALE due to the covalent interaction between the halogen radicals produced in the plasma and 

the underlying material which results in rapidly producing a tightly bound passivation layer.  

Once the top surface of the underlying material is fully passivated, that is saturated, the inability 

for thermal halogen radicals to penetrate through the passivation layer prevents underlying layers 

from reacting with the halogen.  The strength of the halogen bond can weaken the binding 

energy of the surface atoms with the underlying lattice, creating an energy window where 

incoming ions can sputter passivated surface atoms, but do not have enough energy to remove 

un-passivated bare material sites.  This energy window enables a carefully controlled ion energy 

distribution (IED) of the ion flux to preferentially remove the passivated surface layer, a process 

that terminates when that layer is removed, resulting in self-limiting behavior in the ion 

bombardment phase. 

Atomic layer etching of SiO2 has been experimentally demonstrated using fluorocarbon 

radical species for surface passivation instead of pure halogen passivation.[137]  The carbon is 

required to remove the oxygen due to the lack of a strong fluorine-oxygen bond.  Unfortunately, 

this passivation process is not self-limited as C-C bonds allow for the accumulation of a 

fluorocarbon polymer on the surface.  For the conditions of interest, this fluorocarbon polymer 

deposition is a continuous process which does not saturate in time.  The end result is a 

fluorocarbon polymer overlayer thickness that depends on the total fluence of fluorocarbon 

radicals during the passivation phase.  The polymer overlayer thickness therefore depends on 

duration of the passivation phase and, locally, on the uniformity of the passivation fluxes in the 

feature.  These dependencies could diminish some of the benefits of ALE of SiO2.   

 



 204 

7.2. C4F8 Inductively Coupled Plasmas 

The HPEM was used to investigate the properties of inductively coupled plasmas 

sustained in Ar/C4F8 mixtures for a reactor measuring 54 cm in diameter.  In this reactor design, 

a 300 mm wafer is mounted on a substrate biased with a radio frequency (RF) power supply at 

10 MHz.  A four turn coil antenna is located 16.5 cm above the wafer, behind a quartz window.  

RF current (at 10 MHz) is passed through this antenna, which delivers power to the plasma by 

inductive coupling.  The reactor is maintained at 20 mTorr, regulated by a feedback controlled 

gate valve, with flow of 600 sccm of feedstock gas. 

To simulate the two-step ALE process, passivation and ion bombardment, simulations 

were performed with two different feedstock gases; an Ar/C4F8 = 95/5 mixture and Ar with trace 

(100 ppm) C4F8 contamination.  For the remainder of this paper, the Ar/C4F8 = 95/5 mixture will 

be referred to as FC gas, and the argon gas with 100 ppm C4F8 will be referred to as impure 

argon.  The C4F8 contamination in the impure argon gas is intended to model the fluorocarbon 

impurities which can originate from incomplete purging of gas lines or desorption of 

fluorocarbon species from the walls during the ion bombardment phase of ALE pulsing.  The FC 

gas mixture will be used to model both continuous etching and passivation during ALE pulsing. 

The FC gas mixture was investigated using inductive powers of 300 W and 1200 W.  

Since the pressure and feedstock flow rate were kept constant, the higher power case produced 

significantly more dissociation of the C4F8 molecule and larger fluxes of CFx fluorocarbon 

radicals to the substrate.  The total dissociation fraction (measured as the reactor averaged 

number of carbon atoms in dissociated fragments divided by the total number of carbon atoms in 

the reactor) in the 1200 W case was 0.44, compared to 0.18 in the 300 W plasma.  The flux of 

neutral species to the wafer, shown in Fig. 7.1(a), indicates fluxes of F and CFx radicals generally 
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increase at 1200 W relative to 300 W due to the larger rate of dissociation of C4F8, while the flux 

of C2F4 decreases, a primary dissociation product of C4F8.  This trend indicates that the higher 

power is also dissociating the primary dissociation products of C4F8, that then contributes to the 

flux of CFx as well as F.  The ratio of radical fluorine to polymerizing fluorocarbon radicals 

(F/CF(2)) is therefore higher in the 1200 W plasma (0.47) than in the 300 W plasma (0.2). 

The energy of ions impinging on the wafer can be adjusted by applying a RF bias voltage 

to the chuck without significantly perturbing other plasma parameters.  By varying VRF from 20 

to 100 V, values relevant to ALE processes, the DC bias changes from -6 V to -70 V, producing 

average ion energies of 21 eV to 85 eV at the wafer.  The natural sheath potential results in an 

average ion energy of 14 eV with VRF = 0.  Due to the large range of ion masses (a low of 19 

AMU for F+ to 131 AMU for C3F5
+), the ion energy distribution (IED) becomes bi-modal as VRF 

increases.  The shape of the IED is important in ALE applications.  Even though the average ion 

energy may be within the ALE window, maximum energy of the IED may exceed the ALE 

window which has important implications on ALE processing.  The fluxes of reactant species do 

not significantly change when applying the bias. The power deposition by the RF bias voltage 

(44 W in the case of 100 V) is dominantly dissipated in ion acceleration and additional 

dissociation.  The total ion flux varies only slightly from 3.0´1015 to 3.4´1015 cm-2 s-1 for a range 

of VRF from 0 to 100 V, with the primary ions being C3F5
+ and C2F4

+.  Reactant neutral fluxes 

also change little (< 7%) with VRF. 

While continuous etching and ALE surface passivation can be conducted using the FC 

mixture, ALE ion bombardment is usually performed in pure inert gas, often argon.  

Unfortunately, it is difficult to completely purge the reactor of fluorocarbon gas after the 

passivation phase due to incomplete purging of gas from fore-lines and desorption from the 
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reactor walls under ion bombardment.[95,130,138,139]  Such fluorocarbon contamination in the 

ion bombardment phase may have significant effects on ALE performance.  To model this 

contamination the ion bombardment phase of ALE will be conducted in the impure argon gas 

mixture.  The impure argon plasma was sustained with 600 W of ICP power.  The pressure and 

feed-gas flow rate were 20 mTorr and 600 sccm.  These conditions result in an Ar+ flux to the 

wafer of 6.9´1015 cm-2 s-1.  The flux of polymerizing radicals is 2.2´1015 cm-2 s-1, and that of 

fluorine radicals is 1.3´1015 cm-2 s-1.  RF biases from 40 V to 100 V were investigated.  A bias of 

VRF = 45 V results in an average ion energy of 34 eV delivered to the substrate in a bimodal 

energy distribution having a high energy peak at 42 eV.  This IED fits well into the ALE 

window, as shown in Fig. 7.1(b), and will be used for all cases unless otherwise noted. 

Continuous etching of SiO2, Si3N4 and Si can be achieved using the FC gas mixture and 

modest bias voltages, as shown in Fig. 7.2.  Continuous etching is not the focus of this 

investigation, but it is important to evaluate the new polymer etching mechanism against known 

trends in continuous etching.  Etching simulations were conducted using the FC gas mixture for 

the 1200 W ICP.  Blanket etching was simulated using a small (18 nm ´ 18nm) un-patterned 

initial mesh.  The mesh resolution (for all simulations presented here) is Dx = 0.3 nm, resulting in 

a 60 ´60 mesh.  The etch rate, calculated as the change in height of the top solid surface 

(averaged over the computational domain) with respect to time, is shown in Fig. 7.2(a).  This 

etch rate is negative (indicating net polymer deposition) for VRF ≤ 20 V for all materials.  As VRF 

is increased and the IED extends to higher energies, the plasma activation of the polymer 

becomes less efficient, reducing the polymer deposition rate and favoring thinner polymer layers.  

Polymer sputtering also increases with increasing ion energy, but at these energies still 

contributes little of the polymer loss mechanism.  As ion energies and implant ranges increase 
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with increasing VRF, ions begin interacting more strongly with the etch front at the interface 

between the polymer and the underlying material.  When etching begins, the SiO2 consumes 

more polymer than Si3N4 or bare silicon due to the larger number of C-O bonds in the selvedge, 

which produces a thinner layer of polymer on the SiO2 than Si3N4 or Si for VRF > 20 V, as shown 

in Fig. 7.2(b).  This difference in polymer thickness results in selective etching of SiO2 over 

Si3N4 and Si. These general trends have been experimentally observed for similar etching 

conditions.[29] 

Attempting continuous etching using the FC gas mixture with 300 W ICP power results 

in net deposition for all bias voltages.  The increased polymer deposition is due to the lower 

F/CF(2) ratio for the lower power deposition.  Since the total flux of polymerizing CF(2) radicals 

to the surface is larger for the 1200 W plasma, the polymer loss term in Eqn. (1.18) is being 

dominated by fluorine etching under these conditions.  While all biases explored here (up to VRF 

= 120 V) resulted in net deposition, the deposition rate decreased slightly with increasing ion 

energy due to less polymer activation at higher energies.  At higher ion energies, where polymer 

sputtering by ions becomes a significant loss mechanism, these polymerizing fluxes may result in 

continuous etching conditions, but such energies are probably not of interest for ALE 

applications. 

7.3. ALE blanket etching 

Using the ALE, alternate pulsing scheme allows for more control of the passivation 

conditions over a wider range of operating conditions.  ALE simulations of SiO2 were conducted 

using the FC gas mixture for the passivation phase and impure argon for the ion bombardment.  

The passivation phase was 300 W ICP power and 0 V RF bias.  The resulting plasma conditions 

are highly polymerizing, resulting in little continuous etching.  During this phase, the plasma 
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potential results in an ion energy of 14 eV, as shown in Fig. 7.1(b), in spite there being no 

applied RF bias voltage.  This energy is marginally larger than threshold energies of etching, 

technically placing the IED within the ALE window.  In spite being within the ALE window, 

these low energy ions can only etch exposed surface sites.  Even thin polymer overlayers result 

in negligible etching during the passivation phase due to the inability of the 14 eV ions to 

penetrate the passivation, resulting in low rates of non-ideal continuous etching during the 

passivation phase.  The ion bombardment phase uses 600 W ICP power and 45 V RF bias in 

impure argon gas.  The ion energies during this phase are well contained in the ALE window.  

However, the presence of passivating radical species during this phase (due to C4F8 

contamination) does result in some non-ideal continuous etching at a rate of 0.5 nm/min. 

Before modeling the complete ALE cycle for SiO2 using realistic fluxes, idealized ALE 

was investigated.  The fluxes and IEADs from the HPEM were used for the passivation phase.  

However, fluorocarbon radical fluxes were removed during the ion bombardment phase, leaving 

only fluxes of Ar+ ions.  With this modification, little continuous etching was produced during 

either the ion bombardment or passivation phases.   

These ideal ALE conditions were used to perform simulations of SiO2 blanket etching 

with passivation times, Tp, ranging from 50 ms to 35 s for three different ion bombardment times 

(Ti = 10, 20 and 30 s).  Periodic behavior occurs for all conditions, but not all conditions resulted 

in steady state pulse-periodic etching.  For example, the height of the topmost layer of material is 

shown in Fig. 7.3(a).  Etching with Ti = 30 s and Tp = 7 s resulted in a pulsed steady state etching 

condition.  With each FC plasma pulse using these pulse times, 0.8 nm of polymer is deposited, 

shown by the increase in height.  With each argon plasma pulse, the polymer is essentially fully 

removed, resulting in etching of 0.7 nm of SiO2, shown by the decrease in height. Since the 
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polymer deposition phase is not inherently self-limited, larger values of Tp result in a thicker 

polymer layer at the end of the passivation phase.  For values of Tp = 21, 25 and 25 s, the 

polymer layer becomes too thick to entirely clear during the ion bombardment phase, eventually 

terminating the etching process and resulting in net deposition per cycle.  This critical thickness 

is approximately the ion penetration depth, slightly more than 1 nm for these conditions.  For the 

longer passivation times which have net deposition in the steady state, there is initially net 

etching which occurs before the polymer thickness increases above the critical thickness.  The 

transition between net etching (pulse-periodic decrease in height) to net deposition (pulse-

periodic increase in height) occurs at earlier times as Tp increases. 

The surface kinetics of SiO2 ALE, shown in Fig. 7.3(b,c), indicate two processes which 

erode the SiO2.  The first process results from the conversion of the base SiO2 material to the 

selvedge material by exposure to CF(2) fluxes during the passivation phase.  Since each SiO2 

surface site can only be converted once this process is self-limited in the absence of energetic ion 

bombardment.  After converting the surface to the selvedge material, further CF(2) fluxes result in 

polymer buildup on top of the selvedge layer, continuously increasing the total overlayer 

thickness.  When a significant portion of the surface is bare SiO2 at the beginning of the 

passivation phase (as is the case for Tp = 7 s, shown in Fig.  7.3(b)) there are two distinct 

polymer deposition rates.  The initial rate is higher than later in the deposition phase due to the 

higher sticking coefficient of CF(2) on SiO2 than other polymer species.  Once the entire surface 

is covered with polymer, the polymer deposition rate decreases due to this lower sticking 

coefficient.  Kaler et al. have also observed this effect, and proposed that it may be utilized to 

produce pseudo-self-limiting behavior.[98]   
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The second process which results in the erosion of SiO2 occurs during the ion 

bombardment phase.  This erosion occurs as SiO2 is converted to selvedge species by mixing 

with polymer when activated by ions penetrating through the polymer capping layer.  Since all of 

the overlying polymer must be consumed during the ion bombardment phase in order for ALE to 

reach a pulse-periodic steady state, the amount of etching which occurs through this reaction 

channel is proportional to the initial polymer thickness.  This results in an etch-per-cycle (EPC) 

which depends on polymer thickness, which in turn depends on Tp.  Once all of the polymer is 

consumed, this erosion of SiO2 terminates and the etch rate returns to zero.  If Tp is sufficiently 

long with low ion energies, the larger thickness of polymer is not completely consumed during 

the ion bombardment phase (Fig. 7.3(c)).  The self-limited nature of the ion bombardment phase 

is then not exercised, and some of the benefits of ALE may not be as pronounced as a result. 

The pulse-periodic steady state EPCs for different ion bombardment times, Ti, as a 

function of passivation time, Tp, are shown in Fig. 7.4.  Using ideal SiO2 ALE conditions, shown 

as dotted lines in Fig. 7.4(a), there is a wide range of passivation times which result in a EPC.  

The EPC shown here are measured after the system has reached a pulse-periodic steady state.  

Only conditions that completely clear the polymer from the surface during ion bombardment will 

have a positive EPC.  Conditions which do not completely clear the polymer will eventually 

transition to a net deposition condition in the steady state.  For each Ti, there is a Tp is above 

which pulse-periodic ALE cannot be achieved.  This critical value of Tp increases with 

increasing Ti and represents the thickest polymer deposit which can be removed in the during the 

bombardment period.  Above the critical Tp, the system results in polymer deposition during each 

step.  With the ion bombardment conditions being ideal, the EPC has little dependence on Ti as 

long as Tp is below the critical value as once the polymer is cleared, there is no additional 
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continuous etching. Despite the ideal conditions, there remains a dependence of EPC on Tp, 

increasing from 0.4 nm/cycle at Tp = 1 s to 0.8 nm/cycle at Tp = 11 s.   

Similar simulations were conducted using the actual fluxes from the HPEM, representing 

realistic, non-ideal ALE conditions.  Under these conditions the steady state EPC of SiO2, shown 

as solid lines in Fig. 7.4(a), has significant dependence on Ti, particularly at low values of Tp.  

There is a slightly reduced dependence on Tp, with the non-ideal and ideal results converging as 

Tp increases.  The dependence of EPC on Ti is due to the non-ideal etching occurring during the 

ion bombardment phase due to the fluorocarbon contamination in the chamber.  After the 

polymer deposited during the passivation phase is removed and exposed the underlying SiO2, the 

small flux of CF(2) due to contaminating C4F8 enables continuous etching.  

The reduced dependence of EPC on Tp with non-ideal conditions is a result of the 

polymer overlayer masking some of the non-ideal etching for longer Tp.  With longer Tp, the 

polymer overlayer persists for a larger portion of the ion bombardment phase.  This effect results 

in the EPC for ideal and non-ideal conditions converging as Tp increases, implying a larger 

portion of the total EPC is a result of the synergistic relationship between the two half-reactions 

as opposed to continuous etching.  The trends for EPC with non-ideal fluxes have the same 

saturation behavior as the ideal conditions, where above a critical value of Tp the steady state 

etching stops and the system transitions to net deposition.  The critical values of Tp are similar 

for ideal and non-ideal conditions, within the resolution of this study (DTp = 2 s).  This indicates 

that continuous etching does not significantly affect this process. 

Evaluating the ALE quality for this process is more complex than halogen based ALE 

systems which leverage well defined self-limited processes.  ALE synergy (𝒮y) has been proposed 

as a metric for ALE processes.[132]  The ALE synergy is the fraction of total etching which 
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occurs due to the synergy between the two half-reactions, as opposed to continuous etching 

during one phase or the other.  For this metric to reach unity, etching cannot occur during either 

of the half-reaction processes.  Only by cycling between the two half-reactions does etching 

occur.  With halogen etching systems it is possible to estimate 𝒮y by measuring the etch rate of 

each half-reaction separately and evaluating 𝒮y as  

 𝒮y =
EPC − α +β( )

EPC
. (7.1) 

where a and b are the continuous etch rates in during the passivation and ion bombardment 

phases multiplied by Tp and Ti, respectively.  This method works well in halogen plasma ALE, 

where passivation layers are not much thicker than one monolayer.  In fluorocarbon ALE 

processes, this method for estimating 𝒮y does not apply.  Under the conditions discussed here, for 

instance, the ion bombardment phase has a continuous etch rate of 0.5 nm/min on SiO2 due to the 

C4F8 impurity.  The fluorocarbon fluxes from the plasma have a larger probability of sticking to 

bare SiO2 than on a polymer surface.  Therefore, when the surface is fully covered with polymer 

the continuous etch rate would be less than on a bare SiO2 surface.  As the SiO2 surface 

transitions from polymer covered to bare during each ALE pulse, it is difficult to directly 

evaluate b.   

Given these difficulties, synergy will be estimated by comparing the non-ideal EPC 

directly to the EPC obtained with idealized ALE fluxes.  Synergy is calculated as  

 𝒮y iEPC
EPC

= ,  (7.2) 

Where EPCi refers to ideal conditions.  The ALE synergy, calculated using Eqn (7.2), is shown 

in Fig 7.4(b) with the steady state EPC for ideal and non-ideal etching for Tp < 3 s.  The ion 

bombardment time is Ti = 20 s.  The contribution of non-ideal etching to EPC is fairly constant in 
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this range.  As the EPC decrease with smaller Tp, this constant contribution by continuous 

etching becomes a larger fraction of the total etching, which reduces 𝒮y as Tp decreases.  At Tp = 

0 s etching can only occur due to non-ideal process during ion bombardment and so the etch rate 

for ideal etching is zero.  The non-ideal conditions produce etching of 0.16 nm/cycle, resulting in 

𝒮y = 0.  Synergy increases rapidly as Tp increases until reaching 0.8 at Tp = 1.5 s.  After that 

point, 𝒮y increases slowly to a value of 0.9 at Tp = 7 s.  For larger values of Tp, the system 

transitions to net deposition in the pulse-periodic steady state.    

In principle, the ALE of Si3N4 should follow that same trends as the ALE of SiO2.  In our 

mechanism, the distinguishing factor between fluorocarbon plasma etching of Si3N4 compared to 

SiO2 is that etching of Si3N4 consumes less polymer during etching than SiO2.  Due to this lower 

rate of polymer consumption, for the same reactive fluxes from the plasma, only values of Tp < 1 

s resulted in pulse-periodic steady-state etching of Si3N4.  This narrower window for ALE of 

Si3N4 suggests that there is a correspondingly large window in Tp where the selectivity to SiO2 

over nitride is large in the steady state. For Tp large enough to enter the net deposition regime, 

both materials perform identically. 

While ALE may offer the possibility of high etch selectivity of SiO2 over Si3N4 in the 

steady state, this selectivity is based on the buildup of polymer to levels that terminate etching of 

Si3N4, which requires several pulses to occur.  Before the polymer layers become thick enough to 

enable selectivity there is a transient period where the selectivity is less than the steady state 

value.  This transient period may result in significant etching of masking materials such as Si3N4 

before reaching the steady state, which may be a limiting factor in some applications.  For 

example, the heights of ALE etching SiO2, and Si3N4 are shown in Fig 7.5(a) for Ti = 30 s and Tp 

= 5 s.  These conditions produce a pulse-periodic steady state etching for SiO2, however 
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significant etching of Si3N4 stops after approximately 15 cycles.  For SiO2 ALE, the polymer 

overlayer is nearly completely removed by the end of each cycle, as shown in Fig 7.5(b). During 

the first few cycles of ALE of Si3N4, a residual layer of polymer remains at the end of each 

cycle.  This overlayer increases in thickness cycle to cycle, shown in Fig 7.5(c), which reduces 

the EPC of the Si3N4.  In spite of the fairly thick overlayer, the Si3N4 continues to each with each 

cycle until the overlayer grows to about 2 nm, at which point Si3N4 etching essentially stops 

while the polymer layer continues to thicken.  

While the thickness of the overlayer provides insights to the pulse-periodic characteristics 

of the surface kinetics, the distribution of selvedge species at the interface better reflects the 

kinetics of the surface reactions.  The thickness of these species are shown in Fig. 7.6 as a 

function of time for ALE of SiO2 and Si3N4 for Ti = 30 s and Tp = 5 s (same conditions as Fig. 

7.5).   

For ALE of SiO2, there are three selvedge species, SiO2CxFy(s), SiOCxFy(s) and SiFx(s).  At 

the beginning of the passivation phase, the surface is predominantly bare SiO2.  When exposed to 

passivating radicals the SiO2 surface is rapidly converted to SiO2CxFy(s), as shown in Fig 7.6(a).  

Due to the small number of low energy ions in the passivation phase, a small fraction of these 

SiO2CxFy(s) sites begin to be converted to SiOCxFy(s) during passivation.  Since the probability of 

de-oxygenating the SiOCxFy(s) site is similar to the SiO2CxFy(s) site, it is likely that some of the 

SiOCxFy(s) is also being converted to SiFx(s), but this species is rapidly consumed by the abundant 

radical fluorine in the CF plasma.  This is the dominant pathway of continuous etching during 

the passivation phase.  However, this continuous etching is quite slow due to the average ion 

energy being below threshold for the two de-oxygenation reactions after implanting through the 

overlayer.   
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During the ion bombardment phase the SiOzCxFy species are rapidly converted to SiFx(s).  

However, since the fluxes of radical fluorine are low during this phase, SiFx(s) is removed by 

sputtering as opposed to thermal etching.  The polymer thickness grows during the passivation 

phase and is rapidly removed during the ion bombardment phase.  The amount of polymer which 

is removed during ion bombardment is large because each de-oxygenation reaction from the 

SiO2 also removes a carbon atom polymer, represented in the model as removing a polymer site.  

With moderate ion bombardment times, the polymer becomes thin enough that the SiFx(s) species 

can be fully removed from the surface by sputtering.  

The surface reactions are qualitatively different on Si3N4 compared to SiO2.  The Si3N4 

etching mechanism only includes two selvedge species, SiNCxFy(s) and SiFx(s).  During ion 

bombardment, some of the SiNCxFy(s) is converted to SiFx(s), as shown in Fig 7.6(b) starting the 

fifth ALE pulse.  This process does not remove as much polymer as converting an SiO2CxFy(s) to 

SiFx(s), so conditions which produce pulse-periodic steady state ALE on SiO2 do not completely 

clear the polymer on Si3N4.  With this thicker polymer layer, the ion penetration depth during the 

ion bombardment phase for Si3N4 is comparable to the polymer thickness.  This results in ions 

reaching the etch front having low average energy which precludes sputtering of the SiFx(s).  

During the passivation phase the abundance of radical fluorine rapidly etches the SiFx(s) surface 

species, providing additional etching during this phase.  The result is that etching is nearly 

continuous, as shown in Fig. 7.5(c), in spite the modulation of polymer thickness during the ALE 

cycle.  The total polymer thickness continues to increase with each pulse, as shown in Fig. 

7.6(b).  This process of accumulating polymer with each pulse continues from pulse to pulse 

until the polymer thickness is large enough to completely stop the etching reactions on Si3N4 

(Fig. 7.5(a)). 
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The total changes in height of the substrate material for SiO2 (DHO) and Si3N4 (DHN) after 

15 pulses as a function of passivation time for different Ti are shown in Fig. 7.7.  The value of 

DH indicates the removal of substrate material (SiO2 or Si3N4), and is therefore always positive 

(the thickness of SiO2 is never increased during etching).  These results demonstrate the transient 

etching effect in Si3N4, as shown in Fig. 7.7.  For short Tp, the polymer deposited on the Si3N4 

during each ALE cycle is small, resulting in a longer period of transient etching before polymer 

buildup terminates etching.  The result is that low values of Tp result in larger DH for Si3N4 than 

SiO2.  As Tp increases the DH in SiO2 increases (more net etching) due to the thicker polymer 

layer fueling the etch longer during the ion bombardment phase.  In Si3N4, DH monotonically 

decreases as Tp increases due to the shorter transient etching period associated with longer 

passivation times.  For each Ti, there is a transition from steady state etching conditions at low Tp 

to steady state net deposition conditions at higher Tp. This transition occurs at larger Tp for longer 

Ti.  The metric DH shows a measurable change in height for most of these conditions.  However, 

etching may have completely ended for both SiO2 and Si3N4 by the end of 15 pulses, which is 

not captured in this metric alone.   

Selectivity for etching SiO2 compared to Si3N4, defined as DHO/DHN, after 15 cycles is 

shown in Fig. 7.8(a).  The results indicate that there is a trend of increasing maximum selectivity 

with increasing Ti.  The Tp which produces the maximum selectivity also increases with Ti.  For 

each Ti investigated, the peak selectivity occurs with a Tp that would not produce continuous 

pulse-periodic etching in the steady state.  This indicates that conditions which do not result in a 

pulse-periodic ALE may be useful for increasing selectivity in short etches, or when used as a 

pre-etch followed by conditions which would transition back into a pulse-periodic steady state 

etch condition. 
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Transient etching effect plays an important role in the selectivity of SiO2 compared to 

Si3N4 in a fluorocarbon plasma ALE process.  As a result, the number of pulses required to 

complete the etch can change the resulting selectivity.  For example, selectivity is shown in Fig. 

7.8(b) as a function of Tp for Ti = 20s.  Fewer etch cycles results in decreased maximum 

selectivity for a given Ti.  This occurs because the Si3N4 removal occurs mostly in the first 3-5 

cycles for these conditions, resulting in a constant etch contribution for 5, 10 and 15 cycles.  The 

SiO2 removal still scales linearly with the number of cycles in this range.  Accordingly, the 

constant DHN results in the peak selectivity decreasing from 21 at 15 cycles, to only 9 at 5 cycles  

Depending on the film thickness to be removed, the transient etching behavior may be a limiting 

factor in process development. 

7.4. Feature etching 

To demonstrate the influence of transient etching in ALE of SiO2, simulations were 

performed of a self-aligned contact (SAC) geometry, shown in Fig. 7.9.  In this plasma etching 

process, SiO2 is removed from a high aspect ratio trench between Si3N4 features.  The initial 

geometry is shown in Fig. 7.9(a).  The gap between gate features is 14 nm, and the 

computational domain is 78 nm (x) ´ 6 nm (y) ´ 187.5 nm (z).  With a mesh resolution of Dx = 

0.3 nm, this results in 3.25´106 computational cells.  Feature profiles for etching using a 

continuous process with RF bias of 40 V and 100 V are shown in Fig. 7.9(b,c).  Continuous 

etching processes with similar conditions to those of ALE have difficulty etching this feature.  

Using the FC gas mixture with VRF = 40 V results in high selectivity to SiO2 during continuous 

etching, as shown in Fig. 7.2(a).  Applying these conditions to the SAC geometry does result in 

little etching of the Si3N4, however but the tapering in the trench quickly leads to an etch stop in 

which the polymerization is too thick to allow etching to continue. The etch stop can be avoided 
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by applying a larger bias of VRF = 100 V.  Using these conditions, the selectivity for SiO2 

significantly decreases, and the Si3N4 shoulders are eroded before the etch reaches the contact 

point at the bottom of the feature.  These plasma conditions were not specifically optimized for 

this particular etch application.  It is likely that other plasma etch conditions will perform better 

in this application. 

Using ALE allows more control over the polymerization and selectivity of this process 

than continuous etching.  Plasma conditions which could not complete the SAC etch using 

continuous etching prove to be effective for ALE.  Etch profiles are shown in Fig 7.9(d-f) using 

ALE with passivation times of Tp = 3.5, 4.5 and 5.5 s.  The ion bombardment time was 20 s for 

all cases with the same ion energy distribution as previously used in blanket etching (VRF = 45 

V).  The tapering of the feature is measured as critical dimension (CD) loss, which is the change 

in width of the trench between the Si3N4 features from the top to a point 90% of the way down 

the feature, measured in nm.  This CD loss is a measure of how much SiO2 remains in the SAC 

feature near the bottom contact point.  The width of the actual contact patch is not used to 

calculate CD loss here because it is affected by the properties of the etch stop material, which is 

not calibrated in this case.  The Si3N4 shoulder loss will also be measured in nm, from the initial 

Si3N4 surface to the etched surface after the SAC feature has been cleared.  The CD loss and 

shoulder loss are shown in Fig. 7.10 as a function of Tp after 166 cycles.  The results indicate two 

trends – increasing Tp results in a decreased shoulder loss while producing increased CD loss.  

The decrease in shoulder loss is a direct result of larger Tp having higher selectivity, as discussed 

for blanket etching.  With the higher Tp, the polymer layer reaches an etch stop thickness on 

Si3N4 more quickly, resulting in less transient etching.  Comparing the profiles in Fig. 7.9(d-f) 

the polymer layer protecting the Si3N4 is visibly thicker for larger Tp. 
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Critical dimension loss in the SAC feature is a multi-dimensional phenomenon, meaning 

that it cannot exist in a 1-d blanket etch scenario, and its root causes cannot be inferred from 

blanket results.  While ALE can help obtain ideal, non-tapered, feature profiles [8], the 

underlying fluorocarbon plasma etch process has a strong propensity for generating tapered 

features, as shown in Fig 7.9(b).  This taper can be related to ion energy, polymerization on the 

sidewalls, the angular dependence of sputtering yield and the re-deposition of radical etch 

products within the feature.[140–142]  The reason the feature taper persists in the ALE case is 

related to a low ion sputtering yield of SiO2 for near-grazing ion impacts on the tapered walls.  In 

the halogen plasma ALE of silicon, the selvedge layer which is to be removed during ion 

bombardment, is directly exposed to the plasma and to ion bombardment.  Direct plasma 

exposure increases sputtering yield when compared to sputtering through a thick passivation 

layer, but the total yield is still low at grazing and near grazing angles.  Because of this, a larger 

Ti/Tp ratio is needed to clear passivated surface sites on tapered sidewalls.  This effect was 

observed previously using our model when clearing residual silicon from the tapered sidewalls 

between fins during gate etching in a Cl2/Ar plasma ALE of silicon.[143] 

In fluorocarbon plasma ALE of SiO2, sensitivity to the angular dependence of sputtering 

yield during the ion bombardment phase is exacerbated by polymer buildup on the walls.  Ions 

striking the tapered sidewall at a near-grazing angle must penetrate the polymer layer to interact 

with the underlying selvedge layer.  This is less likely at near-grazing incidence than normal 

incidence.  First, the straight line path to the selvedge layer is longer for near-grazing ions than 

normal ions, assuming the same polymer thickness.  Second, even small angle scattering as the 

ion implants through the polymer layer can result in a large portion of near-grazing impacts re-

emerging into the plasma.  On the other hand, normal incidence ions would have to undergo 
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>90° of total scattering before they could emerge from the polymer layer, making it much less 

likely to occur before interacting with the selvedge layer.  This makes ions interacting with the 

selvedge layer less likely with a polymer overlayer than without.  The main source of polymer 

etching during the ion bombardment phase is the consumption of the polymer layer by ions 

interacting with the selvedge layer.  This depletion mechanism results in a polymer overlay 

which is more difficult to remove from tapered sidewalls than horizontal surfaces, and 

encourages tapering of the feature.  From this perspective, larger Tp producing thicker polymer 

layers will result in a more tapered feature for a given Ti. 

7.5. Role of Polymer in Dielectric Plasma ALE 

The results of blanket and SAC feature plasma ALE using FC gas mixtures ALE indicate 

that controlling polymer thickness is an essential aspect of the process.  ALE offers an 

opportunity to control polymer thickness that is not available when using continuous plasma 

processing.  Unfortunately, polymer deposition is not a fully self-limited process, making some 

of the benefits of ALE processing difficult to obtain.  The selectivity, EPC, ALE synergy and CD 

loss all depend on polymer thickness, which in turn depend on fluxes of polymerizing species, 

fluxes of polymer etching radicals, fluxes of ions and ion energies (due to ion activation of the 

polymer layer and sputtering).  This strong coupling of most or all of the important quality 

metrics to polymer thickness, along with the lack of a truly self-limited polymer deposition 

reaction, provide a dilemma for ALE process design.   

Running an ALE process in the thick polymer regime, close to where the system will 

transition to net deposition, can provide several benefits.  As shown in Fig 7.4(a) the EPC quasi-

saturates at higher passivation times, indicating that in this regime the EPC is less dependent on 

polymer thickness.  As Tp increases the EPC for ideal and non-ideal ALE fluxes converge.  
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These trends indicate that the thick polymer regime has a higher ALE synergy by suppressing 

continuous etching during the ion bombardment phase.  Having higher ALE synergy and lower 

dependence of EPC on polymer thickness implies that operating with these conditions would 

result in lower aspect ratio dependent etch rates (ARDE).  Unfortunately, these benefits only 

occur at the edge of continuous etching conditions, where the polymer layer is only just removed 

during each ALE cycle.  This is, in some ways, an unstable steady-state condition.  If conditions 

in the reactor change towards higher polymer deposition per cycle, either as a result of reactor 

wall seasoning or changing conditions with increasing aspect ratio in the feature, it is possible to 

rapidly transition to a net deposition condition. 

While many of the benefits of ALE seem to be optimized by operating in a thick polymer 

regime, etching of the SAC demonstrates that there is a tradeoff between selectivity and CD loss 

(tapering) for these conditions.  The results shown in Fig. 7.10 indicate that CD loss increases 

with increasing polymerization time Tp up to 6.5 s. For Tp ³ 7 s, an etch-stop occurred before 

reaching the bottom contact material due to excessive polymer buildup in a fully tapered feature.  

The blanket ALE results, shown in Fig. 7.4(a), indicate that steady-state etching can be achieved 

with Tp = 7 s for Ti = 20 s, slightly longer polymerization time than was possible in the high 

aspect ratio feature.  The high aspect ratio feature may impose a stricter limit on polymer 

deposition before etch-stop occurs compared to blanket etching.  Another consideration when 

evaluating the ALE of high aspect ratio features is over-etch.  (Over-etch refers to the additional 

time that etching proceeds following any point in the feature reaching the etch stop bottom 

layer.)  The results presented in Fig. 7.10 are for the same number of ALE pulses, which 

represent about a 10% over-etch for Tp = 6.5 s.  Using the same number of pulses enabled a side-

by-side comparison of the different conditions.  If the over-etch is increased for each set of 
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conditions, the CD loss can be reduced.  In fact, if the over etch is extended to 90% (285 cycles) 

the CD loss can be reduced, without dramatically increasing the shoulder loss, shown as dotted 

lines in Fig. 7.10.  For instance, at Tp = 6 s the CD loss decreased from 6.2 nm to 1.6 nm, while 

the shoulder loss increased from 2.5 nm to 2.8 nm.  The increase in over-etch has a larger effect 

on shoulder loss at lower passivation times.  For larger passivation times, the over etch does not 

significantly increase shoulder loss because the majority of Si3N4 etching was during the short 

transient period at the beginning of the etch.  If evaluated during the last several cycles of the 

process when the over-etch actually occurs, the selectivity to SiO2 would be essentially infinite. 

7.6. Concluding Remarks 

Atomic layer etching represents an opportunity to control polymer deposition during 

etching of SiO2 in fluorocarbon plasmas, which in turn enables finer control over selectivity, etch 

rate and profile propagation compared to continuous etching for comparable conditions.  The 

results from our computational investigation indicate that ALE using cyclic pulses of a 

polymerizing C4F8 containing plasma, and an argon plasma for ion bombardment of the 

passivated surface, can result in stable pulse-periodic steady-state ALE of SiO2.  Being able to 

achieve this steady state is in part due to the consumption of polymer during the SiO2 etch cycle, 

which can effectively clear the SiO2 surface of polymer in spite the use of low energy non-

reactive species for ion bombardment.  For the same conditions, it is difficult to completely clear 

the polymer overlayer from Si3N4 surfaces during the ion bombardment phase, which eventually 

leads to polymer buildup and an etch stop.  This leads to effectively infinite selectivity of SiO2 

over Si3N4 for ALE in the pulse-periodic steady state. 

Transient etching effects before the polymer overlay has fully developed have an 

important role in the ALE of SiO2, and particularly in its selectivity over Si3N4. Conditions 
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which will eventually lead to an etch stop on Si3N4 can also produce significant etching in the 

first several ALE cycles before the overlayer is thick enough to prevent further etching.  For 

many applications, including the SAC etch process described above, this initial transient etching 

of Si3N4 can be a limiting factor on the selectivity of SiO2 over Si3N4 the process.  For etching of 

thinner films, for example those requiring less the 10 ALE cycles, the limitations on the 

selectivity of the ALE pulsing scheme used here may be insurmountable, requiring additional 

techniques such as pre-dosing the passivation phase to achieve a thicker initial polymer layer to 

preserve the selectivity of SiO2 over Si3N4 achievable in the pulse-periodic steady state. 
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7.7. Figures 

 

 

 

Fig. 7.1  Plasma conditions used in continuous and ALE processing.  (a) Ratios of fluxes of C4F8 
dissociation products incident onto the wafer for ICP powers of 300 W and 1200 W.  (b) Ion 
energy distributions reaching the surface during the passivation (VRF = 0 V) and ion 
bombardment (VRF = 45 V) phases. 
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Fig. 7.2  Continuous etching properties of Si, SiO2 and Si3N4 using the FC gas mixture as a 
function of RF bias voltage.  (a) Etch rate where positive values represent continuous etching and 
negative values are the average polymer deposition rate for the first 200 s.  (b) Steady-state 
polymer thickness. 
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Fig. 7.3  Properties of SiO2 ALE.  (a) Change in total height (including polymer) as a function of 
time for polymerization times of Tp = 7, 21, 23 and 27 s.  All cases use Ti = 30 s.  Height of 
individual material layers during the 5th ALE pulse for (b) Tp = 7 s and (c) Tp = 21 s.  The total 
ALE cycle time, Tc, is in each frame. 
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Fig. 7.4  Comparison of non-ideal and ideal SiO2 ALE properties.  (a) Pulse-periodic steady state 
etch per cycle (EPC) as a function of Tp, for Ti = 10, 20 and 30 s for ideal (dotted lines) and non-
ideal (solid lines) reactive fluxes.  (b) ALE synergy and steady state EPC for small values of Tp 
with Ti = 20s.  Values are shown for ideal and non-ideal fluxes. 
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Fig. 7.5  ALE of SiO2 and Si3N4 using non-ideal fluxes.  (a) Change in total height (including 
polymer) as a function of time for SiO2 and Si3N4.  The shaded regions represent the overlayer 
thickness, comprised of both the selvedge and polymer layers.  Height of individual material 
layers during the 5th ALE pulse for (b) SiO2 and (c) Si3N4. 
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Fig. 7.6  Thickness of each overlayer species as a function of time during three ALE pulses (t = 0 
is the start of the 5th pulse) for (a) SiO2 and (b) Si3N4. 
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Fig. 7.7  Total change in height (DH) of the surface of SiO2 or Si3N4 (not including overlayer) 
after 15 ALE cycles as a function of passivation time (Tp) for ion bombardment times (Ti) of 10, 
20 and 30 s.  SiO2 ALE is shown as solid lines, Si3N4 as dotted lines. 
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Fig. 7.8  Selectivity of ALE of SiO2 over Si3N4.  (a) Selectivity after 15 cycles as a function of 
passivation time (Tp) for ion bombardment times (Ti) of 10, 20 and 30 s.  (b) Selectivity as a 
function of Tp for three different etch durations (5, 10 and 15 cycles) using Ti = 20 s. 
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Fig. 7.9  Self-aligned-contact etch profiles for continuous etching and ALE.  (a) Initial profile.  
Continuous etch using the FC gas mixture with 1200 W ICP power for  (b) VRF = 40 V and (c) 
VRF = 100 V.  ALE profiles after 165 cycles using Ti = 20 s and Tp = (d) 3.5 s, (e) 4.5 s and (f) 
5.5 s. 
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Fig. 7.10  Shoulder loss and CD loss as a function of passivation time for the SAC feature with Ti 
= 20 s. 
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Chapter 8 SUMMARY AND FUTURE WORK 

In this thesis, a new feature scale model of the plasma etching process was described and 

used to elucidate the physical mechanisms and scaling relations involved in several industry 

relevant etching applications.  In order to do this several new models were developed and 

described, as illustrated schematically in Fig. 2.6.  The main purpose of this work was to develop 

and use feature scale modeling as a tool to better understand the underlying physics which link 

reactor scale conditions to final etched profiles. 

8.1. Summary 

Chapter 1 introduces the idea of plasma etching and conveys background knowledge 

required to understand the following studies.  A brief review of plasma physics was given, 

focusing particularly on how high energy and reactivity species are created in the plasma.  The 

basic physical mechanisms of the interaction between these high energy species with surfaces 

was reviewed.  A review of some of the challenges currently facing the plasma etching 

community, including aspect ratio dependent etching and uniformity was given.  A discussion 

was also presented on the techniques and goals of feature scale modeling, including a review of 

previously published models. 

In Chapter 2, the details of the Monte Carlo Feature Profile Model (MCFPM) were 

described.  Several new physical models were incorporated into the MCFPM in order to describe 

the physics involved in fluorocarbon plasma etching.  The new models developed include 3d ion 

implantation (including several new reaction pathway types), neutral diffusion and diffusion of 

physisorbed species on 3d surfaces, as illustrated in Fig. 2.6.  These new models are essential to 
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capture the scaling of etching processes in the presence of a fluoropolymer overlayer.  In 

addition to the new models, a description of the basic MCFPM algorithm is given, including 

code layout and parallelism techniques used. 

Chapter 3 includes a detailed description of the workings of the two surface reaction 

mechanisms used in this thesis: Cl2 and C4F8 (both in argon) for use in the MCFPM.  In addition 

to describing the reaction pathways involved in each of these mechanisms, justification is given 

for the choice of reaction probabilities based on experimental evidence wherever possible.   

In Chapter 4 results are presented from a study on the role neutral transport plays in the 

aspect ratio dependence of the etch rate when etching silicon in a chlorine containing plasma.  It 

was found that the aspect ratio dependence of neutral transport is the main source for the aspect 

ratio dependent etch rate in these conditions.  By increasing the total neutral flux, and driving the 

system towards a neutral saturated regime, the dependence on aspect ratio was postponed to 

higher aspect ratio, but not eliminated.  Several 3d results were also presented showing that it is 

difficult to describe a 3d feature with a single aspect ratio.  Instead it is useful to think of the 

feature as having an effective aspect ratio which varies depending on position in the 3d feature. 

Results presented in Chapter 5 demonstrate that atomic layer etching (ALE) can provide 

significant benefits over continuous etching.  In this work, ALE of silicon is performed by 

alternating between exposure to a chlorine containing plasma, to passivate the surface, and an 

argon plasma to preferentially remove the passivated surface sites.  An ideal model was 

constructed, showing that, in the absence of continuous etching pathways, the ALE technique 

can provide aspect ratio independence and smooth and flat etch surfaces.  Results were then 

presented using realistic reactant fluxes from an inductively coupled plasma reactor, including 

some non-ideal fluxes.  These non-ideal fluxes introduced continuous etching pathways into the 
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passivation and ion bombardment phases.  With the addition of this continuous etching the 

ability of the ALE process to provide aspect ratio independence was diminished.  Surface 

roughening was also observed when using non-ideal fluxes.  A technique for optimizing the ALE 

pulse times to minimize the effect of non-ideal fluxes was presented.  Finally, this technique is 

used to clear features in a gate etch application with significantly less over-etch than a similar 

continuous etching process. 

In Chapter 6, the use of ALE to improve wafer scale etching uniformity is discussed.  

Results show that fully saturated self-limited surface reactions can lead to very high wafer scale 

uniformity, even in the presence of highly non-uniform ion fluxes.  Continuous etching, on the 

other hand, suffered from an etch rate which had a much stronger dependence on ion flux, and 

therefore was highly non-uniform.  If the ALE reactions were not allowed to fully saturate the 

benefits of ALE were diminished, as the etch per cycle began to depend on the local ion flux.  

When using fully saturated reactions the total ion fluence to the wafer is significantly higher than 

when etching using a continuous process.  This requires strongly self-limiting reactions, and 

highly ideal ALE conditions. 

In Chapter 7, the ALE technique is applied to the etching of SiO2 and Si3N4 in a 

fluorocarbon containing plasma.  Unlike ALE of silicon using chlorine, the fluorocarbon 

passivation reaction is not self-limited, resulting in a continuous deposition process.  The results 

indicate that the polymer overlayer acts a fuel for the etching reaction, and couples the polymer 

thickness with the etch per cycle.  This results in an ALE process where the etch per cycle 

depends on the total fluence of polymerizing species during the passivation phase, which is not 

ideal.  This ALE process can offer very high selectivity to SiO2 over Si3N4 in the steady state, 

but results indicate that there is a transient period at the start of etching where the selectivity is 
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not as high.  This transient etching effect can dominate the selective etching behavior in a wide 

variety of processes, including the self-aligned contacts used as an example application in this 

chapter. 

8.2. Future work 

The MCFPM has been incrementally improved over the course of many years.  In this 

way, it can be seen as a work in progress.  Many additional improvements can be imagined for 

the MCFPM which could improve the physics of the of the model.  Two examples will be 

outlined here. 

By implementing a binary collision model to simulate the impact of gas phase particles 

on the solid surface the MCFPM could link the energy lost during a collision with the reaction 

probabilities.  Currently, the energy lost during reflections is deterministic, depending on the 

initial ion energy and angle of impact.  The probability of most energy dependent (sputtering) 

reactions also depends on impact angle deterministically.  By implementing a binary collision 

routine with a randomly chosen impact parameter it may be possible to add a non-deterministic 

element to the energy loss, while coupling the energy deposited into the solid to the reaction 

probabilities for that collision.   

In order to accurately model the high ion energy regime, the MCFPM should be modified 

to allow for sputtering yields larger than one.  Currently, particles are assumed to react with 

mesh cells in a 1:1 way.  Each collision can, at most, react with only one cell in the mesh.  This 

assumption holds for thermal reactions and low energy ion processes, but at higher energies the 

measured yield (sputtered atoms/ion) can exceed one.  In order to model this in the MCFPM 

some method for allowing an ion to interact with multiple cells in the mesh. 
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8.3. Concluding Remarks 

The models developed in this thesis demonstrate that computational modeling of the 

plasma etching process can be of vital importance to the semiconductor industry.  As logic 

elements continue to shrink, the demands on process engineering become increasingly more 

difficult (and expensive) to meet using only conventional design-of-experiments techniques.  

Modeling of the plasma etching process offers a compelling method to improve process design, 

complimenting experimental techniques.   

The first possible benefit of incorporating plasma etch modeling into the process design 

workflow is cost.  Individual simulation runs are very inexpensive, while each experimental run 

carries considerable cost.  Furthermore, with current trends in parallel computing, tens of 

thousands of simulation jobs can be processed simultaneously if necessary.  This allows users to 

probe a much larger portion of the parameter space in a much shorter time when compared to 

running experiments on a small number of (very expensive) etching machines, even if the time 

required for one simulation is significantly longer than the time required to process a wafer.  The 

large number of simulations that can be performed generate data which can then be used as the 

input for machine-learning, artificial intelligence and “big data” processing to discover subtle but 

important trends.  

Another benefit of including modeling in the process design workflow is access to 

portions of the parameter space which are inaccessible to experimental techniques.  An example 

of this capability is presented in Chapters 5.2 and 7.3, where models of ideal ALE conditions 

were used.  Once an ideal baseline was established using the model, deviations from ideal 

conditions could easily be studied.  Since it is difficult to obtain ideal ALE conditions using 
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actual plasma equipment, this technique offers a very important method for studying the effect of 

non-ideal conditions on the benefits of ALE. 

Finally, modeling can offer a method to decouple parameters which are closely coupled 

in a physical reactor.  This technique was used in Chapter 4.3, where the ratio of reactive neutral 

to ion species fluxes was varied independently from other parameters.  In experiments, this ratio 

is difficult or impossible to control without simultaneously changing other parameters.  By 

decoupling this parameter in the model important information was learned about the role of 

neutral to ion flux ratios on the aspect ratio dependence of etch rates.   

Each of these use cases demand that the etch model be calibrated and predictive.  In order 

to obtain a model which can be calibrated over a wide range of parameters, and predictive 

outside of the calibrated rage, the model must accurately capture the important physics of the 

etching process, as opposed to a simple empirical fitting of experimental data.  The new plasma 

etching model presented here uses Monte-Carlo techniques to track energetic particles and 

radical species as they implant or diffuse through the polymer capping layer which forms during 

etching in fluorocarbon plasmas.  By combining this physically based modeling technique with 

calibration data from experiments the new fluorocarbon etching model can be used to explore 

etching regimes significantly outside of the calibrated range. 

The computational results presented in this thesis show that atomic layer etching can be 

used to overcome some of the limitations to traditional continuous etching.  Utilizing self-limited 

reactions allows for decoupling neutral passivation reactions from the ion driven etching 

reactions.  The results presented here demonstrate that the atomic layer etching technique can 

result in benefits by improving  uniformity, by minimizing aspect ratio dependence, and 

producing smoother etched surfaces.  In order to provide these benefits, it was shown here that 
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two conditions must be met: etching must be dominated by self-limited reactions, and surface 

reactions must be allowed to fully saturate.  The results in this thesis demonstrate that one of 

these conditions without the other will not result in the full benefits of atomic layer etching. 

Computational modeling, based on physics as opposed to empirical fitting, can provide 

significant insights into the plasma etching process, as demonstrated by this thesis.  The 

modeling techniques presented here are general in nature and can be expanded and used to 

investigate a wide variety of problems not addressed here.  Furthermore, the results from this 

model offer useful insights into the parameter space trade-offs involved in the atomic layer 

etching process. 
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