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ABSTRACT

Shape memory alloys (SMAs) are functional materials with two remarkable properties:

superelasticity and the shape memory effect. The reversible, solid-to-solid (“martensitic”)

phase transformations that enable these useful material responses also complicate their dura-

bility predictions. SMAs are used extensively in biomedical devices such as stents and root

canal files, and also have promising applications for important frontiers, such as weight-

saving actuators, active structures for aerospace systems, and damping components for civil

structures. Before SMAs can be widely adopted for these new applications, however, their

response to cracking and failure must be understood. Complexities from martensitic phase

transformations in SMAs confound many existing predictions of damage, fatigue, and frac-

ture mechanics (including Schmid’s Law [1] and linear/elastoplastic fracture mechanics [2]).

Furthermore, this work’s findings could extend to other emerging materials with phase trans-

formations, such as Heusler alloys for high-efficiency magnetocaloric refrigeration.

To address these knowledge gaps, this work provides new observations and insights on

the role of phase transformation during cracking and failure of SMAs. Additionally, new

experimental frameworks were developed to characterize cracks in structural materials for

unprecedented breadth and precision between the millimeter and nanometer length scales.

The early part of this work optimized full-field deformation measurements to enable the

high-precision experiments of the later part of this work. Also, it advanced techniques in the

broader experimental mechanics community. First, a new method was developed to enhance

measurements from digital image correlation (DIC), a powerful technique for measuring

material deformation [3]. Also, clear guidelines were presented for optimizing an important

sample preparation step for optical DIC (“speckle patterning” with paint) [4].

The latter part of this work established new insights into SMA cracking by examining

the effects of grain size, crystallographic texture, and temperature. There are two types

of fatigue in SMAs: functional fatigue (degradation of the phase transformation, especially

from reduction in the recovered strain during superelastic cycling), and structural fatigue

(the typical fatigue response of metals, with crack initiation and growth). Despite the

dramatic enhancement of NiTi’s functional fatigue resistance with grain size reduction to

the nanoscale, there was no improvement in structural fatigue resistance with respect to

grain size [5]. Rather, the largest grain size studied had the slowest crack growth rate, which

xxii



was attributed to roughness-induced crack closure (not observed in the other grain sizes).

For all grain sizes, the macroscopic fatigue crack growth correlated well with microscopic

crack tip observations: the grain sizes with relatively fast macroscopic crack growth rates

exhibited large crack displacements at the microscale, and vice versa.

Next, the effects of crystallographic texture on NiTi’s functional and structural fatigue

were characterized. Unlike the grain size study that was complicated by roughness-induced

crack closure differences, the three texture conditions had similar fracture surfaces. Further-

more, there were clear connections between functional and structural fatigue. During cyclic

tension, there was about three times as much residual strain accumulation in the sheet’s

rolling direction (RD) compared to the transverse direction (TD), and the crack growth

rates of the RD condition were consistently faster than the 45 and TD conditions.

Finally, fatigue experiments as a function of temperature characterized the role of marten-

sitic phase transformation on cracking. The slowest crack growth rates were measured in the

stable martensite and thermal R-phase martensite.
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CHAPTER 1

Introduction

1.1 Overview

This dissertation is organized into eight chapters. The first chapter provides an intro-

duction to NiTi shape memory alloy, this work’s material of interest, (Section 1.2) and an

introduction to digital image correlation, a powerful technique that was used and advanced

in this work (Section 1.3).

Chapters 2–4 focus on key experimental techniques that were developed in this work.

Chapters 2 and 3 present optimizations for digital image correlation. These two chapters

have been published in Refs. [3, 4], and their optimizations were adapted in the experiments

throughout Chapters 5–7. The third chapter on experimental methods (Chapter 4) presents

experimental measurements of residual stress and crystallographic texture for NiTi tubes.

These measurements complement the extensive work from Dr. Benjamin Reedlunn on the

multiaxial thermo-mechanical behavior of NiTi tubes [6], the most important product form

of the most important shape memory alloy to date.

Chapters 5–7 investigate the fatigue and fracture behavior of NiTi SMA through three

parameters that have strong influence on NiTi’s mechanical response: grain size (Chapter 5),

texture (Chapter 6), and temperature (Chapter 7). The first of these chapters has been

published in Ref. [5]. As discussed further in Section 1.2.4, these three parameters can

complicate the mechanical response of NiTi and present challenges to the measurement and

modeling of NiTi’s thermo-mechanical response. However, these three parameters can also

be used to extract scientific knowledge about the role of phase transformation in the presence

of cracks.

Finally, conclusions and future work are summarized in Chapter 8.
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1.2 Introduction to NiTi shape memory alloy

Shape memory alloys (SMAs) exhibit two responses that most metals do not: superelas-

ticity and the shape memory effect. Both of these responses are driven by martensitic phase

transformations. These solid-to-solid transformations involve shifting the material’s atomic

configurations without diffusion, as described further in Section 1.2.2. Superelasticity and

the shape memory effect provide unusually large amounts of shape recovery. With these

unique abilities, SMAs have been deployed in biomedical devices, aerospace and automotive

systems, civil structures, and beyond.

Many SMAs have been discovered, and the specific phases and transformations of SMAs

can vary. Nonetheless, SMAs manifest common features in their thermo-mechanical re-

sponses, in addition to superelasticity and the shape memory effect. These common features

can include latent heat effects, acute thermomechanical coupling, and localization/propagation

of phase transformations (both within macroscopic SMA structures [7] and on the microstruc-

tural level [8]). These effects can be useful or problematic, depending on the application.

For example, latent heating complicates the thermo-mechanical response of SMAs, but also

enables using SMAs as elastocaloric devices to replace vapor compression refrigeration [9].

In general, the unique thermo-mechanical responses of SMAs enable novel applications that

conventional metals could not fulfill, but the scientific understanding, measurement, analy-

sis, and simulation of SMAs is also complicated by their unusual features. As described in

Section 1.2.3, the fatigue and fracture mechanics of SMAs are further complicated by the

unusual responses of SMAs.

NiTi is the most developed, studied, and utilized SMA. The martensitic phase trans-

formation of NiTi was discovered by accident in 1959 by William Buehler at the Naval

Ordinance Laboratory. The common name for NiTi, “Nitinol,” was coined by combining

“Ni” and “Ti” with the first letters of “Naval Ordinance Laboratory.” Buehler, a native

of Detroit, Michigan, was surveying intermetallics for the high-temperature environment of

nose cones for spacecraft reentry vehicles. One of the intermetallics that Buehler produced

was NiTi with approximately equal proportions of Ni and Ti atoms. While handling arc-cast

bars of new alloys, Buehler would drop the bars as a crude measure of the alloy’s damping

capacity. Buehler discovered NiTi’s phase transformation when he dropped bars of different

temperatures: cooler bars made a thud sound, like Pb, while warmer bars rang like steel.

Buehler observed that the previously cool bars, when heated a bit, would produce the ringing

sound, and upon cooling, would return to making a thud [10].
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1.2.1 Applications of NiTi shape memory alloy

Figure 1.1 is a timeline of select commercial applications of NiTi SMA. The first commer-

cial application of NiTi was a hydraulic pipe coupler for the F14 fighter jet, introduced in

1969 [11]. The majority of NiTi applications to date have been biomedical devices, beginning

with vena cava filters and root canal files in the late 1970s [12], and continuing with bone

compression staples and stents in the 1980s [11]. Today, NiTi’s use in health care remains

its most common and important technological application. For example, there are about

22 million endodontic (root canal) procedures annually in the United States [13], and about

1 million annual implantations of endovascular cardiac stents during hospital stays [14].

Furthermore, stents represent more than 95 % of all endovascular interventions [15]. Al-

though other materials are used in some cases, the majority of these endodontic files and

endovascular devices use NiTi SMA.

Although the first commercial NiTi product was an aerospace component, the majority

of NiTi product developments in the 1970s and 1980s were biomedical devices. However,

beginning in 1989 with the first NiTi product that leveraged the shape memory effect for

linear actuation, there have been a number of NiTi applications in aerospace systems [11].

For example, the solar panels on the Hubble Space Telescope were deployed with NiTi using

the shape memory effect. Also, NiTi products have been developed for civil structures for

a number of uses, such as earthquake resistance or concrete pre-compression. While most

NiTi biomedical devices are produced from tubes or wires, these NiTi products for civil

applications are typically cables with bundled wires. 1 Recently, a team at NASA Glenn

Research Center developed a superelastic NiTi wheel for Mars rovers to address the fatigue

and failure issues of existing planetary rover wheels [20].

1For more details about the intricate thermo-mechanical responses of NiTi cables, see Refs. [16, 17, 18]
and the theses by B. Reedlunn [6] D. Biggs [19].
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Figure 1.1: Beginning in 1969 with a hydraulic pipe coupler for the F14 fighter, NiTi
SMA has been used in many applications for systems and devices in health care,
aerospace, and beyond. The lines that connect each application to the timeline indicate
the SMA response that is used in that application: blue lines indicate superelasticity,
red lines indicate the shape memory effect, and purple lines indicate a mix of both su-
perelasticity and the shape memory effect. Note that superelasticity is shown for stent
applications, but early implementations of NiTi stents used the shape memory effect.
However, due to superior fatigue performance, stents and most other NiTi biomedical
devices utilize superelasticity [21]. Also, some of these technologies use ternary alloys
of NiTi, such as NiTiHf in many aerospace applications. The image sources, left to
right from the left-most edge of each image: [22], [23], [12], [24], [25] [26], [27], [28],
[29], [30], [16], and [20]. All dates prior to 2015 are from Ref. [11] with the application’s
introduction; the date after 2015 is from Ref. [20].

For the majority of NiTi applications, understanding the material’s deformation, damage,

and failure is paramount. For biomedical devices with small characteristic length scales, short

cracks are important to avoid because length for crack propagation is very short. Thus,
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there is a need to understand and mitigate how plasticity accumulates and eventually leads

to fatigue crack initiation and device failure. Unfortunately, failures have been relatively

common for NiTi devices, especially for challenging conditions such as the popliteal artery

at the back of the knee (Figure 1.2). As outlined in 2015 in Ref. [15], the prevalence of

fractures in stent struts ranges from 2.6 % of stents with severe, “transectional” disruption

on blood flow when examined with angiography [31], and up to 29 % of stents with any kind

of fractures found at autopsy [32, 33]. As industry experts will emphasize, fatigue remains

a major challenge for NiTi biomedical devices. In the words of Dr. Alan Pelton at the 2017

International Conference on Martensitic Transformations, “The three most important things

about Nitinol are fatigue, fatigue, and fatigue.”

Figure 1.2: A femoropopliteal stent with two strut fractures, shown in the left image in
an X-ray radiograph, inhibits blood flow, seen in the right image in an X-ray angiograph.
Image source: Ref. [34].

Along with plasticity and fatigue crack initiation for NiTi devices with small characteris-

tic length scales, fatigue crack propagation and fracture are important for NiTi devices with

large characteristic length scales. Larger structures can allow for crack propagation before

failure, and in many cases these larges components are still in critical applications, such as

aerospace structures. An example of a fracture-relevant NiTi structure in aerospace includes

the bulk strips of NiTi that have been used for active noise reduction in turbine engines [35].

In summary, there is both a current and future need to understand the fatigue and

fracture response of NiTi, for ensuring the safety of biomedical devices and for enabling

future technologies with these materials.
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1.2.2 Martensitic phase transformation in NiTi

NiTi’s superelasticity and shape memory are driven by transformations between austenite

(A) and martensite (M). A is a cubic phase (B2) with two atoms per unit cell that is stable

at higher temperatures. M is a monoclinic phase (B19′) with five atoms per unit cell that

is stable at lower temperatures. Below the temperature at which austenite begins to form

(As), M exhibits twinning. In a simplified, two-dimensional view, twinning looks like kinks

among alternating rows of atoms. This arrangement in twinned M (also called “thermal-

M”) is illustrated in Figure 1.3. During deformation, M can undergo detwinning as a strain

accommodation mechanism. Again in a simplified two-dimensional sense, detwinning is like

straightening out the kinks among alternating rows of M to form “oriented-M” (Figure 1.3).

In addition to M , another martensite phase (R-phase, or R) can form in NiTi. R has a

rhombohedral B2′ structure with two atoms per unit cell (Figure 1.3). The strain change and

stress level for A↔ R transformation are relatively small (≈ 0.5 % and < 0.3 GPa) compared

with the A↔M transformation (≈ 5 % and ≈ 0.3 to 0.8 GPa) [36, 37]. For this reason, there

are very few (if any) applications that actively utilize the R-phase transformation. However,

unlike M , R has kinematic compatibility with A, which would enhance the resistance to

plasticity for the A↔ R transformation (again, however, this transformation is less useful).

crystal structure

microstructure

Austenite

cubic (B2)

Ti

A

Martensite

monoclinic (B19′)

Thermal-M
(twinned)

Oriented-M
(detwinned)

R-phase

rhombohedral (B2′)

Thermal-R
(twinned)

Oriented-R
(detwinned)

Ni

Figure 1.3: The crystal structure unit cells and simplified two-dimensional microstruc-
tures of the three phases of NiTi shape memory alloy: B19′ monoclinic martensite,
B2′ rhombohedral R-phase, and B2 cubic austenite. Note that martensite has 5
atoms per unit cell, while R-phase and austenite only have two atoms per unit cell.
Source: Ref. [36]

Below the austenite start temperature (As), the A → M phase transformation can be

thermally induced. In conjunction with applied deformation, the thermally-induced phase

transformation can give rise to the shape memory effect, which is illustrated in the low-

temperature portion of Figure 1.4. Between 0 and 1 , mechanical deformation causes
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detwinning in the martensite from M to M+. After relaxing the stress to 2 and heating

to 3 , just below the austenite start temperature, the material remains M+. However,

upon heating through 3 and past 4 , the microstructure transforms to A, and the material

macroscopically recovers the applied deformation and returns to its original shape. After

cooling below As, the material returns to the twinned martensite M without changing the

macroscopic shape of the material.
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Figure 1.4: From one wire sample in uniaxial tension, both the shape memory effect
and superelasticity can be demonstrated. Source: Ref. [36]

A simplified way to envision the mechanism of this shape recovery is the possible con-

figurations of martensite and austenite. Martensite can be detwinned in many different

configurations to accommodate deformation in multiple directions (including for more com-

plex deformations than the uniaxial tension example in Figure 1.4), but there is only one

configuration for the cubic austenite. This shape recovery mechanism is illustrated in Fig-

ure 1.5.
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A M+M

One possible configuration
in original shape

No macroscopic shape
change with twinning

Detwinning accommodates macroscopic deformation
by reshaping into many different configurations

Cooling Deformation

...

Heating

Figure 1.5: The shape memory effect can be envisioned with simple transformations of
lines. Note that this diagram oversimplifies the microstructure, since A has two atoms
per unit cell, while M has five. In austenite, there is only one possible configuration for
the lines to intersect at right angles (analogous to the B2 cubic microstructure of A).
Upon cooling to twinned martensite M , there is not a significant macroscopic shape
change, because twinning involves relatively small, zigzagged shifts in the atoms. When
M is detwinned, however, large macroscopic deformation can be accommodated, and
the microstructure can have many possible configurations. Upon heating, however, it
must return to the one configuration of A.

Above the austenite finish temperature (Af), the A → M phase transformation can be

mechanically induced to give rise to superelasticity, which is illustrated in Figure 1.4 with the

mechanical response of NiTi uniaxial tension. At 5 , the material is A. Under elastic defor-

mation to 6 , the material is macroscopically still austenite (although microscopically phase

transformation begins within grains before the macroscopic onset of phase transformation

at 6 [38]). From 6 to 7 , there is a localization and propagation of A→ M+ transforma-

tion until macroscopically the material is fully M (although on the microscale, there can be

regions of untransformed A [8]). Upon unloading from 7 to 8 , the material initially has an

elastic recovery of M . From 8 to 9 , there is reverse phase transformation, M+ → A. Sim-

ilar to the forward transformation, the reverse transformation has a structural propagation,

although at a lower stress level. Finally, with stress fully relaxed at 10 , the deformation is

mostly recovered, with only small levels of residual martensite and plasticity.

1.2.3 Functional and structural fatigue and fracture in NiTi

Shape memory alloys (SMAs) have promising applications in new frontiers, but funda-

mental questions remain about their durability because martensitic phase transformations

add significant complexity. As outlined in Ref. [39], the complexities for thermo-mechanical

behavior of NiTi include:

1. nonlinear, non-monotonic stress-strain response with significant hysteresis and path

dependence;
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2. acute thermo-mechanical coupling from latent heat effects and enthalpy changes;

3. anisotropy due to microstructural texture and the inherent anisotropy of B19′ marten-

site [40];

4. tension-compression asymmetry;

5. unstable stress-induced transformation that loads to macroscopic localization and prop-

agation of the phase transformation; and

6. simultaneous slip and phase transformation [38].

With repeated mechanical and/or thermal cycling, shape memory alloys exhibit two

types of fatigue: structural fatigue and functional fatigue. Structural fatigue is the accumu-

lation of damage that leads to crack initiation and growth. Functional fatigue is the decay

of properties related to the phase transformation. Structural fatigue is common to other

engineering materials, but functional fatigue is typically not (because most structural mate-

rials do not exhibit reversible phase transformation). Examples of functional fatigue include

“ratcheting”, or a gradual length increase during thermal cycling (shape memory effect), and

“shakedown,” or a reduction in the energy absorbed per during mechanical cycling.

The A→M transformation of NiTi has a very small volume contraction (0.023 %), and

this near-zero volume change is an important feature for martensitic transformations to ex-

hibit superelasticity and the shape memory effect [41]. Nonetheless, the interfaces between

A and M are slightly incompatible, and plasticity is required to accommodate their kine-

matic mismatch [42]. This plasticity accumulates as residual strain after repeated thermal or

mechanical cycling. Functional fatigue includes this irrecoverable strain (from plasticity and

residual martensite). More broadly, though, functional fatigue is manifested as changes in

phase transformation’s characteristic stresses and strains. For superelasticity, functional fa-

tigue involves decreased transformation stresses (“shakedown”), decreased recoverable strain

upon cycling, and accumulation of residual strain. For the shape memory effect, functional

fatigue involves decreased transformation strains and accumulation of residual strain (“ratch-

eting”).

Functional fatigue remains a significant challenge for the durability and service life of

SMAs, and there is a lack of understanding about the fundamental origin of functional

fatigue on the microstructural level. For example, irrecoverable strain can be generated

with thermal cycling under a bias stress that is much lower than the yield stress [43]. Also,

after only a few mechanical cycles, significant residual martensite can remain in grains [8].

Furthermore, after only a few thermal cycles, a high density of dislocations can form in

austenite [43].
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If enough plasticity accumulates (as part of functional fatigue), then cracking (structural

fatigue) will follow. On top of the challenges of understanding functional fatigue in SMAs,

structural fatigue adds new complications from fracture mechanics. For example, at rela-

tively low stress intensities (near the fatigue threshold of a material, at which crack initiation

occurs), there can be a strong effect from crack closure. Furthermore, the theories of frac-

ture mechanics, especially linear elastic fracture mechanics, can be violated by SMAs [2].

Since existing theories of fatigue and fracture mechanics are limited by these complexities,

durability predictions for SMA structures are primarily based on costly and slow empirical

measurements. A deeper understanding of SMA fatigue and fracture from new observations

and experimental approaches will enable more accurate component life predictions for both

existing and future SMA applications.

Although SMAs have dramatically varied mechanical responses as a function of tem-

perature, there are no comprehensive measurements of SMA fracture along a continuum

temperature with more than three temperature data points. As described in Section 1.2.2,

thermomechanical coupling in NiTi SMA is driven by reversible martensitic phase trans-

formations between B2 cubic austenite and B19′ monoclinic martensite (a third phase,

“R-phase”, sometimes has a non-negligible role, to further complicate the system). The

transformation between austenite and martensite can be either thermally or mechanically

activated. Austenite and martensite have different mechanical properties such as elastic

modulus, and different volume fractions of austenite and martensite can exist at different

temperatures and pressures (analogous to a phase diagram of better-known materials, such

as H2O). Furthermore, SMAs have additional strain accommodation mechanisms beyond

elasticity and slip/plasticity. In the martensite phase, SMAs can accommodate additional

strain with detwinning. In the austenite phase, SMAs can accommodate additional strain by

transforming into martensite (giving rise to superelasticity, or the recovery of large strains

on the order of 5 to 10 %).

Several works have addressed the role of microstructure in SMA fatigue and fracture,

but most microstructurally-sensitive measurements have been application-specific (e.g. with

processing conditions to match stents) and have not addressed basic microstructural varia-

tions such as bulk anisotropy (such as processing/rolling directions), grain size morphologies,

and precipitate distributions. All of these microstructural variations are known to affect the

mechanical properties of SMAs, but have not been explored comprehensively in the con-

text of fatigue and fracture mechanics. Additionally, the microstructure and temperature

sensitivities of SMAs are intertwined. For example, the connection between transformation

temperature and stress for the austenite-martensite phase transformation can typically be

modeled with the Clausius-Clapeyron relation, but in NiTi with grain sizes less than about
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60 nm, the Clausius-Clapeyron relation no longer holds.

1.2.4 Core: probing the role of phase transformation on SMA fatigue and frac-

ture with advanced techniques in experimental mechanics

In light of these uncertainties from thermomechanical coupling and microstructural sen-

sitivities, this work provides new evidence to inform durability predictions of SMAs. This

work builds upon the large body of scientific work about NiTi by using it as a model material

for SMAs in order to:

1. address scientific knowledge gaps about martensitic phase transformation in the pres-

ence of cracks, and

2. inform both current and future applications of SMAs in areas that are sensitive to

fatigue and fracture, such as health care, automobiles, aerospace systems, civil struc-

tures, and beyond (as surveyed in Section 1.2.1).

The mechanical response of SMAs is complicated by temperature, crystallographic tex-

ture, and grain size (Figure 1.6). Relatively small changes in grain size and temperature

can lead to dramatic changes in the stress-strain response within one cycle, as shown in

Figure 1.6, as well as among several cycles (with significant differences in functional fatigue

for various textures, grain sizes, and temperatures). Although these features of grain size,

anisotropy, and temperature dependence still represent challenges for measuring and mod-

eling the thermo-mechanical response, they can also be leveraged to make observations and

conclusions about the role of phase transformation on the fatigue and fracture mechanics

of SMAs. The undertaking of this work is studying the fatigue and fracture mechanics of

SMAs by systematically exploring these features as experimental variables, with grain size

in Chapter 5, texture in Chapter 6, and temperature in Chapter 7.
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Figure 1.6: The mechanical response of NiTi SMA in one tension cycle is strongly
affected by grain size (left; data from Ref. [44]), crystallographic texture (center), and
temperature (right). These three features that complicate the mechanical response of
NiTi are leveraged as experimental variables in this work to probe the role of phase
transformation on the fatigue and fracture mechanics of SMAs.
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1.3 Introduction to digital image correlation

1.3.1 DIC fundamentals

Digital image correlation (DIC) is a surface displacement measurement technique that

can capture the shape, motion, and deformation of solid objects [45].2 The basic operation

of DIC is tracking a pattern (often called a speckle pattern) in a sequence of images. The

process of a DIC experiment (illustrated in Figure 1.7) can be divided into three steps:

1. obtain a pattern on the sample for tracking,

2. capture images of the sample during motion/deformation, and

3. analyze the images to compute the sample surface’s displacements.

reference
state

deformed
state

reference
image

deformed
image

(2) capture image 
sequence

(3) correlate patterns 
to compute displacements

time displacements

no
pattern patterned

(1) apply
speckle pattern

Figure 1.7: The fundamental steps of digital image correlation are: (1) apply a speckle
pattern; (2) capture an image sequence; and (3) correlate patterns in the deformed
configuration with their positions in the reference configuration.

The first image in the sequence is defined as the reference image, orthe baseline to which

the other images are compared. DIC matches the pattern between the reference image and a

deformed image, and then calculates the pattern’s displacements between the reference and

deformed images.

A simplification of the DIC analysis is illustrated in Figure 1.8, with the following five

steps:

(a) The reference image has a recognizable pattern of dots that will be tracked.

(b) A portion of the pattern, called a subset, is selected for tracking. The term facet is

also used instead of subset, but this thesis adopts the term subset.

2This chapter has been reproduced and adapted from a website by
the author, http://digitalimagecorrelation.org/, under the Apache License 2.0
(https://www.apache.org/licenses/LICENSE-2.0).
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(c) The center of the subset (the red dot, which is not part of the speckle pattern) is the

place in the reference image from which the displacement will be calculated.

(d) After the material is deformed from the reference image’s initial position, the subset

in the deformed image is matched to the subset from the reference image.

(e) Once the subset is matched, DIC calculates the subset center’s relative displacement

between the reference and deformed images. The displacement here is the (small)

difference between the blue and red dots. The next example will show how this basic

operation is extended to multiple subsets and DIC points.

(a) define the
reference pattern

(b) choose a
subset

(c) given the
subset center

(d) match the deformed subset
to the reference subset

(e) calculate the
subset’s displacement

Figure 1.8: For each data point of DIC, there are five steps for a DIC analysis: (a) define
a reference pattern with recognizable features; (b) select a subset of pixels within that
reference pattern with a certain center position, (c); (d) match the deformed subset to
the reference subset; and (e) calculate the subset’s displacement.

The previous example computed the displacements from one subset, but DIC computes a

field of displacements by tracking multiple subsets. The same procedure as before is repeated

in Figure 1.9, except this time with four equally-sized subsets in a two-by-two grid. This

yields four more points with displacement information, for a total of five data points.
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(a) define the
reference pattern

(b) choose 
subsets

(c) given the 
subset centers

(d) match the deformed subsets
to the reference subsets

(e) calculate each
subset’s displacement

Figure 1.9: The same procedure from Figure 1.8 is repeated for many subsets, with
each subset contributing one DIC data point. Shown here are four subsets.

From the five subsets (one from the first example, and four more from the second exam-

ple), there are five total points for which the displacements have been calculated. Each of

these points can be referred to as a DIC point.

The displacement at each DIC point is a vector, so the components of the vector can

be decomposed. For two dimensions of displacement, the components can be written in a

Cartesian coordinate system as the horizontal displacement (u) and vertical displacement

(v). Three dimensions of displacements (u, v, and w) can also be measured with a more

complicated type of DIC that uses triangulation. More details on the different types of DIC

are presented in Section 1.3.2.
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five displacements from five subsets

Figure 1.10: The single subset from Figure 1.8 and the four subsets from Figure 1.9 are
combined (with overlapping permitted) to form a DIC “field” with five displacement
data points.

Macroscopic DIC is commonly utilized to study the mechanical properties of solids. One

of the most common experiments for solid materials is a uniaxial tension experiment, shown

in Figure 1.11. The goal of this experiment is to quantify how much the material deforms

when a force is applied. There are many different ways to measure the deformation of the

material, including strain gauges, extensometers (mechanical, laser, or optical), and DIC.

While strain gauges and extensometers provide a single measurement of strain or displace-

ment in the material, DIC can provide many surface displacement measurements across the

material. With displacements across the material, DIC can capture the local deformations

that arise from inhomogeneity, cracking, stress concentrations, plastic instabilities, phase

transformations, and other localized material phenomena.
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Figure 1.11: In the context of experimental mechanics, DIC is used in conjunction with
materials testing to track deformation during a known deformed state (for example, a
prescribed global deformation with a measured amount of force).

1.3.1.1 Subset and step sizes

Two important dimensions in a DIC calculation are the subset size and the step size.

The subset size is the width and height of the subset square in the reference image. The step

size is the distance between subset centers. Both the subset size and step size are measured

in units of pixels. The most important factor for determining subset size is that each subset

should contain at least three speckles [45]. A secondary factor for choosing subset size is the

competition of better pattern matching for bigger subsets (with more uniqueness for a larger

area of features in the image) versus better spatial resolution for smaller subsets (with less

spatial smoothing/filtering of the image data). A third factor is that larger subsets require

more computation time. The step size has a much stronger effect on spatial resolution

than the subset size. Smaller step sizes yield more DIC data points and thus higher spatial

resolution. The diagram below shows a range of step sizes for the same field of view and

subset sizes.
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step size 
= 1/2 subset size

step size 
= 1/4 subset size

step size 
= 1/8 subset size

Figure 1.12: Extending from Figure 1.10, subsets can overlap to increase the density
of data points in the DIC data field, down to the maximum resolution of neighboring
pixels also having neighboring DIC data points (for a “step size” of one pixel, which is
the minimum spacing among subsets).

1.3.1.2 Spatial and temporal resolution limits

Two important questions for planning DIC experiments are, (1) What is the smallest

displacement that this experiment can reliably measure?, and (2) What is the image exposure

time that should be used? Both of these questions are addressed here.

The smallest possible displacement measurement is limited by the quality of the experi-

ment’s images. In general, DIC algorithms are capable of detecting sub-pixel displacements

on the order of 0.01 px. Sub-pixel displacement resolution is enabled by interpolation (gener-

ally bicubic spline interpolation) on the image data. A simple example of this interpolation

is demonstrated below on a portion of an image from a DIC experiment. In practice, ex-

perimental variables introduce error into the measurements, and the smallest displacement

measurements that can be expected from DIC, often called the noise floor, is on the order

of 0.10 px.

raw, grayscale raw, colorized

raw, colorized interpolated

interpolated

Figure 1.13: Interpolation is performed on the grayscale intensity of DIC images to
enable sub-pixel displacement precision.
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Since the noise floor of DIC in practice is about 0.10 px, then the images should be

captured with an exposure time that limits the sample motion during the exposure time to

less than 0.10 px (or even less than 0.05 px to be safe). If the exposure time exceeds the noise

floor of the calculation, then the images would have blurring that would deteriorate the DIC

displacement accuracy. For example, if the sample displacement is 1 micron/second, and the

imaging resolution is 10 microns/px, then the DIC noise floor is 0.10 px (10 microns/px) =

1 micron, so the image exposure time should be less than 1 second (or less than 0.1 second

to be safe, by matching the limit of 0.01 px for DIC algorithms).

1.3.1.3 Strain calculation

Computing strains is a common post-processing step with the displacements from DIC.

Generally, spatial strains are computed from the displacements with a spatial derivative

that has a filtering operator. This filtering in the strain calculation can blur highly-localized

deformations with sharp features or discontinuities. With spatial filtering to compute the

strains, the sharp features are smoothed out and can hide key phenomena like slip bands [46].

A second precaution for using DIC strain data is that the field of strains calculated with

spatial derivatives on DIC displacements make a small strain assumption (from infinitesimal

strain theory, in contrast with finite strain theory). In the small strain assumption, the higher

order term of the strain calculation is neglected. Broadly, the small strain assumption has

less than 10 % error for strains less than 10 %, but is problematic for strains larger than 10 %.

An alternative to using spatial strains with DIC data is creating “virtual extensometers” that

measure a one-dimensional engineering strain (change in length divided by original length).

For a uniaxial tension experiment with DIC, many virtual extensometers can be defined

across the gauge length of the sample, and then an average engineering strain (and statistics

on the measurement noise) can be computed.

1.3.1.4 Suggestions for when not to use DIC

DIC is not a miraculous measurement technique, and there are many experiments in solid

mechanics that are better suited to other techniques. Two such cases are:

1. Measuring very small strains: The minimum resolvable strain for DIC varies from

setup to setup, but a rule of thumb is that the noise floor of DIC in practice is about

0.1 px. If the strain(s) of interest would correspond to displacements of less than 0.1 px

displacement, then DIC will not give a reliable measurement. Consider mechanical

extensometers, laser extensometers, and strain gauges instead.
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2. Measuring deformations with low pixel-size sensors (e.g. ultra high speed

cameras): DIC has lower spatial resolution than other full-field measurement tech-

niques (most notably, the grid method). The grid method is a Fourier-based analysis

on the deformation of a regular grid pattern. More information and open-source codes

on the grid method can be found at http://www.thegridmethod.net/.

1.3.2 Types of DIC algorithms

One way to categorize DIC algorithms is by the dimensions of the calculated displace-

ments. For images collected by just one camera, only two dimensions of displacements can

be known. This is called two-dimensional, or 2-D DIC (also commonly written as 2D-DIC).

When images from more than one camera are used, depth can be measured with triangula-

tion. This is called three-dimensional, or 3-D DIC (also commonly written as 3D-DIC).

2-D DIC assumes that the sample’s deformations are constrained to a plane that is

parallel to the camera. In practice, out-of-plane motion can be a large source of error for 2-

D DIC [47]. Also, images can have distortions that introduce error into DIC measurements.

For example, camera lenses and optical microscopes generally have barrel distortions.

For 3-D DIC, out of plane deformations are measured with triangulation. As long as

the sample remains in focus, then the out-of-plane deformations do not introduce error in

3-D DIC (unlike 2-D DIC). Furthermore, lens distortions are corrected in 3-D DIC through a

calibration procedure. See Section 1.3.5 for more details about calibrating 3-D DIC systems.

Another benefit of the 3-D DIC calibration process is that the length scale of the images are

accurately connected to the physical length scale of the imaging system. In contrast, the

length scale of 2-D DIC is introduced by a simple and less accurate conversion between the

pixel size of the images to the physical size of the images (e.g. millimeters).

An important note is that 3-D DIC can only measure displacements on the surface of a

material, not within the three-dimensional volume of a material. This extension of DIC from

pixels to voxels (three-dimensional pixels) is called digital volume correlation (DVC) [48].

To measure displacements within a solid, the imaging system must be able to see inside the

material, and the algorithms of DIC must be extended to capture displacements through

the volume. Two examples of imaging systems that can see inside materials are X-ray

tomography and confocal microscopy.

A comparison among 2-D DIC, 3-D DIC, and DVC is illustrated in Figure 1.14.
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Figure 1.14: Broadly, there are three DIC types with respect to the dimension of the
data: 2-D DIC (measures a plane with two dimensions of displacements), 3-D DIC
(measures a surface with three dimensions of displacements), and DVC (measures a
volume of three dimensions of displacements).

A second way to categorize DIC algorithms is by the pattern matching technique. The

pattern can be separated into multiple subsets that are individually matched. This is called

local DIC. Alternatively, the pattern can be matched in one go using a finite-element based

approach. This is called global DIC. Local DIC was introduced before global DIC, and local

DIC is more popular. Many of the principles in this guide apply to both local and global

DIC, but details that only apply to local DIC (such as subsets) are included.

1.3.3 Speckle patterning

To match the reference and deformed images, DIC tracks features on the sample surface

that collectively form the speckle pattern. Occasionally, a sample’s surface will inherently

have features that suffice for a natural speckle pattern, but typically an artificial speckle

pattern must be applied to the sample. The quality of DIC results are strongly dependent

on the speckle pattern, and optimum speckle patterns meet the following conditions.

1. The pattern covers the sample surface in the area of interest.

2. The pattern moves and deforms with the sample, but does not exert a significant

mechanical stress on the sample. In other words, the pattern is fully adhered to the

sample, but deforms extremely easily compared to the sample.

3. The features that comprise the pattern (the speckles) are random in position but

uniform in size.

4. The speckle size is at least 3 pixels to avoid aliasing [49], but not much more than

7 pixels to achieve a relatively high density of DIC points [50]. If speckles are much
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larger than 7 pixels, then there will be relatively few DIC data points possible. Also,

note that these speckle sizes are not averages, but are rather the range of the smallest

and largest speckles [51].

5. The pattern has good grayscale contrast, which reduces error [45]. One way to visualize

this contrast is a histogram: with the number of pixels plotted with respect to grayscale

level, the pattern has a mix of dark and bright pixels, indicated by two peaks in the

histogram’s spectrum, and the separation between the two peaks is broad. Ideally, the

two peaks look like a bimodal Gaussian distribution.

6. The edges of the speckles are softened (rather than sharp and distinct with the back-

ground). This allows the pixels of the camera sensor to avoid aliasing the speckle

edge [52].

7. The pattern is stable in the testing environment. For example, for a high-temperature

experiment, the pattern does not decay or darken under heating.

8. The pattern has a speckle density of about 50 % [4]. When the pattern has either too

few or too many speckles, then this results in features that are both too big and too

small [51]. This concept is illustrated in Figure 1.15.

too sparse just right too dense

Figure 1.15: The optimum speckle pattern has a speckle density of about 50 % [4]. If
there are either too few or too many speckles, then effectively this creates a pattern
with features that are both too big and too small. For example, for a pattern that is too
sparse (left), the whitespace acts as speckles that are too large, and then comparatively
the black speckles are too small. These artificial speckle patterns were generated with
the Speckle Generator software from Correlated Solutions, Inc.

In most cases, the sample’s natural surface is not the best pattern that could be achieved.

There are many ways to apply artificial speckle patterns, and the main techniques are listed

below. Also, see Ref. [53] for a summary of speckle patterning for many length scales, and

Ref. [54] for a summary of speckle patterning for microscopic length scales.
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Paint: Painted speckle patterns are popular because paint is relatively compliant to most

engineering materials, and high-quality speckle patterns can be applied quickly with spraying

paint. Since paint colors other than black and white will inherently have less contrast, black

and white paints are recommended. Using white paint as the background and black as the

speckles is favored over the converse order because black paint maintains better contrast

over white paint [4], as detailed in Chapter 3.

If the sample will undergo large deformations and/or high strain rates, then plan to

perform the experiment within 24 to 48 hours of painting. As the paint dries and hardens,

it loses its ability to deform with the sample [55]. A range of speckle sizes can be produced

with sprayed paint. Artist grade airbrushes, such as the Iwata CM-B, can produce speckle

sizes between 10 and 100 microns by varying the airbrush pressure (more pressure creates

smaller speckles). Cans of spray paint can produce larger speckles, in the range of 100 to

1000 microns.

Inks and dyes: For hyperelastic materials (including many elastomers, polymers, and

biomaterials), paint is not stretchy enough to track with the sample as a speckle pattern.

Inks and dyes that permeate the sample material can be viable speckle pattern options.

Stamping, masking, spraying, and stenciling can be deployed to apply the ink or dye. For

example, biological soft tissue can be stained with methylene blue and then airbrushed with

white paint for speckles [56]. Some DIC practitioners use permanent markers, as well.

Powder particles: For moist or sticky materials, powder particles may adhere better

than paint. Graphite powder is popular for dark speckles, and alumina or magnesium oxide

can be used for a white basecoat. Another use for powder patterns is achieving smaller

speckles than painted patterns can produce. Using a combination of filters and compressed

air, powder particle patterns smaller than 10 microns can be deposited on a smooth/polished

sample to form a speckle pattern [57].

Nanoparticles: For even smaller speckles than powders (about 20 to 100 nanome-

ter speckle size, for scanning electron microscopy digital image correlation), self-assembled

nanoparticles can be utilized [58].

Lithographed patterns: Lithography is another method for achieving small speckle

size, with the benefit of a higher degree of control than most other microscale patterning

methods [59].

1.3.4 Image capturing

The key step of data collection for DIC is capturing images. In general, good photography

or microscopy practices translate to good DIC images, but there are extra considerations for

optimizing DIC results.
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The first consideration is selecting the appropriate image magnification. The image mag-

nification depends on the length scale of the samples and phenomena that the experiments

will investigate. The algorithms for DIC are inherently length scale independent, so the phys-

ical length scale conversion arises from the image magnification. For example, DIC has been

performed on the length scale of meters to track the collapse of Mount St. Helens [60], all

the way down to single atoms with transmission electron microscopy [61]. Most commonly,

though, cameras are used to capture DIC images.

Building a successful DIC setup requires making the right equipment choices. For optical

DIC systems with cameras, lenses, and lights, there are a few selection criteria that optimize

the system:

1. For DIC images, color is superfluous and can be problematic. The best practice is to

select black-and-white cameras. Often, cameras that are marketed for machine vision

applications are very suitable for DIC, as well.

2. The camera sensor should have low noise, high quantum efficiency, and high dynamic

range. Historically, charge-coupled device (CCD) sensors have outperformed comple-

mentary metal-oxide-semiconductor (CMOS) sensors, but new advancements in sen-

sor technologies have leveled the playing field between CCD sensors and the next-

generation of CMOS sensors (e.g. Sony Pregius).

3. Lenses should have low distortion. The best lenses for DIC are telecentric, which means

that the sample’s magnification does not vary within the lenses depth or field of view.

4. For lenses with adjustable apertures, use the mid-range apertures, say f-stop 5.6, 8, or

11 for a lens with an f-stop range of 1.8 to 22 (the more extreme apertures introduce

more distortions in the imaging).

5. The lenses and cameras should be rigidly mounted on an optics table (ideally) or on a

high-quality tripod, and sources of vibration should be minimized. Be sure to clamp,

tie, or tape down the camera cables, too.

6. For systems with two or more cameras, much sure the cameras are viewing the same

area. Small differences between the height of the epipolar lines can make calibration

difficult [62].

7. Good focus is critical. Make sure that the most important region in your area of

interest is the best-focused area.
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8. Lighting should be evenly distributed along the sample’s area of interest. The lighting

should be intense enough to achieve sufficient exposure for the images, yet not too

intense to introduce saturated pixels. A saturated pixel is the maximum value of the

sensor (such as 255 for an 8-bit sensor, 255 = 28 − 1). When a pixel saturates, DIC

can no longer perform sub-pixel interpolation at that pixel.

9. The lighting should also avoid introducing too much heat. Halogen lamps are very

bright but also very hot, while LEDs are cooler (but high-intensity LEDs can still

generate a significant amount of heat).

10. For maximizing optical DIC results, polarizing filters can be placed orthogonally on

the lights and lenses (a photography trick called cross polarization). For DIC, cross

polarization increases contrast, decreases error, and attenuates saturated pixels that

prevent sub-pixel correlation [3], detailed further in Chapter 2.

11. Lastly, using a fan to gently blow air over the DIC setup is pragmatic because the

turbulent flow prevents heat waves from distorting the images [63].

Once a set of fantastic hardware is assembled into a DIC system, care must be taken to

ensure its long-term performance. The best practices for cleaning cameras and lenses are

summarized below.

1. The lenses and cameras must be cleaned to remove dust. Two easy ways to check for

dust on DIC gear:

(a) Shine a flashlight on the lens or sensor cover and move the flashlight around at

different angles. Any specks of dust will be more visible.

(b) Point the camera at a uniform, diffuse, bright light (e.g. light panel with a diffuser)

and increase the exposure just until the image is mostly saturated, then moving

the camera and seeing and darker spots in the view that don’t move while you’re

moving the camera.

2. Be especially careful while cleaning cameras, lenses, and sensors (only clean sensors

with protective covers or panels), because improperly cleaning the gear can introduce

permanent scratches. For a primer on cleaning photography gear, B&H photo has

a great guide available at http://www.bhphotovideo.com/explora/photography/tips-

and-solutions/how-clean-your-lens-and-filters.

3. To remove dust, do not blow air at the lenses from an air can or from your mouth,

which can introduce moisture on the lens that leaves a residue. Use a photography

type duster instead.
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4. If the duster doesn’t get everything, then escalate to lens cleaning tissues. Only use

new, clean lens cleaning tissues that have been moistened with lens cleaning solution.

1.3.5 Calibration

For 2-D DIC, the only calibration is a length scale conversion from the pixel space of DIC

to the image’s magnification, so the calibration needs a line of known length (such as the

horizontal field width, or HFW). For 3-D DIC, the cameras must be calibrated with respect

to one another in space, so a line is no longer sufficient. Thus, common calibration procedures

involve a calibration grid, or a plane of known dimensions. This concept is illustrated in

Figure 1.16. The artificial speckle pattern and mock calibration grid were generated with

the Speckle Generator and Target Generator softwares from Correlated Solutions, Inc.

image

one
camera

HFW

2-D DIC calibrates
with a line (HFW)

image

two 
or more
cameras

3-D DIC calibrates
with a plane (calibration grid)

Figure 1.16: DIC calibration takes different approaches for the different types of DIC.
For 2-D DIC, only the horizontal field width (HFW) is needed to calibrate the pixel
size. 3-D DIC requires a more complicated calibration procedure that involves several
images of a calibration grid with a plane of dots.

For the line length measurement to calibrate 2-D DIC, small errors in the line length can

create large errors in the resulting displacements, so an accurate reference such as a precision

ruler should be used.

For 3-D DIC, the calibration procedure varies among DIC software packages, but general

best-practices are listed below.

• For an image horizontal field width (HFW) smaller than about 25 mm, a glass cali-

bration grid with laser-etched marks is recommended due to the high precision at the

small length scale. Printed grids on paper suffice for HFWs larger than about 25 mm.

If using a printed grid on paper, then firmly affix the printed grid to a flat and rigid

substrate, such as a section of PMMA sheet.
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• For glass calibration grids, backlight the grid either with a diffuse LED light panel or

with indirect backlighting. One indirect backlit option is shining a light on a white

poster board with a matte finish.

• With the grid in the cameras, set the light intensity to just before saturation to get

good contrast.

• Incrementally move and rotate the grid in the field of view, then take an image pair.

• Take 25-50 calibration images (more can produce even better results, but with dimin-

ishing returns).

• To hold the calibration grid, a dial indicator arm mounted on a two-axis stage with a

magnetic base is fantastic. A lower-cost option with similar effect is a third-hand. An

example of a dial gauge holder with a calibration grid is shown in Figure 1.17.

Figure 1.17: An expedient way to hold a calibration grid for 3-D DIC calibration is the
magnetic base stand commonly used for dial gauges. Note that the calibration grid is
shrouded in tape on the perimeter to cushion a fall in the event of dropping the grid.

1.3.6 Validation and error evaluation

An important question for a DIC practitioner to ask is, “How accurate are these mea-

surements?” Evaluating DIC errors is important because DIC results can vary widely among

setups, speckle patterns, correlation parameters, and other conditions. It is difficult to sepa-

rate the relative contributions of individual error sources in DIC experiments, but the overall

error of an experiment can be estimated with appropriate measurements. Two possible val-

idation and error evaluation methods are:

1. Measure the noise floor of the setup and speckle pattern by capturing the “Type A”

errors from repeated, static images (no motion or deformation between images) [64].

27



The mean and distribution of the displacements represent the noise floor (which should

be about 0.1 px, and is not zero because of noise and error).

2. Compare the displacements (or strains) from DIC with a second measurement. A

direct comparison with displacements can be accomplished with precise rigid body

translations on the sample from a trusted source (e.g. Vernier micrometer or precision

linear stage). The displacements can also be measured from an LVDT, laser, or other

techniques. Strains and deformations can be compared with extensometers (mechanical

or laser), as well as strain gauges (although strain gauges are limited to small strains).
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CHAPTER 2

Cross polarization for improved optical digital image

correlation

2.1 Introduction

Digital image correlation (DIC) is a surface displacement and deformation measurement

technique that was pioneered in the 1980s [65, 66] and has become a popular method in

experimental mechanics. It provides capabilities beyond the averaged, discrete measure-

ments provided by traditional strain gages and extensometers. DIC is a non-contact, optical

method that measures nonuniform displacement fields, providing quantitative measurements

of heterogeneous material deformations arising from features such as stress concentrations,

sites of damage accumulation, and localized phase transformations. DIC is normally limited

to measuring surface displacements, but the principles of DIC have been extended to digi-

tal volume correlation (DVC) for measuring internal displacements with through-thickness

imaging methods such as x-ray tomography [67] and confocal microscopy [48]. In this work,

we will address improvements to macroscopic, optical, surface DIC measurements.

The basic DIC procedure consists of (1) applying a speckle pattern to the surface of

a specimen, (2) taking a sequence of grayscale digital images of the specimen during a

mechanical experiment, and (3) performing DIC analysis, usually as a post-processing step

(since it is computationally intensive) to calculate displacements and strains of the specimen

surface. Thus, good measurements require high-quality speckle patterning and high-quality

images.

1. The attributes of optimum speckle patterns include a non-repeating pattern of dots

(speckles), high grayscale contrast, and speckle diameters of at least 3 px to avoid

aliasing [49, 68], but still small enough to maintain desired spatial precision [51]. Good

patterning to obtain speckles of a relevant size and random distribution is an art,

usually applied for macroscopic testing by airbrush painting (and by techniques such

29



as self-assembling nanoparticles for microscale testing [58]). While important to the

success of DIC, speckle patterning is not the focus of this work. Recommendations can

be found in prior work [16, 62].

2. The fundamental data acquisition method of DIC is image capturing. If a single camera

is used, only in-plane displacements (u, v) are obtained, so it is termed 2-D DIC. If two

synchronized cameras are used, all three displacements (u, v, w) can be obtained, so it

is termed 3-D DIC (or stereo DIC)1.

3. Many DIC codes have been developed, but they use the same methodology to optimize

a cross-correlation function of grayscale intensities of the patterned surface to compute

point-by-point displacements between a reference image and deformed image(s). The

earliest and most common algorithms perform local DIC by discretizing the area of

interest into groups of pixels called subsets [66]. Global DIC methods have also been

developed [69], with a set of nodes akin to a finite element mesh instead of the subset-

based methods of local DIC. We used local DIC in this work, but the same requirements

for good speckle patterning and imaging apply to both methods.

Metrics on the influence of image quality for DIC analysis (step 2 above) and recom-

mendations to achieve optimal results are presented in this work. In short, the usual best

practices for good scientific photography apply here. The goals for imaging are sharp focus,

good depth of field (where required), high contrast, and uniform and diffuse illumination.

Sharp focus may require relatively fast exposure times to minimize noise [70] and motion

blur [68], yet this requires intense lighting. The lighting should be bright enough for fast

exposure times, yet should not cause saturated pixels, which prohibit sub-pixel displacement

accuracy and increase correlation error [68]. Usually, optical DIC is best performed with

direct line-of-sight to the specimen surface, to avoid refraction issues and aberrations from

intervening optics or other transparent materials (such as environmental chamber windows),

since imaging through glass can increase correlation error [71]. Other (perhaps obvious)

best practices include the use of rigid camera mounts, the use of moderate lens apertures to

avoid accentuated lens distortions at extreme apertures, the removal of dust from lenses and

camera sensors, and the avoidance of thermal gradients that also can cause light aberrations.

This work characterizes the technique of cross polarization for optical DIC, and presents

two experiments to quantify the effects of cross polarization with common cameras, lights,

1We have chosen “3-D DIC” to describe our DIC measurements with three dimensions of displacement.
While 3-D DIC does provide all three displacements, it is still a surface measurement that only provides
in-plane gradients of displacement (thus, four components of the deformation gradient, or equivalently three
strain components and one rotation). It should not be confused with volumetric DIC (DVC), which can
provide the full 3-D deformation gradient (nine components, or six strain components and three rotations).
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and speckle patterning method. Although cross polarization is an established technique for

studio [72], archival [73], forensic [74], dental [75], ophthalmological [76], and dermatologi-

cal [77] imaging, it is a new practice for DIC. Independently and simultaneously, the group

of Cooper, Skaggs, and Reu, and the group of LePage, Shaw, and Daly introduced cross po-

larization for DIC experiments [78, 79]. When light illuminates a specimen, reflections can

be roughly classified into two types, specular reflections2 (from smooth areas of the surface)

that preserve their light polarity and diffuse reflections (from rough areas of the surface)

that do not. Specular reflections appear to the camera as high intensity (shiny) spots on the

surface and can lead to pixel saturation (glare). From rougher areas of the surface, however,

light intensity is diminished and light polarity is strewed when scattered from asperities and

sub-surface scattering centers (Figure 2.1a) [80]. With flat samples, specular reflections can

be minimized by placing the lights and cameras in positions that avoid direct reflections

(which have equal angles for incident and transmitted light rays) from the sample surface.

This is not possible with rounded samples such as tubes and cylinders, however. Thus, the

benefits of cross polarization described in this work are likely even greater for round samples

than for the flat samples presented here. The technique of cross polarization simply consists

of placing a linear polarizer between the light source and the specimen and a second polarizer

(of a perpendicular polarization axis to the first one) between the specimen and the cam-

era. Thus, the orthogonal polarization between incident and reflected light off the specimen

surface selectively attenuates just the specular reflections, resulting in diffuse lighting to the

camera (Figure 2.1b).

2The terminology is unfortunate in this context. In the optics community, “specular” reflections are
defined as those reflections that maintain their polarity. This should not be confused with the “speckle” DIC
pattern, which is defined as a random (non-periodic), black-white pattern of dots.

31



sample

incident
light

diffuse
reflectionspecular

reflection

polarizer

(a) Specular and diffuse reflections

sample

incident
light

camera

vertical
polarizer

vertical
polarizer

diffuse
reflection

specular
reflection

horizontal 
polarizer

light
source

light
source

(b) Cross polarization

Figure 2.1: (a) Specular reflections maintain the polarization of incident light, while
diffuse reflections do not. (b) The horizontal polarizer on the camera’s lens attenuates
the vertically polarized specular reflections to avoid saturated pixels.

2.2 Rigid body translation experiment

First, a comparison between unpolarized and cross-polarized imaging for macroscopic

optical DIC is presented with 2-D DIC and 3-D DIC setups simultaneously capturing precise

rigid body translations of a sample with different speckle patterns.

2.2.1 Speckle patterning

Four different speckle patterns were prepared on a single sample to compare unpolarized

versus cross-polarized images. A thin base coat of white paint (Golden High Flow Titanium

White, no. 8549-4, lot 366162) was sprayed on a 50 mm × 50 mm area of an unfinished

aluminum sheet (80 mm × 80 mm × 0.4 mm thick) with an airbrush (Iwata CM-B with

0.18 mm fluid nozzle and needle, and Iwata Studio Power Jet air compressor) at 210 kPa

(30 psi) until all of the aluminum in the painted area was just covered. This was done to avoid

glare from the aluminum [55], and complete coverage was verified under a stereo microscope

(Olympus BX51M stereo microscope in bright field with 5× magnification MPLN objective

lens). Speckle patterns were applied by airbrush with a 1:1 mixture of methanol and black
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paint (Golden High Flow Carbon Black, no. 8040-4, lot 345307). Methanol is added to the

black paint to decrease viscosity and maintain good paint flow and consistent speckle sizes at

low airbrush pressures. To create four patterns of different speckle sizes, a different airbrush

pressure was used in each of the four 25 mm × 25 mm quadrants of the white-painted area,

while masking the other three quadrants (Figures 2.2 and 2.4). The quadrants are labeled I,

II, III, IV, respectively, in order of increasing pressure 70, 140, 175, and 420 kPa (10, 20, 25,

60 psi), corresponding to decreasing speckle size. The best speckle patterns have speckles

larger than 3 px (as imaged with the DIC setup) to avoid aliasing [49, 68], but not much

larger so that DIC data resolution is maximized [51]. Here, quadrant I represents acceptable

speckle size, while patterns III and IV have undersized speckles. The undersized speckle

patterns are included to assess the efficacy of cross polarization for imaging sub-optimal

speckle patterns.

500 μm 500 μm 500 μm 500 μm 

III IVIII

Figure 2.2: Light microscope images showing the four quadrants (I, II, III, and IV) with
progressively increasing airbrush pressures (70 kPa, 140 kPa, 175 kPa, and 420 kPa, re-
spectively) and consequent decreasing speckle sizes. Quadrant I has acceptable speckle
size when imaged with the DIC cameras, with the exception of some undersized speckles,
while the other quadrants, especially III and IV, have undersized speckles to charac-
terize unpolarized versus cross-polarized conditions for sub-optimal speckle patterns.

2.2.2 Imaging setup

The painted aluminum sample was placed in a linear translation stage, driven by a

motorized actuator (Newport TRB25CC) with 0.1 µm minimum increment of motion, 1.5±
0.2 µm bi-directional repeatability from backlash, and 25 mm range of motion. The actuator

speed was kept slow (0.2 mm/s, 10% of maximum actuator speed) for all translations, and

images were captured when the actuator was stopped. Three CCD cameras (Point Grey

GRAS 50S5M-C) were positioned 0.8 m from the sample, as shown in Figure 2.3. Cameras 1

and 3 were used for 3-D DIC with an included angle of 11o between them, and Camera 2 was

positioned between the other two oriented perpendicular to the sample for 2-D DIC. The

three cameras simultaneously captured images of the aluminum sample with an aperture

of f/8 and 25 ms exposure. Cameras 1 and 3 had 75 mm Fujinon HF75SA-1 lenses, while
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Camera 2 had a 50 mm Fujinon HF50SA-1 lens. Two LED light panels (LitePanels no.

903-2076, each with 40W power, or 500W tungsten equivalent, and 1,537 lux at 1.2 m) were

placed at 0.3 m from the sample, oriented at ±45o to provide primary lighting. For the

cross-polarized case, linear polarizing PMMA films (American Polarizers, Inc., AP38-030T

with 38% transmission) were installed on both light panels in a vertical polarizing direction,

and linear polarizing glass filters (Edmund Optics #36-440 with 30% transmission) were

installed on all three camera lenses in a horizontal polarizing direction. For the unpolarized

case, all polarizing films and filters were removed. Prior to each experiment, the brightness

of the light panels was increased just until no saturated pixels were observed in the painted

area of the sample. The light panel power knobs were set to about 60% without polarization

and 90% with cross polarization to accommodate light transmission losses. Note that the

panel power setting changes the light intensity output nonlinearly, so this increase in lighting

is about two to three f-stops, or a four-fold to eight-fold increase of the light intensity.

11°

45° 45°

0.8m

Camera 2
Camera 1 Camera 3

x

y

light
panel

light
panel

0.3m

sample

(a) Top view schematic

100mm
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Light panelLight panel

x

z

(b) Photograph of setup

Figure 2.3: Schematic (a) and photograph (b) of the rigid translation experimental
setup, with two LED light panels illuminating the sample and three cameras simulta-
neously capturing images for 2-D DIC and 3-D DIC. The sample was translated upward
(z-direction) incrementally to measure known w displacements.
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2.2.3 DIC calibration

The 2-D DIC length scale was calibrated with the known distance between corners A

and C of the sample’s painted area (see Figure 2.4a). The 2-D length scale calibration

was measured on the sample with calipers and pinpointed in the images to ±1 px on each

endpoint. The paired cameras (1 and 3) were calibrated for 3-D DIC with a laser-printed

calibration grid (via Correlated Solutions Calibration Grid Generator software, with 6 mm

spacing). The same calibration score (0.059 px residual) was achieved for all 10 trials by

selecting among about 25 calibration images.

2.2.4 Procedure

First, the actuator was translated downward to w = −2.5 mm, then upward to w =

−1.25 mm, and upward again to w = 0 mm to mitigate any backlash. Reference images

were captured with the actuator at w = 0, then eight 2.5 mm upward rigid body translations

were performed, each followed by an image capture while the actuator was stopped. Five

trials were performed for each of the two cases (no polarization and cross polarization),

alternating between cases to avoid uneven temporal errors, due to effects such as CCD

heating [68]. For each trial, all three lenses were refocused on the center of the sample and

the 3-D DIC camera system was recalibrated to the same calibration score. This yielded a

total of 80 translated image pairs for 3-D DIC and 80 single images for 2-D DIC.
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Figure 2.4: A comparison of full images of the sample, (a) without polarization and (b)
cross-polarized, shows that specular reflections are attenuated by cross polarization.
This is especially evident for the bare metal, but is also true for the speckle painted
area (although less obvious to the naked eye). Both images were taken at the reference
position w = 0 (indicated by the open circle on the vertical axis) by Camera 1 with
total field of view of 80 mm wide × 95 mm tall (2048 × 2448 px). The sample was
translated upward in eight 2.5 mm increments (black dots on the axis) to a final position
wmax = 20 mm, capturing a sequence of nine images, to assess the effects of distortion
as speckle patterns moved away from the center of the field of view.

2.2.5 DIC post-processing

Correlations were performed on the four speckle pattern quadrants, representing differ-

ent speckle sizes, distributions, and contrasts. The 2-D DIC and 3-D DIC analyses were

performed with Vic-2D 2009 and Vic-3D 7, respectively, from Correlated Solutions. The

images were first low-pass filtered (with the software’s built-in tool) to reduce possible bias

errors from aliasing. The images were then correlated using normalized squared differences

with Gaussian subset weights and an optimized eight-tap interpolation filter for minimizing

bias [68]. Correlation threshold values were 0.02 px consistency threshold, 0.05 px maximum

confidence interval, and 0.1 px matchability threshold. Correlation step size (the spacing

among DIC data points) was 7 px for all cases, yielding about 2,000 2-D DIC data points

and 5,000 3-D DIC data points for each 25 mm× 25 mm speckle pattern quadrant.
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Optimum subset size (px) for each speckle pattern

Quadrant I II III IV

2-D DIC 23 31 33 39
3-D DIC 23 29 31 33

Table 2.1: Fixed DIC subset sizes were chosen to provide consistent comparisons (Fig-
ures 2.8–2.10 below) between unpolarized and cross-polarized cases. Each subset size
is a selected intermediate value of the optimum values shown in Figure 2.5.
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Figure 2.5: Mean values for optimum subset sizes m ×m (px) with cross polarization
(blue, closed circles) were consistently smaller than without polarization (red, open
circles) in all cases: four speckle patterns I, II, III, IV and using 2-D DIC or 3-D DIC.
The error bars (about ±2.7 standard deviations) also generally show reduced variability
of the optimum subset size with cross polarization.

For all four speckle patterns and for both 2-D DIC and 3-D DIC, optimum subset sizes

m×m (px) were consistently smaller for the cross-polarized cases than for their unpolarized

counterparts (Figure 2.5). Subset sizes were chosen to optimize the correlation confidence

interval (CCI) to 0.01 px for an assumed camera noise level of 8, using the built-in subset

size selection tool within the Correlated Solutions software. Average values and spreads for

each set of five trials are shown in Figure 2.5. In this (Figure 2.5) and subsequent figures

(Figures 2.7–2.9), open (red) and closed (blue) circles denote mean values for unpolarized

and cross-polarized cases, respectively, the error bars bound about ±2.7 standard deviations,

and outliers are shown by small black dots. Cross polarization always resulted in a reduction

in the average optimum subset size and usually resulted in less variability (all but one case,

which was about the same). Smaller subset sizes are generally desirable, since they have less

spatial smoothing from their smaller shape functions.

To enable a consistent comparison between unpolarized and cross-polarized results below,

37



Total saturated pixel count

2-D DIC (Camera 2) 3-D DIC (Camera 1)

Quadrant unpolarized cross-polarized unpolarized cross-polarized
I 0 0 36 0
II 31 0 77 0
III 324 0 2965 0
IV 0 0 1 0

Table 2.2: During the rigid body translation experiments, saturated pixels appear in
most of the unpolarized trials, despite setting the initial lighting to have no saturated
pixels in the reference position (w = 0). By contrast, no saturated pixels appear for
any of the cross-polarized trials.

however, the same (intermediate) subset size was chosen (Table 2.1) for each speckle pattern

and 2-D or 3-D DIC calculation. DIC displacements were computed with 2-D DIC (u,w)

and 3-D DIC (u, v, w) and compared pointwise to the actuator translations (w0) to quantify

the magnitude of respective displacement errors, according to

∆w2D =
∣∣∣√u2 + w2 − w0

∣∣∣ , (2.1a)

∆w3D =
∣∣∣√u2 + v2 + w2 − w0

∣∣∣ . (2.1b)

The pointwise errors ∆w2D and ∆w3D were averaged across each quadrant to obtain four

values of ∆w2D and ∆w3D for each image.

2.2.6 Results from rigid body translation experiment

Cross polarization reduces or eliminates saturated pixels, which are undesirable because

saturated pixels prohibit sub-pixel accuracy and increase correlation error [68]. The ap-

pearance of saturated pixels during optical DIC experiments is difficult to avoid, as lighting

conditions effectively change with large translations and deformations, despite fixed light

positions and settings. In the experiments presented here, the light panel brightness was

increased just until no saturated pixels were observed in the DIC area of interest in a live

view of the cameras. After translations of the sample, however, saturated pixels appeared in

most of the unpolarized trials, while no pixels were saturated for any cross-polarized cases

(Table 2.2). One should recognize that the changes in illumination here are relatively mild

for such a simple rigid body translation, and we would expect much larger issues for “real-

world” experiments involving out-of-plane displacements and/or curved specimen surfaces

(such as column buckling of a cylindrical rod). Thus, the protection that cross polarization
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provides against saturated pixels makes DIC measurements significantly more robust.
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Figure 2.6: A comparison of images and histograms of two speckle patterns (Quadrants I
and III) shows that cross polarization results in about a 3% gain in contrast (6 and 2
grayscale counts, respectively) relative to the nominal distribution width. Images (a)
and (b) were taken by Camera 1, and their corresponding histograms (c) and (d) give
the total pixel count (N) at each of the 256 grayscale values accumulated over all 10
trials.

In addition to minimizing saturated pixels, cross polarization improves image contrast,

which reduces DIC correlation error by increasing intensity gradients [70]. Figure 2.6 provides

two examples of speckle patterns, Quadrant I (Figure 2.6a) and Quadrant III (Figure 2.6b)

both taken by Camera 1, to compare unpolarized and cross-polarized images. The corre-

sponding histograms (Figures 2.6c and 2.6d, respectively) were accumulated across all 10

trials, giving the total pixel count (N) at each grayscale value within the 8-bit (256) dy-
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namic range of the CCD sensor. Quadrant I represents a good speckle pattern with a broad

distribution of grayscale values, while Quadrant III represents a pattern with undersized

speckles as evident from its relatively narrow distribution of grayscale values. Overall, cross

polarization darkened both sets of images, which is apparent both to the eye and by the left-

shift of the histograms to darker (smaller) grayscale values. The improvement in contrast

from cross polarization is less obvious to the eye, but can be seen in the histograms by the

slight broadening of each distribution. For Quadrant I, the contrast increased by 6 grayscale

counts for 3-D DIC (Figure 2.6c), which might appear to be only a modest improvement,

but we consider it an appreciable gain since the unpolarized case already had an optimum

speckle pattern and lighting condition. For Quadrant III with finer speckles, cross polariza-

tion resulted in a contrast gain of 2 grayscale counts, which is still significant considering the

narrow histogram distribution. Relative to the nominal width of each unpolarized distribu-

tion (200 and 76, respectively), cross polarization gives about a 3% gain in contrast, even

under excellent lighting conditions. We expect larger improvements would be achieved un-

der less optimal lighting, especially over-bright lighting conditions3. Furthermore, although

not shown here explicitly but still relevant for undersized speckles (like Quadrant III), cross

polarization removes any small spots of glare (even black speckles can be smooth and re-

flective), thereby minimizing the blooming effect4 of white paint around small spots of black

paint (Figure 2.6).
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Figure 2.7: Cross polarization increased the mean intensity gradient (∇G) on average by
about 7% for 2-D DIC and 6% for 3-D DIC. A large mean intensity gradient indicates
high-quality speckle pattern, lighting, and images. Each data set (mean with about
±2.7 standard deviation error bars) contains 40 data points.

3Of course, cross polarization could adversely affect an under-illuminated setup, but that is easily avoided.
4Blooming occurs in imaging when fringes extend beyond a bright feature into a dark feature.
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Of course, to achieve this increase in contrast, sufficiently bright lights must be used, so

that the cross-polarized setup can have the same aperture and exposure time (camera gain)

as the unpolarized setup. If the brightness were not adjusted, then light transmission losses

from the polarizers would decrease the available light intensity by a factor of about 8. This

is why the light source power was increased for the cross-polarized cases, which allowed all

images here (whether polarized or not) to be captured at f/8 with a fixed exposure time.

Consistent with the increased contrast, cross polarization also increases the mean in-

tensity gradient (Figure 2.7), which has been proposed as a metric to evaluate DIC speckle

pattern quality [81]. The mean intensity gradient (∇G) was computed for each image, (taken

by Camera 2 for 2-D DIC and Camera 1 for 3-D DIC) using

∇G =

∑W
i=1

∑H
j=1

∣∣∇f(xij)∣∣
WH

, (2.2)

where W and H are the DIC area of interest width and height in pixels, |∇f
(
xij
)
| =√(

f,x
)2

+
(
f,y
)2

is the magnitude of the local intensity gradient vector, and f,x and f,y are

the in-plane derivatives at pixel xij. ∇G was calculated by the Prewitt filter, an approximate

differential operator for the intensity gradient [82].
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Figure 2.8: Cross polarization consistently provided reductions in the correlation con-
fidence interval (CCI), where a smaller CCI indicates better correlation. Each data
set (mean with about ±2.7 standard deviation error bars and dot outliers) contains 40
data points.
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Figure 2.9: For 2-D DIC, significant reductions (56%, 52%, 55%, and 61%) in the mean
measurement error were observed for speckle patterns I, II, III, and IV, respectively, by
using cross polarization versus no polarization. No significant reduction in displacement
measurement error was observed for 3-D DIC by using cross polarization, probably be-
cause the unpolarized condition was already optimized for minimum specular reflections
by placing the cameras outside of the direct reflections of the light panels. Each data
set (mean with about ±2.7 standard deviation error bars) contains 40 data points.
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Figure 2.10: Measurement errors (∆w) and correlation confidence intervals (CCI) are
plotted against the normalized average displacement w/H (where H is the field of view
height) to show where cross polarization provided improvement. Circles denote mean
values for all four speckle quadrants across all five trials of each polarization, and the
lines correspond to ±1 standard deviation from the mean values.

Cross polarization reduced the correlation confidence interval (CCI) by at least 5.2% and

6.3% for 2-D and 3-D DIC, respectively (Figure 2.8). The CCI is a statistical measure of

the one standard deviation confidence region for each subset, where a smaller CCI indicates

better correlation accuracy. Cross polarization decreased the mean CCI for 3-D DIC, for

example, by 7.8%, 6.3%, 6.4%, and 8.1% for speckle quadrants I, II, III, and IV, respectively.

A summary of the resulting measurement errors are provided in Figure 2.9. As shown in

Figure 2.9a for 2-D DIC, significant reductions in mean measurement error (56%, 52%, 55%,

and 61%) were obtained for all speckle patterns (I, II, III, and IV, respectively). Interestingly,

no appreciable reductions in displacement measurement error were observed with 3-D DIC
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(Figure 2.9b) by using cross polarization, probably since the errors were already quite small.

More details of the displacement errors (∆w) and CCIs, plotted against the normalized

(average) rigid translation w/H, are provided in Figure 2.10 to gain a sense of where (and

where not) cross polarization provides an improvement. For 2-D DIC (Figure 2.10a), cross

polarization on average achieved a 48% lower mean error. Errors were reduced at all displace-

ments, but it made the largest error reductions at the largest displacements. The CCI for

2-D DIC (Figure 2.10b) exhibited a non-monotonic change with displacement, with a local

minimum near w/H ≈ 12% as the sample translated through the center of the field of view

where lens distortions were lowest. For all but one displacement value, cross polarization

gave a smaller CCI than without polarization. For 3-D DIC (Figure 2.10c), no appreciable re-

duction in displacement error was observed, consistent with Figure 2.9b. Cross polarization,

however, consistently achieved lower average CCIs across all displacements (Figure 2.10d),

indicating better DIC measurements.

2.3 Uniaxial tension experiment

To illustrate the differences between cross-polarized and unpolarized images in a less

trivial context with a deforming specimen, a superelastic nickel-titanium (NiTi) specimen

was loaded in uniaxial tension. NiTi was chosen for its large recoverable strains, localized

phase transformations, and the repeatable pattern of stress-induced martensitic (SIM) phase

transformation upon cycling [83]. During tension experiments, these properties result in

distinctly nonuniform deformations and allow reasonably congruent comparisons between

cycles with different polarization conditions while using the same cameras and lenses.

2.3.1 Uniaxial specimen

The specimen was the same material and dimensions as those from previously published

experiments [83, 84]. The test specimen was cut from a flat, 0.281 mm thick sheet of

superelastic NiTi, with the rolling direction parallel to the loading z-axis, by wire EDM to

the dimensions shown in Figure 2.11a. The front surface of the specimen was patterned with

a white base coat at an airbrush pressure of 210 kPa (30 psi) followed by black speckles

at 70 kPa (10 psi), using the same equipment reported in Section 2.2.1. A closeup optical

micrograph of the speckle pattern is provided in Figure 2.11b.

44



12.5 mm

50 mm L=15 mm

3.13 mm

12.5 mm

z

x

(a)

500 μm

(b)

Figure 2.11: (a) Schematic of the tension specimen, (b) micrograph of the speckle
pattern.

2.3.2 Experimental setup

In this setup all measurements were taken using 3-D DIC. Cameras 1 and 3 were outfitted

with 20 mm extension tubes to give an appropriate field of view and were oriented with an

included angle between them of 8o, balancing depth of focus while still capturing out-of-

plane displacements. All images for the uniaxial tension experiments (about 110 images per

load-unload cycle) were captured at an aperture of f/5.6 and a 15.0 ms exposure time. The

3-D DIC system was calibrated with a glass calibration grid (Applied Image p/n 045466,

grid A, with 1.780 mm spacing). Between changes to polarization conditions, the lenses

were refocused, the sample was removed from the grips, the system was recalibrated to a

constant calibration score of 0.036 px residual, and the sample was placed back in the same

position in the grips. The same LED light panels as before were used, with brightnesses of

about 60% and 90% for unpolarized and cross-polarized imaging, respectively. The specimen

was loaded slowly in displacement (δ) control by a TestResources model 830 load frame at

constant ramp rates δ̇ = ±0.0024 mm/s, or δ̇/L = ±1.92× 10−4s−1 across the gage section.

The axial load resultant P was measured by an MTS model 661.11 (500 N) force transducer.

The data presented here for the unpolarized and cross-polarized lighting conditions were

captured during loading cycles 4 and 5, respectively, on the same specimen. Figure 2.12

shows the engineering stress-strain response of the specimen for these two cycles, where

A0 and L are the reference cross-sectional area and reference length, respectively, of the

specimen’s central gage section, and δ/L is strain from a DIC virtual extensometer along the

gage length L. DIC results are reported later at two points, 1 and 2 , on the upper plateau

of the mechanical response during stress-induced, phase-transformation front propagation.
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Figure 2.12: Mechanical response of the superelastic NiTi specimen loaded in uniaxial
tension and imaged with no polarization and cross polarization during cycles 4 and 5,
respectively. DIC results are presented below at 1 and 2 on the upper plateau of the
response.

2.3.3 DIC post-processing

The images were correlated in Vic-3D 7 as before with low-pass filtering, Gaussian subset

weights, eight-tap interpolation filter, and normalized squared differences. Correlation step

sizes were 3 px to yield about 37,000 DIC data points in the area of interest for subset sizes

of 15 px. Correlation threshold values were 0.02 px consistency threshold, 0.05 px maximum

confidence interval, and 0.1 px matchability threshold. Using subset size optimization to

a CCI of 0.01 px and an assumed camera noise level of 8, the optimum subset sizes for

unpolarized and cross-polarized conditions were 27 px and 25 px, respectively. The axial

strain and the CCI fields for these optimum subset sizes are presented first in Figure 2.14.

Next, the subset size was decreased to 15 px for both lighting conditions to decrease the

spatial smoothing at the expense of increased CCI, and the resulting axial strain and CCI

fields are shown respectively in Figure 2.15 and Figure 2.16. The strains were computed

with a Gaussian filter size of 27 px for the 25 and 27 px optimized subsets and 15 px for the

15 px subsets.
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Figure 2.13: Cross polarization increased the contrast by 11 grayscale counts by dark-
ening the black speckles in the image, as seen in the histogram produced from the pixels
in the DIC area of interest of the reference image from Camera 1.

2.3.4 Experimental results

Similar improvements with cross polarization in contrast and mean intensity gradient

were observed during the uniaxial experiment as were seen earlier in the rigid translation

experiment. As shown in Figure 2.13, cross polarization increased the contrast in the DIC

area of interest (across the gage section) by 11 grayscale counts, or 4.3% of the 8-bit sensor’s

dynamic range. Furthermore, cross polarization increased the mean intensity gradient by

7.4%, from 165.4 to 177.7 grayscale counts. In this experiment, cross polarization again

had no saturated pixels, while only two pixels were saturated in the unpolarized images. We

expect that glare was less of a problem during this experiment, since maximum displacements

were on the order of 1 mm, much smaller than the 20 mm displacements for the previous

rigid translation experiment, resulting in more constant lighting conditions.

With the optimum subset sizes (27 px and 25 px for unpolarized and cross-polarized

images, respectively), no major differences were observed in the DIC axial strain fields (Fig-

ures 2.14a and 2.14b). The same pattern of stress-induced martensitic transformation was
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repeated during the two cycles, consistent with the results of Kim and Daly [83]. Cross

polarization had a 2 px smaller subset size, but there was no observable difference in the

spatial detail of the axial strain fields. However, cross polarization decreased the CCI by

4.6% on average, which can be seen in Figures 2.14c and 2.14d at locations of high strain

gradient (across a transformation front).

Smaller subsets increase spatial precision by reducing the size of the DIC data smoothing,

but at the expense of reduced confidence in the correlation. Undersized subsets cause points

of lost correlation, where correlation thresholds are exceeded. If maximum spatial precision

is desired more than complete continuity of data in the DIC area of interest, though, cross

polarization was shown to preserve more DIC data points for very small subsets. Although no

significant differences were observed with optimum subset sizes, cross polarization decreased

CCIs to provide more robust correlations with small subsets. When the subset sizes were

reduced to 15 px for increased spatial precision, the unpolarized images lost 1.3% of the

DIC data in the area of interest (495 out of 37,459 DIC data points) due to exceeding the

correlation threshold values (see the holes in the contour plots of Figures 2.15a and 2.15c).

The cross-polarized images Figures 2.15b and 2.15d), however, had no lost correlation points

(37,705 DIC data points). Compared to the optimum subset size CCI fields (Figures 2.14c

and 2.14d), the decrease in CCI from cross polarization was also more noticeable with the

smaller 15 px subsets (Figure 2.16). When the subset size was decreased further to 9 px

(not shown), the unpolarized images lost 17.9% of the DIC data points due to exceeding the

correlation error thresholds, while the cross-polarized images lost only 2.5% of the DIC data

points.
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Figure 2.14: When using optimum subset sizes (27 and 25 px, respectively), nearly
identical axial strain maps were obtained between unpolarized and cross-polarized im-
ages, but cross polarization achieved slightly smaller regions of poor (large) correlation
confidence intervals.
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Figure 2.15: With a decreased subset size of 15 px, the unpolarized images lost correla-
tion for 1.3% of DIC points, especially in areas of large strains, while cross polarization
lost none.
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Figure 2.16: With a decreased subset size of 15 px, cross polarization maintained better
(smaller) correlation confidence intervals (CCI).

2.4 Discussion

As mentioned, cross polarization requires brighter lighting than without polarization

because polarizing filters have transmission losses. According to the Law of Malus (Equa-

tion (2.3)), who discovered polarized light in 1808 [85], the transmission coefficient Tmax

of an ideal polarizer is 1/2, or the average intensity through one period of rotation of the

included angle (θ) between the polarizers, calculated as

I = I0 cos2 θ, (2.3)

Tmax =
I

I0

=
1

π

∫ π/2

−π/2
cos2 θ dθ =

1

2
, (2.4)
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where I0 is the incident light intensity and I is the polarized light intensity. In practice, the

transmission coefficient for cross polarizers is less than 1/2. For example, the polarizing film

for the light sources in this work had a transmission coefficient of 0.38.

It is not recommended to compensate for light transmission losses by using a larger aper-

ture or a longer exposure time, instead of increasing the light intensity. A larger aperture

(lower f-stop) would reduce the depth of field and lead to blurring for out-of-plane displace-

ments. A longer exposure time could also lead to blurring if the specimen displaces too

quickly [68] and would increase the effects of sensor noise, a potentially significant source

of DIC error [70]. A concern with high-intensity lighting is the potential for heating of the

ambient air (causing light distortion) and of temperature-sensitive specimens (such as the

superelastic NiTi used here), but this can be avoided with high intensity LED light panels.

Another practical issue is the alignment of the polarizers, which require special care

to orient orthogonally. If an imperfection angle θ0 is introduced between cross polarizers,

such that the included angle between the polarized directions is π/2 ± θ0, the received

light intensity Ĩ (from imperfectly aligned polarizers) relative to the incident light intensity,

extending from Equation (2.3), is

Ĩ

I0

= cos2
(π

2
− θ0

)
. (2.5)

This is plotted in Figure 2.17 to show the sensitivity of cross polarization to misalignment.

As much as 3% of the light can still pass through the second polarizer with a misalignment

of θ0 = ±10o. In this work, the angles of the light source polarizers were held equal and

constant, and the angles of the camera lens polarizing filters were adjusted for maximum

observable glare reduction during live imaging of the specimen.
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Figure 2.17: Polarizers should be carefully oriented orthogonally to maximize the ben-
efits of cross polarization. The plot shows the relative “leakage” of light with imperfec-
tion angle θ0.
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2.5 Summary and Conclusions

Cross polarization is an effective method to prevent saturated pixels, increase image

contrast, decrease DIC spatial smoothing, and preserve correlation robustness in optical 2-D

and 3-D DIC. Cross polarization can reduce DIC error by attenuating glare that can saturate

pixels and prohibit sub-pixel accuracy [68], and by increasing image contrast, which decreases

both bias and random errors [70]. Cross polarization can also increase DIC spatial precision

while preserving correlation robustness by decreasing the correlation confidence interval and

allowing smaller subsets without exceeding correlation error thresholds. The only drawback

we see to cross polarization is transmission losses from the polarizing filters, which can easily

be counteracted with brighter lighting (although this is more difficult for high-speed imaging

setups).

The differences between unpolarized and cross-polarized images were quantitatively eval-

uated with a rigid body translation experiment and a uniaxial NiTi tension test. For rigid

body translations with four representative painted speckle patterns, cross polarization re-

duced 2-D DIC displacement measurement errors by at least 52% and as much as 61%. No

significant changes in displacement measurement errors were observed for 3-D DIC, which

already had very low errors for unpolarized images. Also for the rigid body translations, the

correlation confidence interval for 3-D DIC was reduced with cross polarization by at least

6.3% and as much as 8.1%, and similar reductions in correlation confidence interval were

observed for 2-D DIC.

Cross polarization increased the contrast and mean intensity gradient, two metrics that

indicate speckle pattern and image quality. For example, with the uniaxial NiTi specimen,

cross polarization increased the contrast by 11 grayscale counts and the mean intensity

gradient by 7.4% (from 165.4 to 177.7 units of grayscale count gradient). These increases

are significant since the pattern, lights, and cameras were considered optimum before the

addition of cross polarization. The increased contrast allowed for very small subsets while

maintaining more DIC data points within correlation error thresholds: with 9×9 px subsets,

the unpolarized images lost almost ten-fold more DIC data points than the cross-polarized

images. The advantages of cross polarization would be even greater for samples with rounded

features, such as tubes and rods, since specular reflections cannot be minimized with rounded

samples simply by changing the positions of the lights and cameras.

For both the rigid body translation experiment and the uniaxial NiTi experiment, the

unpolarized images always had instances of saturated pixels within the DIC area of inter-

est, while none of the cross-polarized images had saturated pixels within the DIC area of

interest. Preventing saturated pixels with cross polarization ensures the ability to compute
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displacements with sub-pixel accuracy.

Cross polarization requires brighter lighting (about 1.5× higher intensity) than without

polarization, since polarizing filters introduce light transmission losses. Although the images

would also be brighter with about two to three f-stops wider aperture or longer exposure

time, brighter lighting is the best protocol with cross polarization because wider apertures

decrease the depth of field and longer exposure times can dramatically increase CCD sensor

noise and motion blur. Quality LED light panels are generally suitable because they provide

bright, uniform light without specimen and ambient air heating.
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CHAPTER 3

Optimum paint sequence for speckle patterns in

optical digital image correlation

3.1 Introduction

Optimizing the speckle pattern on a sample is one of the key ways to improve deformation

measurements by digital image correlation (DIC). This work shows that, in the case of

painted speckle patterns, the order is often important for the pattern’s contrasting basecoat

and speckles.

DIC is a non-contact surface displacement measurement technique that is popular for

characterizing the mechanical properties of solid materials. DIC computes displacements

across the surface of a material, so it resolves nonuniform deformations from local features

such as material heterogeneities and interfaces. The three fundamental steps of DIC are to

(1) apply a pattern of contrasting features, or “speckles,” on the sample surface, (2) capture

a sequence of images during mechanical deformation of the sample, and (3) compute the

sample’s surface displacements with a DIC algorithm. The quality of each of these three

steps determines the overall accuracy and precision of DIC’s displacement measurements.

The ideal speckle pattern has a randomly-distributed arrangement of dots (speckles)

with high contrast relative to the background, strong adhesion, and negligible stiffness rel-

ative to the sample [68]. Since DIC algorithms compute displacements in pixel space, the

length scale of DIC is determined by the imaging system. Reported DIC measurements have

spanned orders of magnitude in length, with speckle diameters ranging from individual atoms

with high-resolution transmission electron microscopy [61], to nanometers and microns with

scanning electron and optical microscopes [86, 87], to centimeters for magnetized plates on

bridges [88], and to meters for topological features on volcanoes [60]. At the extreme length

scales of nanometers and meters, painted speckle patterns generally do not provide properly

sized speckles (about 3 x 3 pixels across) [68, 51]. However, most laboratory DIC exper-
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iments use speckles with diameters of about 10 to 1,000 microns. At these typical length

scales, speckle patterns of sprayed paint are expedient because of paint’s relative compliance

on many materials and the ease of applying a random arrangement of acceptably-sized dots.

For airbrush painted speckle patterns, guidelines have been established for controlling speckle

size and consistency. More consistent speckle sizes were found with diluted paint, increased

spraying standoff distance, increased pressure, and decreased airflow. Larger speckles can be

created with diluted paint, increased airflow, and decreased pressure [56].

Occasionally, samples already have a uniformly dark or bright surface before painting

that serves as the contrasting background, but for most samples, a basecoat is required to

maximize contrast and reduce sources of glare such as shiny features on the sample surface.

These shiny features can create saturated pixels, which prohibit sub-pixel accuracy and

increase correlation error [68]. The basecoat should be thin and uniform to maintain good

adhesion and compliance with the sample, and should fully cover the sample surface to avoid

the glare sources, particularly with metal samples [70, 55].

For painted DIC speckle patterns, black and white paints are predominantly selected in

order to maximize grayscale contrast, because higher contrast lowers correlation error by

increasing image gradients [70]. Then the question arises: should the speckle pattern have a

black basecoat with white speckles, or a white basecoat with black speckles?

In this work we explore why black paint creates superior speckles over white paint. First,

we present observations of paints without performing DIC analyses and discuss the relevant

properties of common paints for DIC speckles. Next, we show DIC results of false displace-

ments from static images in order to quantify the noise errors from each paint sequence, and

then we conclude with recommendations.

3.2 Observations and properties of paints

On top of the basecoat or sample surface, contrasting dots (speckles) are applied to create

a pattern of spatially unique areas of pixels, or “subsets,” for correlation. Speckles should

consistently be at least 3 x 3 pixels across to avoid aliasing [49], but not much larger than

3 x 3 pixels to maximize spatial precision [51]. Another consideration for painted speckles

patterns is the elapsed time between painting and testing. Shorter times are preferred, from

hours to a few days, especially for high-strain or high-rate experiments, because the paint

becomes more brittle with prolonged drying [68, 55].
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Figure 3.1: Black speckles maintain high contrast on white basecoats, while white
speckles have less contrast because white paint has lower hiding power, or the ability to
obscure the underlying basecoat. There is also a slight contrast decrease (when viewed
in grayscale images for DIC) from undertone, which is the subtle blue hue in the white
speckles from Rayleigh scattering. Optical micrographs (in color) of adjacent speckle
patterns were created by an airbrush (Figure 3.1a) and spray can (Figure 3.1b). The
optical micrographs shown do not include cross polarization, so there are numerous
bright spots due to glare. Cross polarization was used for the DIC images, however, to
attenuate the glare [3]. Each image is a single color micrograph (not stitched together),
with accurate white balance to show the blue hue from undertone. The grayscale
histograms to the right of each image are computed from the micrograph areas that
are shown.

Fundamental differences between black and white paints were probed by examining

speckle patterns made by two common paint patterning methods, airbrush and spray can.

With both samples, paint sequence was alternated in two adjacent regions by selectively

masking with low-adhesion tape (ScotchBlue, 3M). This allowed the two paint sequences

(black speckles on white basecoat, and white speckles on black basecoat) to be viewed si-

multaneously for accurate comparison (Figure 3.1).

For the airbrush sample, a 3 mm diameter metallic rod was selectively masked and painted
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with thin basecoats of black and white paint (Golden High Flow Carbon Black, no. 8040-4,

lot 345307, made with calcined natural iron oxide containing manganese; Golden High Flow

Titanium White, no. 8549-4, lot 366162, containing titanium dioxide rutile [89]) using an

Iwata CM-B airbrush with 0.18 mm fluid nozzle and needle, with an Iwata Studio Power Jet

air compressor at 210 kPa (30 psi). Then speckles were applied with the same conditions

using the opposite paint, again with selective masking to create two adjacent patterns with

alternate paint sequence. For the spray can sample, a glass slide was speckled in the same

selectively-masked method with Rustoleum Flat Protective Enamel black and Rustoleum

Flat Protective Enamel white.

Optical micrographs of the samples created by airbrush and spray can methods reveal

differences between black speckles and white speckles (Figure 3.1). Similar effects are seen for

both patterning methods. Black speckles exhibit good hiding power, or the ability to obscure

the underlying white basecoat, while white speckles have lower hiding power on the black

basecoat. This is particularly true when the white paint is applied in a thin layer (shown

later in Figure 3.2). Full opacity to cover the underlying black paint is not achieved because

the white paint does not have sufficient hiding power. Later, we show that this incomplete

opacity is also manifested by lower speckle densities (Figure 3.4). Black paint is known

to have superior hiding power versus white paint, especially because of inherent differences

between their origins of hiding power. Black paint creates hiding power by absorbing light,

while white paint creates hiding power by scattering light. Light scattering is more difficult

to achieve with paints because it requires pigment with a high refractive index and uniformly

small particles with diameters slightly less than half the wavelength of light to be scattered

(about 200 to 300 nm) [90, 91]. Much work since the 1930s has improved the hiding power

of white paints, especially with the development of synthetic titanium dioxide pigments and

coatings [92] and an ASTM standard to measure the hiding power of paint [93], but it still

lags the hiding power of black paint.

In addition to incomplete opacity from lower hiding power, white speckles exhibit a small

but noticeable effect called undertone that reduces contrast slightly. This undertone is evi-

denced by the bluish hue of the white speckles in Figure 3.1. Undertone arises from Rayleigh

scattering, which is the interaction of various wavelengths of light with particles smaller than

the wavelength of light. Blue light has a shorter wavelength and higher scattering efficiency,

while red light has a longer wavelength and higher absorption, so the reflected light has a

bluish hue. Due to a more prominent difference between the scattering of blue wavelengths

and absorption of red wavelengths, undertone is more prevalent in white paints than in

darker paints [90, 91].

Both the lower hiding power and undertone of the white speckles decrease their contrast
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against the black basecoat. No bleeding of the black basecoat into the white speckles is

suspected because there was no observable difference in optical micrographs of patterns with

a ten minute drying time and patterns with a two day drying time.

3.3 DIC experiments and results

Eighteen speckle patterns were prepared on glass slides with the airbrush method out-

lined in Section 3.2 with varied speckle density (or coverage). A range of sparse to dense

speckles were created by manually airbrushing a gradient of paint onto 9 glass slides for each

paint sequence. The speckle patterns are presented in Figure 3.2, with increasing speckle

density ρs going down the page. The 18 patterned slides were imaged with a 3-D DIC system

comprised of two cameras (Point Grey GRAS 50S5MC with Nikon Micro Nikkor 200 mm

f/4-30 lenses at f/11) and two LED light panels (LitePanels no. 935-1003), as shown in Fig-

ure 3.3. The patterned slides were held stationary, so any measured displacements are false

(see Figure 3.5). These repeated measurements access the “type A” errors that define the

measurement noise floor [94]. For DIC, type A errors include image noise, contrast, speckle

quality, and air turbulence [64]. Cross polarization, or the use of orthogonal linear polarizing

filters on the cameras and lights, was deployed to improve DIC quality. Cross polarization

increases contrast and attenuates saturated pixels to decrease DIC error and enable smaller

subsets [3]. Also, a fan mounted on a tripod separately from the DIC setup maintained

turbulent airflow to avoid error from heat waves [95]. The LED light panels operated at full

power, and the exposure times texp of the cameras were increased in 0.5 ms intervals just

until no saturated pixels were observed with either camera. The exposure times were all

relatively short, ranging from 11.5 to 17.5 ms. In general, more white paint in the speckle

pattern (whether as the basecoat or as the speckles) reduced the exposure time for which no

saturated pixels were observed (Figure 3.4).
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step size 7 px
subset size 53 px
consistency threshold 0.02 px
maximum confidence interval 0.05 px
matchability threshold 0.1 px

Table 3.1: Correlation thresholds and settings.
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Figure 3.2: Black speckles on white paint (right column, lettered “j” through “r”)
achieved generally higher contrast, as indicated by wider histograms, than white speck-
les on black paint (left column, lettered “a” through “i”). The samples are arranged
down the page with increasing speckle density (ρs), and each image tile shown is the
center 1 x 1 mm region of the full 15 x 18 mm image from the left DIC camera. The
histograms are computed from the full images. The histogram bins are one grayscale
unit, and the frequencies (N) are normalized for each pattern.
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Figure 3.3: 3-D DIC measurements used two cameras at a 20o stereo angle with two
LED light panels, shown in the schematic on the left (not to scale), and in the photo
on the right. Cross polarization, or the orthogonal placement of linear polarizing filters
on the cameras and lights, was deployed to improve DIC quality [3]. Also, a fan (not
shown; on a tripod out of view) maintained turbulent air flow across the setup to avoid
errors from heat waves [95].

DIC analysis was performed with Vic3D 7 software. The correlation threshold values are

listed in Table 3.1. Correlation step size (the spacing among DIC data points) was 7 px

for all cases, and the central 25 % of the area (7.5 mm × 9 mm) was chosen as the area of

interest. This yielded about 25,000 3-D DIC data points for each speckle pattern. Vic3D

software includes a “suggested subset size” feature that computes the subset size that yields

a mean correlation confidence interval (CCI) closest to 0.01 px. All of the suggested subset

sizes (Ssugg) are relatively large, ranging from 53 to 121 px (Figure 3.4), because most of

the speckles are also relatively large (about 100 µm) compared to the pixel size (7 µm/px).

For a fair comparison among speckle patterns of DIC metrics, such as correlation confidence

intervals and false displacements, the suggested subset size was not chosen, but rather a

subset size of 53 px was used for all of the DIC analyses. The correlation confidence interval

(CCI) is a statistical measure of the correlation’s accuracy for a subset’s displacements from

the reference configuration, so a smaller CCI indicates a better correlation. The smallest

CCIs are observed for the patterns with black speckles ( Figure 3.4).
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Figure 3.4: Exposure times (texp) were relatively short, and more white paint in the
speckle pattern (either as speckles or the basecoat) generally decreased the exposure
time. The patterns with black speckles were superior in three different metrics: smaller
suggested subset sizes (Ssugg), smaller mean correlation confidence intervals (CCI), and
higher mean intensity gradients (∇G). The patterns with the highest mean intensity
gradients also had the broadest histograms (Figure 3.2). The increasing speckle den-
sity (ρs) in the positive horizontal direction of this figure corresponds to the patterns
progressing down the page in Figure 3.2.

Speckle patterns with the highest (best) mean intensity gradients (Figure 3.4) had the

broadest grayscale intensity distributions (Figure 3.2). The mean intensity gradient (de-

noted here as ∇G, but also commonly written as MIG) has been suggested as a good metric

to evaluate the quality of DIC speckle patterns and images, because higher values of ∇G
indicate higher contrast spatially [81]. The mean intensity gradient is an image-wide param-

eter based on the local parameter of sum of square of subset intensity gradients (SSSIG).

Recently a speckle pattern quality metric was developed based on SSSIG and the secondary

auto-correlation peak height. SSSIG was demonstrated to be the best measure of speckle

pattern quality, and was the primary component in the new speckle pattern quality metric.

The new quality metric also included the secondary auto-correlation peak height because SS-

SIG alone provides high (favorable) values for repeated patterns such as checkerboards [59].

Repeated patterns can be problematic because spatially unique features are required for
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subset uniqueness. For random patterns such as the painted patterns assessed here, though,

the contrast measurements locally from SSSIG and thus globally from ∇G are sufficient. For

each of the 18 speckle patterns, the mean intensity gradient (∇G) was computed with the

Prewitt numerical differentiation filter [82], following Pan, Lu and Xie [81]. The patterns

with the highest mean intensity gradients also had speckle densities ρs ranging between about

30 % and 70 %. The speckle densities ρs were computed with a grayscale thresholding filter,

following Reu [51] and Lecompte, et al. [96]. An important consideration is that speckle

density is coupled with speckle size: patterns with either too low or too high ρs will include

both undersized and oversized speckles [50].
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Figure 3.5: The patterns with black speckles had a 24 % lower median normalized
false displacement (0.87 µm) than the patterns with white speckles (1.14 µm). False
displacement magnitudes (|u|) were binned in 0.05 µm intervals from the four patterns
from each paint sequence with the highest mean intensity gradients (patterns e, f, g,
and h with white speckles, and patterns k, l, m, and n for black speckles). The same
false displacement data are replotted as an empirical cumulative distribution function
(CDF), also indicating the lower false displacements for black speckles.

The median normalized false displacement for the four black-speckled patterns with the

highest ∇G (patterns e, f, g, and h) was 0.87 µm, 24 % lower than the 1.14 µm median

normalized false displacement for the four white-speckled patterns with the highest ∇G
(patterns k, l, m, and n), shown in the top half of Section 3.3. The same data can also be

visualized as an empirical cumulative distribution function, again indicating the lower false
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displacements for the patterns with black speckles, shown in the bottom half of Section 3.3.

The false displacement magnitudes are |u| =
√
u2 + v2 + w2, where u, v, and w are the

horizontal, vertical, and out-of-plane components of displacement. Each speckle pattern was

fixed in place while a series of 20 images were captured in one second intervals. Since each

sample was stationary, any nonzero displacements are false and indicate the effective noise

floor.

3.4 Conclusions

The optimum paint sequence for painted DIC speckle patterns is a basecoat of white

paint covered by speckles of black paint. Fundamental differences between black and white

paints, especially the higher hiding power of black paint and the undertone of white paint

from Rayleigh scattering, enables black paint to maintain higher contrast in a thin layer as

speckles. The improved contrast of patterns with black speckles is manifested as smaller

suggested subset sizes, smaller correlation confidence intervals, higher mean intensity gra-

dients, and ultimately more accurate displacements (24 % lower median normalized false

displacement). In summary, the ideal painted speckle pattern has:

1. a thin basecoat of white paint, applied just thick enough to make complete coverage

over the sample surface (especially for reflective samples such as shiny metals),

2. approximately equal amounts of coverage for the basecoat and speckles (speckle density

ρs ≈ 50 %), and

3. speckles of black paint with uniform size of at least 3 x 3 pixels to avoid aliasing, and

random spatial positions for subset uniqueness.
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CHAPTER 4

Residual stress and texture measurement of NiTi tube

4.1 Introduction

4.1.1 Texture measurements

Polycrystalline materials can exhibit texture, or preferred crystallographic orientation.

Texture can impart anisotropy in the mechanical properties of the material [97]. Experimen-

tally, texture is typically measured with diffraction techniques, although other methods can

also measure texture, such as reflected light microscopes [98]. Diffraction measures crystal

orientations, and three parameters define the orientation of a crystal with respect to the

sample of material. Some diffraction techniques can measure all three parameters, such as

electron backscatter diffraction (EBSD) [98]. EBSD was attempted on the NiTi material in

this work, but the grains were likely too small (� 1 µm) for reliable EBSD patterns. An

alternative to EBSD is transmission Kikuchi diffraction (TKD), which can measure crystal

orientations for smaller grain sizes than EBSD. However, previous studies with TKD on NiTi

had relatively low confidence index values [99].

To overcome the limitation of poor EBSD patterns, X-ray diffraction (XRD) with a

pole-figure goniometer can be used. XRD is not limited by very small grain sizes, such as

those for the tube in this work. XRD with a pole-figure goniometer does not resolve crystal

orientations with spatial positions like EBSD can, but rather averages over the sample surface

because the X-ray illuminates a large number of grains simultaneously. Also, XRD cannot

measure all three parameters that are necessary to define a crystal orientation. From XRD

pole figures, an orientation distribution function, or the probability distribution function for

crystal orientations in the material, can be computed [98].
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4.1.2 Notation conventions

Miller indices indicate directions and planes in crystal systems. Miller indices for direc-

tions are enclosed by brackets, e.g. [110]. Miller indices for planes are enclosed by parenthesis,

e.g. (110). For a cubic material, the direction [uvw] is parallel with and equivalent to the

plane normal with the same indices, (uvw). Thus, for cubic materials such as the B2 cubic

austenite NiTi tube in this work, Miller indices could be written without enclosing punctu-

ation, e.g. 110. In this work, we refer to textures based on the lattice plane normal, with

enclosing parentheses.

Texture components in metals can be described as crystal orientations with Miller indices

(hkl)[uvw]. The first three indices are the lattice plane normal (hkl) in the normal direction

of sheet (hoop direction of a tube). The second three indices are the lattice direction [uvw]

in the rolling direction of a sheet (drawing direction of a tube) [98].

In addition to textures with a specific crystal orientation relative to the sample direction,

there can be fiber textures, which are textures with radial symmetry about either a sample

axis or another crystal coordinate. The fiber textures in this work are denoted as the

crystal plane normal and the sample direction parallel to the fiber. For example, (223)//Z

means the (223) plane normal with fiber texture symmetry parallel to the Z axis of the tube

(axial/drawing direction).

4.1.3 Tube textures

Texture in tubes depends on the relative amount of reductions in tube diameter and

wall thickness [100]. For proportional reductions in tube diameter and wall thickness, the

tube’s texture is typically similar to that of rod or wire. Reducing the wall thickness without

significantly changing the diameter often produces texture similar to rolled sheet. Reducing

the tube diameter without significantly changing the wall thickness (“sinking”) often gives

texture tangential to the circumference [100, 101]. Also, tubes can retain the drawing texture

after annealing. For example, copper and brass tubes with proportional wall thickness and

tube diameter reductions retain (111) and (100) duplex fiber texture after annealing [100].

Annealing can also modify tube texture, such as the shift upon annealing from [1010] to

[1120] texture in the drawing axis for cold-formed Zr or Zircaloy tubes [100].

4.1.4 Orientation distribution functions

Texture is expressed as the probability distribution of crystal orientations, or an orienta-

tion distribution function (ODF). ODFs have three dimensions and can be projected into two

dimensions as pole figures or inverse pole figures. Pole figures (PFs) are two-dimensional pro-
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jections of crystal direction relative to sample coordinates, written as a certain normal/pole

to a lattice plane, (hkl). The units of pole figures are normalized to express the probability

as multiples of uniform distribution (MUD; also called multiples of random distribution,

MRD), with MUD = 1 indicating uniform texture. Inverse pole figures (IPFs) represent

the probability of finding a sample direction relative to certain crystal directions. IPFs are

helpful to identify axisymmetric textures (“fiber textures”) for which one sample direction

(e.g. radial direction of a tube) is applicable [98].

Various methods have been developed to estimate ODFs from pole figures, since tech-

niques such as XRD with a goniometer can measure pole figures, but not ODFs [98]. This

work calculated the tube’s ODF with the MTEX open source Matlab toolbox [102]. In

MTEX, the ODF is estimated by minimizing radially symmetric functions [103].

In addition to PFs and IPFs, ODFs are commonly visualized as two-dimensional sections

within a space of three Euler angles that relate the two orthogonal, right-handed coordinate

systems of the sample and the crystal.

There are different conventions for Euler angles, and the Bunge convention is most com-

mon in the metals community. However, Cartesian Euler space is distorted and contains

three times as much information as needed, so ODFs represented as Euler angles need to

be interpreted cautiously [104, 105]. Cylindrical representations of Euler angles have been

proposed to improve their visualization [106, 107], as well as special sections with minimal

distortions [108, 109].

When viewing an ODF as two-dimensional sections (such as the constant φ2 sections in

Figure 4.12), only one “zone” should be considered when counting different texture compo-

nents so that the same texture is not considered more than once [104]. However, texture

components can be calculated with the appropriate symmetries and viewed in three dimen-

sions to avoid the issues associated with viewing ODFs in only two-dimensional slices. ODFs

can also be viewed in three-dimensional space with modern software such as the MTEX pack-

age used in this work (example video available at https://goo.gl/AY6MBE).

In MTEX, the default Euler angle convention is that of Bunge1. The Bunge Euler angles

are defined by three rotations of the crystal coordinates (xcrystal, ycrystal, and zcrystal) with

respect to three sample coordinates (Xsample, Ysample, Zsample), as shown in Figure 4.1b. The

three Bungle Euler angle rotations in MTEX’s default “ZXZ” convention are:

1. φ1: rotate crystal about e3 = Zsample,

2. Φ: rotate crystal about e′1 (the rotated Xsample), and

3. φ2: rotate crystal about e′′3 (the rotated Zsample).

1https://mtex-toolbox.github.io/files/doc/Rotations.html
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The crystal coordinates correspond to the unit directions in Miller indices (xcrystal is [100],

ycrystal is [010], and zcrystal is [001]). The sample coordinates depend on the material geometry.

For the most common sample geometry of rolled sheet, Xsample is the rolling direction (RD),

Ysample is the transverse direction (TD), and Zsample is the normal direction (ND). For the

tube sample coordinates in the present work, however, Xsample is the axial/drawing direction

(Ztube), Ysample is the radial direction (Rtube), and Zsample is the hoop direction (Θtube).

Although this incongruent labeling is confusing, it provides the necessary coordinates for

matching common texture components in the Bunge Euler angle convention, such as the γ

fiber observed in this work.
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e2’’

e2’
e2 = Ysample

e3 = Zsample = e3’ 

(b)

Figure 4.1: (a) The tube coordinate axes. (b) A diagram of the “ZXZ” Bunge Euler
angle convention used for the orientation distribution function, adapted from a diagram
in the lecture notes by Prof. Anthony Rollett. Xsample is the axial/drawing direction
(Ztube), Ysample is the radial direction (Rtube), and Zsample is the hoop direction (Θtube).

Without any sample or material symmetry, the possible ranges for Euler angles are

0 ≤ φ1 < 360o, 0 ≤ Φ < 180o, and 0 ≤ φ2 < 360o. The Euler angle ranges are reduced

by B2 NiTi’s cubic symmetry (m-3m Laue group, or 432 Hermann–Mauguin/international

notation). Also, orthorhombic sample symmetry is assumed for the tube drawing process

(mmm Laue group, or 222 Hermann–Mauguin/international notation). With these crystal

and sample symmetries, the ranges reduce to 0 ≤ φ1 < 90o, 0 ≤ Φ < 90o, and 0 ≤ φ2 < 90o.
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4.1.5 Texture of NiTi tubes

Polycrystalline NiTi shape memory alloy (SMA) can have strong texture that forms

during deformation, including drawing and rolling processes. The development of texture

in NiTi was experimentally observed from neutron diffraction measurements with in-situ

compression. B2 NiTi exhibited (100) texture that aligned parallel to the compression axis,

and (110) texture that aligned perpendicular to the compression axis [110].

Texture has been observed in NiTi with various product forms (e.g. wire, sheet, tube),

and the texture varies among product forms [111, 112, 113]. Although tube is currently the

most commercially relevant product form of NiTi (for endovascular devices such as stents),

relatively few studies have characterized the texture of NiTi tubes. Attempts have been made

to produce stent tubes with low texture for quasi-isotropic properties [114], but generally,

NiTi tubes have strong texture from manufacturing processes.

The texture of NiTi tube has been measured for a selection of heat treatments [111,

112, 113]. Three heat treatments were studied: (1) 485 oC for 5 minutes, followed by an

ice-water quench (a common condition in the Nitinol industry for stress relieving, slightly

lowering tensile strength, and slightly raising the austenite finish temperature); (2) 850 oC for

30 minutes in vacuum, followed by a slow cool of −10 oC per minute (a typical industry

anneal); and (3) 1100 oC for 12 hours in vacuum, followed by ice-water quench (removes

residual stress, recrystallizes the material, and removes the R-phase) [113]. For all three

heat treatments, the texture components of the tube were generally the same, although

there was some redistribution of the texture. Interestingly, the heat treatments at higher

temperatures and longer durations increased the amount of texture. In the radial direction,

there was a progressive redistribution from (111) to (110) texture. In the drawing direction,

there was redistribution from (111) and (110) textures to only (111) texture. For all three

heat treatments, the drawing direction’s texture was stronger than that of the radial and

hoop directions [113].

Synchrotron X-ray microdiffraction experiments reiterated NiTi tube’s strong texture,

and in-situ tension results revealed the macroscopic mechanical responses and microscopic

inhomogeneities with respect to grain orientations [115]. Tensile dogbone samples were laser

machined from NiTi tube sections that had been flatted with heat treatment (a two-step

process at 500 oC). Dogbones were produced with three different tensile axis directions

relative to the tube drawing direction: 0o (longitudinal), 45o, and 90o (circumferential). The

grain sizes were grown to 10-20 µm with heat treatment (700 oC for 5 minutes) to allow the

X-ray (spot size of 1 µm) to resolve transformation within each grain. The 0o sample had

primarily 〈111〉 grain orientation. The 90o sample had primarily 〈110〉 grain orientation.

The 45o sample had primarily 〈100〉 grain orientation. Microscopically, the difficult-to-
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transform 〈100〉 grains often remained as islands of austenite, with transformation occurring

around bands of 〈100〉 grains. The microscopic observations, especially with respect to

the 〈100〉 grains that tend to resist transformation, connected with macroscopic mechanical

measurements [115].

Severely cold-rolled NiTi sheet (42 % thickness reduction) showed similar (110) texture in

the rolling direction after two relatively brief, low-temperature heat treatments (485 oC for

2 minutes and 520 oC for 6 minutes, both followed by water quenching [116].

In-situ EBSD studies have been performed on NiTi tubes. To enable EBSD analysis, the

NiTi tubes were annealed (800 oC for 30 minutes, then water quenched) to increase the grain

size (reported as 10 to 100 µm). By inspection of the ODF in the φ2 = 45o section (Bunge

convention), the main texture components were (110)[111] and (112)[111]. From an IPF in

the axial tube direction, there was a strong (111) texture [117].

Recently, texture in NiTi tubes was measured with XRD and precession electron diffrac-

tion automated crystal orientation mapping (PED-ACOM) performed using a transmission

electron microscope (TEM) [118]. Samples for the PED-ACOM were prepared with a focused

ion beam scanning electron microscope (FIB-SEM). Samples for XRD were prepared by pol-

ishing along the tube axis to produce a surface with a normal in the tube’s radial direction

(although the surface would also include normal vector components in the hoop direction).

From both the XRD and PED-ACOM measurements, the tube’s texture was characterized

as strong (110) texture in the radial direction. The (110) texture after relatively aggressive

heat treatment from [118] is consistent with the progressive redistribution in radial texture

from (111) to (110) upon heat treatment shown in [113].

4.2 Methods

4.2.1 Sample preparation

First, an XRD measurement for defocusing correction was performed on B2 NiTi powder

(Special Metals, New Hartford, New York; lot 3601, Ni51Ti49) using the same XRD conditions

that were used for the tube XRD measurements. For a flat sample with XRD in reflection

geometry (as opposed to transmission geometry for thin samples), the inclination of the

sample with respect to the beam creates defocusing effects, so defocusing corrections are

necessary [98].

XRD measurements were performed on NiTi tube (Memry, Bethel, Connecticut; lot 957152,

product number 10130W) with outer diameter of 3.176 mm and inner diameter of 2.540 mm.

The XRD sample was prepared following the method from [111, 112, 113], with sections from

the tube stacked in the radial direction. This stacked configuration increases the sample area
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(a) (b)

Figure 4.2: Low-speed diamond sawing. (a) The first axial cut made half sections along
the tube axis. (b) During the second axial cut to make quarter sections, bending from
residual stress was observed, with the two quarter sections curving enough to overlap.

to improve XRD signal-to-noise ratio, and is similar to the method outlined for wires in [119].

Unfortunately, this stacking enforces orthorhombic symmetry on the sample that assumes

there is no texture difference in the radial direction (e.g. no significant texture differences

between material points in the middle or near the inner and outer walls of the tube). EBSD

measurements on NiTi sheet have shown that there can be through-thickness texture vari-

ation for hot-rolled sheet, but not cold-rolled sheet [120]. Hot-rolled NiTi sheet had two

primary textures in the “warm inner zone” ({111}〈110〉 and {110}〈110〉 texture), but ran-

dom texture near the surface. The inner grains were also larger. The differences between

the inner and surface regions was attributed to slip and recrystallization in the inner re-

gion, aided by more heat, while the cooler surface had less slip and more dynamic recovery.

Unlike the hot-rolled sheet, cold rolling followed by recrystallization did not exhibit texture

or grain size differences between the inner and outer regions of the sheet. Cold-rolled and

recrystallized sheet had homogeneous grain size and texture through the thickness, random

texture in the rolling and transverse direction, and {111}〈uvw〉 γ-fiber texture in the normal

direction [120].

Sections were cut from the tube using a low-speed diamond saw with a cooling oil bath.

The tube was held in the diamond saw with a custom fixture and cut twice in the axial

direction to produce quarter slices (Figure 4.2a). A counterweight was used to reduce the

cutting rate to less than 0.5 cm of the tube length per hour. After the first axial cut, the tube
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half sections spontaneously bent towards one another, but only slightly. After the second

axial cut, the tube quarter sections bent towards one another markedly (Figure 4.2b).

10 mm

Figure 4.3: Residual stress was observed after tube sectioning.

After the axial cuts, the radius of curvature of the quarter sections was 740 ± 100 mm

(Figure 4.3). Assuming Euler–Bernoulli theory and radially distributed residual stress, the

magnitude of residual stress to produce this bend is −29 MPa at the outer surface and

30 MPa at the inner surface (see residual stress analysis in Section 4.3.2).

The quarter sections of the tube were cut again with the low-speed diamond saw to pro-

duce forty 15 mm pieces from the 155 mm quarter slices (Figure 4.4a). These quarter section

segments were stacked in the geometry shown in Figure 4.5a and glued with cyanoacrylate

“super glue” to remain in this configuration during mounting. The tubes were mounted

with an epoxy that cures in about two hours at room temperature (PELCO 2 Hour Epoxy;

Ted Pella, Redding, CA). The mounting produced a cylindrical sample 25 mm in diameter

(Figure 4.4b). The sample was ground flat with 600 grit silica paper wetted with water,

and ground smoother with 800, 1000, and 1200 grit silica wetted papers (CarbiMet S and

MicroCut S, Buehler). Grinding was performed until the centerline of the quarter section of

tube slices was the exposed surface (Figure 4.5b). The sample was final polished with a 5:1

volume ratio mixture of colloidal silica (Buehler MasterMet 2, 0.02 µm) and 30 % hydrogen

peroxide (Fisher H325) on a microfiber cloth (Buehler MicroCut), to produce a samples with

a mirror finish on all of the forty quarter sections of tube.
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(a) The forty quarter
sections of tube (in
ten stacks of four) be-
fore mounting.

(b) The forty quar-
ter sections of tube
stacked radially as
shown in Figure 4.5.

10 mm

(c) The sample after
grinding with 1200
grit silica paper.

Figure 4.4: Assembly and polishing of tube stack.

4.2.2 X-ray diffraction

X-ray diffraction (XRD) was performed with a Rigaku SmartLab system. The sample

was loaded on the “thin film” type stage with the ability to rotate in the plane of the sample

surface. The sample was fixed to the stage with tape to avoid any sample motion during the

experiment (Figure 4.6). The sample was loaded with the tube drawing direction pointing to

β = 0o (towards the instrument’s front door, which is the instrument’s convention for a point

detector). The XRD conditions for all experiments were 40 kV and 44 mA source, parallel

beam (PB) collimator slit, 0.5o in-plane parallel slit collimator (PSC), 10 mm length limiting

slit, and 0.5o in-plane parallel slit analyzer (PSA). The attenuator was open, the divergence

slit was 1 mm, and the Soller slit and receiving slit were 2 mm. The maximum X-ray

penetration in NiTi at the experiment conditions was calculated to be 19 µm (Section 4.3.3).

First, a symmetric scan (2θ/θ scan) was performed to locate the austenite peaks in

the tube sample (Figure 4.7). A Cu-Kβ filter (a thin film of Ni) was not used during the

symmetric scan. The scan was performed for 2θ from 30o to 85o with 0.050o and 1 second

per step. The symmetric scan showed the expected peaks and intensities for B2 austenite

NiTi, with a prominent (110) peak at 42.4o, the (200) peak at 61.6o, and the (211) peak at

77.6o (Figure 4.7).

Next, in-plane pole figure measurement of preferred crystallographic orientation were per-

formed. The in-plane method was chosen over other methods such as the Schulz reflection

method and the parallel beam reflection method because the in-plane method can measure

the whole pole figure without using transmission geometry that requires a very thin sam-

ple [121]. The in-plane method accesses the polar (α) and azimuthal (β) angles of a pole
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(a) The quarter sec-
tions were stacked
radially with their
centers aligned.

(b) The sample
was ground and
polished down to
the center line of
the stack of quarter
sections.

Figure 4.5: CAD of tube stack polishing, with only four of the forty section shown here.

figure by rotating the sample about its plane and sweeping the X-ray source and detector

along separate arcs. β is equal to the sample rotation angle, φ. α is the angle between the

sample surface and the plane defined by the detector position, sample incident position, and

X-ray source position (Figure 4.8).

A Cu-Kβ filter (a thin film of Ni) was installed on the detector-side of the instrument

for the in-plane pole figure measurements. The same slit settings from the symmetric scan

were used. Pole figures were measured for the (110), (200), and (211) peaks with the full β

range (azimuthal angle of 0 to 360o with 1o continuous sampling steps and β rotation speed

of 60o per minute) and a partial α range (polar angle of 0o to 75o with 2.5o incremental

sampling steps). The α range was limited since polar angles greater than about 80o is not

reliable [119].

4.3 Results and discussion

4.3.1 Pole figure measurements and orientation distribution function calcula-

tion

The three pole figures that were measured with XRD (Figure 4.9a) indicate texture is

present in the tube. From the pole figures, a moderate (110) texture was observed in the

tube drawing direction (Z). For the tube radial direction (R) in the (110) pole figure, there

is a band of relatively uniform intensity with MUD > 1 that indicates less texture in the
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Figure 4.6: Sample in XRD instrument during a symmetric θ/2θ experiment.
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Figure 4.7: XRD profile from 2θ/θ symmetric scan for the powder sample (top) and tube
sample (bottom). The tube sample was positioned with the radial direction parallel to
the beam direction.

radial direction than the drawing direction. For the (200) pole figure, the radial direction

also has a band of relatively uniform intensity with MUD < 1. From the three measured

pole figures, an ODF was calculated using MTEX [102]. Pole figures produced from the

calculated ODFs (Figure 4.9b) matched the general shapes and magnitudes of the measured

PFs. Generally, the error between the measured and calculated PFs was less than 0.1

|MUD| err, with some spurious signals that had about 0.3 |MUD| err (Figure 4.9c).

From the ODF, inverse pole figures were generated for the tube directions (Figure 4.10).

The primary texture was (111) in the drawing direction (Z). Other minor textures included

(111) and (122) in the hoop direction (Θ), and (114) in the radial direction (R).

The three poles from the cubic inverse pole figures, (111), (100), and (110), were plotted

as pole figures projected in the radial-drawing (R-Z) plane, with the hoop direction coming

75
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sample
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(φ)

ω

Figure 4.8: The in-plane pole figure measurement method, with the source swept in ω,
the detector swept along an arc defined by 2θ and 2θχ, and the sample rotated about
φ. ω and 2θ rotate in the plane of the page, and Φ and 2θχ rotate about the sample
normal.

out of the center (Figure 4.11). In this representation, the relative magnitudes of the texture

is also apparent, with a strong (111) texture in the drawing direction.

Following the convention for representing textures in BCC metals, the ODF is plotted

in Figure 4.12 as φ2 sections (with the Bunge Euler angle convention). From the φ2 = 45o

section, three texture components were identified (labeled on the plot):

1. (223)//Z fiber,

2. (111)//Z fiber, and

3. (111)//Θ fiber (commonly called the γ fiber for BCC metals).2

The (122)//Θ fiber is also labeled on Figure 4.12 to compare with the (111)//Θ fiber.

Although the intensity at (122) was slightly greater than the intensity at (111) in the hoop

direction (Θ) IPF (Figure 4.10), the intersection of the (122)//Θ fiber with the (223)//Z fiber

could increase the apparent intensity of the (122)//Θ fiber. The intersection of the (122)//Θ

and (223)//Z fibers is more apparent when the ODF is visualized in three dimensions. A

video of the 3D representation of the ODF is available at https://goo.gl/AY6MBE.

The volume fraction η of the fibers was computed as a function of the angle radius around

the fiber (Figure 4.13), using the “fibreVolume” function in MTEX. Consistent with the IPF

observations (Figure 4.10), the strongest fiber was the (111)//Z. The (223)//Z fiber was the

second strongest, followed by the (111)//Θ and (122)//Θ fibers.

2The Bunge Euler angles for the γ fiber are φ1,Φ, φ2 = 0-90o, 55o, 45o.
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Figure 4.9: Pole figures of (110), (211), and (200) planes, as-measured (a), calculated
(b), and the difference between measurement and calculation (c). All units are multiples
of random distribution (MRD). The measured values (a) are normalized with respect
to the orientation distribution function.
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Figure 4.10: Inverse PFs from ODF for R, Θ, and Z sample directions.
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Figure 4.11: Pole figures plotted from the calculated ODF in IPF’s three corner poles,
(111), (100), and (110).
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Figure 4.12: Bunge convention Euler angles φ1 and Φ with slices of constant φ2 in 5o

increments.
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Figure 4.13: Volume fractions (η) of the three primary texture components for radius
(∆) around the fibers. The (111)//Z fiber had the highest volume fraction, followed by
the (223)//Z fiber.
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4.3.2 Residual stress analysis

Upon cutting the tube with a low-speed diamond saw, bending was observed in the tube

quarter sections from residual stress. From this beam theory analysis, residual stress in the

tube would result from bending the tube quarter section to a curvature of zero for the as-

received, straight tube. The geometry of the tube cross-section yielded the beam’s neutral

axis (Section 4.3.2.1). From the radius of curvature of the bent tube quarter sections, the

residual stress to cause bending, σZZ was estimated with elementary beam bending theory

with a stress distribution proportional to distance from the neutral axis (Section 4.3.2.2).

Finally, this stress distribution was equated to a stress distribution proportional to distance

from a radial axis (Section 4.3.2.3).

4.3.2.1 Tube quarter section centroid

The centroid of the tube quarter section was computed by considering the tube cross-

section as a simply connected domain (Figure 4.14a). The distance from the X-axis to

the centroid of a quarter section of a circle with inner radius ri and outer radius ro, with

r̂ = (ri + ro)/2, is given by

ȳ =

∫
ŷ r̂ dθ∫
r̂ dθ

=

∫
(r̂ sin θ) r̂ dθ∫

r̂ dθ
=

∫
r̂2 sin θ dθ∫
r̂ dθ

. (4.1)

For the limits of integration as θ from π/4 + θkerf/2 to 3π/4 − θkerf/2, where θkerf is the

angular width removed by the diamond saw blade, this gives

ȳ =
4r̂ cos (π/4 + θkerf/2)

π − 2θkerf

. (4.2)

For the tube in the present work, ro = 1.588 mm, ri = 1.270 mm, and θkerf = 0.2519 ra-

dians. This yields ȳ = 1.328 mm.

4.3.2.2 Elementary beam bending analysis

First, the beam bending solution was computed for a residual stress distribution that is

proportional to y′, the vertical distance from the neutral axis ȳ (Figure 4.15a). Assuming

that the quarter sections of tube obey Euler–Bernoulli beam theory, then the length of the

neutral axis for a beam that is bent with radius of curvature ρ and included angle ψ is ρ dψ

(Figure 4.14b). The strain at distance y′ from the neutral axis along a length of the beam

with measured curvature κ0 = 1/ρ and current curvature in the as-received (straight) tube
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Figure 4.14: Quarter section moment of inertia about X-axis.

κ = 0 is given by

εZZ = (κ− κ0) y′ = −κy′. (4.3)

The residual stress in the beam with Young’s modulus EA at a distance y′ from the

neutral axis is then

σZZ(y) = EA εZZ = −EAκy
′ = −EAκ (y − ȳ) . (4.4)

4.3.2.3 Equivalent radial distribution of residual stress

Next, the equivalent radial distribution of stress was computed for the elementary beam

theory’s distribution of stress (Equation (4.4)), which is proportional to the vertical distance

y′ from the neutral axis ȳ, with

y′ = y − ȳ = r sin θ − ȳ. (4.5)
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Figure 4.15: Coordinates for the tube quarter section with stress distributions propor-
tional to (a) y′, the vertical distance from the horizontal neutral axis ȳ, and (b) r′, the
radial distance from the radial neutral axis r̄.

Similarly, the radial distribution of stress (Figure 4.15b) is proportional to the radial distance

r′ from a radius with zero stress, r̄, with

r′ = r − r̄. (4.6)

The tube was considered as two parts, above and below the neutral axis ȳ. Above the

neutral axis ȳ, with the stress distribution proportional to y′, the stress integrated in the

area is ∫ π−sin−1(ȳ/ro)

sin−1(ȳ/ro)

∫ ro

ȳ/ sin θ

−κEA(r sin θ − ȳ) r dr dθ. (4.7)

The stress distribution proportional to y′ integrated below the neutral axis ȳ is∫ (3π+2θkerf)/4

(π+2θkerf)/4

∫ ȳ/ sin θ

ri

−κEA(r sin θ − ȳ) r dr dθ. (4.8)

The radial distribution of stress is assumed to be proportional to radial distance r′ from

the radius at which the stress is zero (r̄), with a fitting constant A to equate the radially
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proportional and vertically proportional stress distributions, with

σZZ(r) = −EAκA (r − r̄) . (4.9)

Above the neutral axis ȳ, the radial distribution of stress integrated in the area is∫ π−sin−1(ȳ/ro)

sin−1(ȳ/ro)

∫ ro

ȳ/ sin θ

−κEAA(r − r̄) r dr dθ. (4.10)

The radial stress distribution integrated below the neutral axis ȳ is∫ (3π+2θkerf)/4

(π+2θkerf)/4

∫ ȳ/ sin θ

ri

−κEAA(r − r̄) r dr dθ. (4.11)

To find the radial stress distribution, there are two unknowns (r̄ and A), for which

two equations were established. For the area above the neutral axis, Equation (4.7) equals

Equation (4.10). For the area below the neutral axis, Equation (4.8) equals Equation (4.11).

Solving the two equations with the tube dimensions, r̄ = 1.436 mm, and A = 2.109. At the

inner radius, r′i = ri− r̄ = −0.166 mm, and at the outer radius, r′o = ro− r̄ = 0.152 mm).

Substituting these values into Equation (4.9), along with the Young’s modulus of the tube

in austenite (EA = 66 GPa) and the radius of curvature in the quarter sections was ρ =

1/κ = 740± 100 mm (measured from Figure 4.3), yields residual stresses of 31 MPa at the

inner radius and -29 MPa at the outer radius.

4.3.3 X-ray penetration depth

From the Beer-Lambert law, for an X-ray beam with intensity I0 traveling through a

homogeneous, isotropic material (assumed) with a linear absorption coefficient µ has a final

intensity I after traveling path length L, given by

I/I0 = exp(−µ/L), (4.12)

for which L can be calculated by

L = − ln (I/I0) /µ. (4.13)
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For 99% absorption (I/I0 = 0.01), mass attenuation coefficient µNiTi of NiTi (742 1/cm [122]

for Cu-Kα), the path length L99% is

L99% = − ln 0.01/µNiTi = 62 µm. (4.14)

The penetration depth, T, for Bragg angle θ is given by

T = 0.5L sin θ. (4.15)

For the maximum Bragg angle in these texture measurements (for the 211 pole at 2θ = 77.7o),

the X-ray penetration depth is 19 µm.

4.4 Summary

The texture of NiTi tube was measured with X-ray diffraction and analyzed as an orien-

tation distribution function. A strong (111) texture was found in the drawing direction of

the tube. Additionally, residual stress was observed in the tube during sample preparation,

with quarter sections of the tube spontaneously bending with axial curvature. Using an anal-

ysis based on Euler–Bernoulli beam theory, the residual stress was estimated as −29 MPa

as the outer radius and 30 MPa at the inner radius. Although many NiTi device prepara-

tion steps would relax these residual stresses, they would be important for the mechanical

measurements of the tubes, as well as the performance of devices without relaxed residual

stresses.
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CHAPTER 5

Grain size effects on NiTi shape memory alloy fatigue

crack growth

5.1 Introduction

Shape memory alloys (SMAs) are functional materials with the ability to recover large

deformations via reversible, diffusionless, martensitic phase transformations. These phase

transformations can be induced either thermally or mechanically, creating a strong tem-

perature dependence on the mechanical stress-strain response of the material. Thermally

activating the phase transformations from below the phase transformation temperature en-

ables the shape memory effect, or the recovery of a previous structural shape after seemingly

permanent deformation. Mechanically activating the phase transformation at temperatures

just above the phase transformation temperature gives rise to superelasticity, or the ability

to recover unusually large strains of about 5 to 8 % for NiTi SMAs.

Repeated thermomechanical cycling of phase transformations in SMAs can cause two

types of fatigue, functional fatigue and structural fatigue, both of which are relevant in

SMA applications. Functional fatigue (or shakedown) is the progressive decay in the phase

transformation response during early-life cycling, including the evolution of transformation

temperatures, residual strain, latent heat, enthalpy, and hysteresis. Structural fatigue in-

volves material failure with crack initiation, fatigue crack growth (FCG), and eventual frac-

ture. In SMAs, fatigue cracking involves complex thermal and mechanical interactions among

plasticity, phase transformation, and other deformation mechanisms such as martensite de-

twinning.

The focus of this chapter is to characterize the structural fatigue of polycrystalline NiTi

SMAs of various grain sizes. The multiscale experiments developed in this chapter for study-

ing grain size effects are extended into Chapters 6 and 7 for studying texture and tempera-

ture effects, respectively. A damage-tolerant approach to structural fatigue measurements is

86



taken, where incremental crack growth rates are measured as a function of stress intensity, as

opposed to a total-life fatigue approach. As noted in [123], the majority of structural fatigue

studies to date on NiTi have taken total-life fatigue approaches. This is primarily because

the biomedical devices that comprise the largest share of NiTi applications have small di-

mensions and critical crack lengths, such that the time between crack initiation and failure

is very short [123]. Total-life fatigue approaches are most applicable to a specific product

or device form, while a damage-tolerant approach distinguishes fatigue crack thresholds and

fatigue crack growth rates for the material in a more general sense [124].

Damage-tolerant approaches cyclically load a material sample, such as a notched/precracked

compact tension specimen, while measuring the crack length (a) during a number of cycles

(n). The load is converted to a stress intensity factor (K) that characterizes the elastic stress

singularity at the crack tip, and the sample is cyclically loaded between two values, Kmin

and Kmax. The stress ratio is defined as R = Kmin/Kmax. The crack growth rate (da/dn)

is plotted against the rise in stress intensity factor (∆K = Kmax − Kmin). Below a certain

threshold value (∆K < ∆Kth), the crack growth rate is essentially zero. At moderate stress

intensities above this value, the regime of stable crack growth is often described by a Paris

Law [125].

At the microscale, measurements of the local crack opening displacements can capture the

behavior near the crack tip. In these measurements, a relevant parameter is the minimum

value of the stress intensity necessary to separate the adjacent crack faces (Kopen). As

originally shown experimentally in an Al alloy (with R = 0) in [126] and nicely described

in [127], a crack may remain closed during a portion of a fatigue cycle, due to residual stresses

from plastically deformed material ahead of the crack tip. As the crack advances, material

behind the crack unloads, and trailing crack surfaces are driven into contact before the

minimum load is reached during the cycle. Thus, a (potentially large) residual compressive

stress is generated in the wake of the crack that requires a finite positive load, or ∆Kopen,

to open the crack. This ‘crack closure effect’ is the result of elastoplastic behavior of the

material, which is not captured by linear elastic fracture mechanics. Crack closure reduces

the effective stress intensity factor and generally results in slower crack growth in the material

than in a purely elastic material.

In this work, both macroscopic crack growth rates and microscopic crack opening dis-

placements are measured. This multiscale experimental approach is used to study the effects

of grain size on fatigue cracking in NiTi, but it could be readily applied to study fatigue

cracking in other structural materials.

87



5.1.1 Nanocrystalline NiTi shape memory alloys

When the average grain size (GS) of the SMA NiTi is refined to the nanocrystalline (NC)

regime, several beneficial properties emerge, including a very narrow stress-strain hysteresis,

a broad temperature window for superelasticity, improved thermomechanical cyclic stability,

reduced latent heat generation, and a reduced sensitivity to deformation rate [128]. These

properties give rise to better stability in terms of functional fatigue, but the structural fatigue

of NC NiTi remains poorly characterized.

Interestingly, NC NiTi SMAs do not exhibit shape memory, but still exhibit supere-

lasticity [129]. While the absence of shape memory limits the use of NC NiTi in certain

applications, the majority of commercial SMA applications exploit superelasticity, such as

biomedical devices [130]. Moreover, compared to commonly available NiTi SMAs, NC NiTi

has a wider temperature range for superelasticity and reduced thermomechanical sensitiv-

ities. Typical coarse-grained NiTi has a superelastic temperature window of about 50 oC,

while 10 nm GS NiTi has a superelastic window of 130 oC [128]. Coarse-grained NiTi has

acute thermomechanical couplings that alter the material’s stress-strain response with rela-

tively small temperature changes, on the order of tens of degrees Celsius, which leads to hy-

persensitivities to loading rate and heat transfer characteristics of the ambient medium [131].

These issues are largely avoided by the use of NC NiTi.

The origin of NC NiTi’s remarkable properties is a homogeneous phase transformation,

unlike the macroscopic nucleation and growth behavior of transformation in coarse-grained

NiTi that involves strain localization and propagation phenomena [131, 7, 132, 133]. In typ-

ical coarse-grained NiTi (GS ≈ 10 µm [123]), martensitic phase transformation localizes as

multiple laminates within a grain. With GS below about 70 nm, however, a single laminate

of martensite can form. The grain size threshold for this single, continuous martensite lami-

nate in NC NiTi has been measured with X-ray diffraction (XRD) to be 68 nm, under which

there is a transition in XRD profiles from multiple peaks to a single, shifting peak [134].

Furthermore, a recent simulation of the interplay between interface and strain energies pre-

dicted that multiple laminates of martensite within one grain are more favorable than a

single laminate above a grain size diameter of about 70 to 90 nm [135].

Despite the remarkable functional fatigue resistance of NC NiTi, the critical stress inten-

sity factor for crack extension (or mode I fracture toughness, KIC) monotonically decreases

with nanocrystalline grain size [136]. For 10 and 18 nm GS NiTi, the crack growth resis-

tance curves (stress intensity factor as a function of crack extension) were nearly flat. SEM

fractography revealed cleavage planes with little ductile dimpling in the 10 and 42 nm GS,

a mix of cleavage planes and dimpling in the 80 nm GS, and significant ductile dimpling in

the 1500 nm GS. Notably, these fracture measurements were conducted on NC NiTi sam-
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ples with the same compact tension geometry, cold rolling, and heat treatments used in the

present study [136].

There is currently a lack of consensus about NC NiTi’s fatigue crack growth resistance.

No results exist on damage tolerance with crack growth rates for cold-rolled NC NiTi, though

recent works on cold-rolled NC NiTi [137] and equal channel angular pressed (ECAP) NC

NiTi [138] suggest that fatigue crack growth resistance may decrease non-monotonically with

decreasing grain size. One recent work [137] studied the low-cycle fatigue life of NC NiTi

tensile samples without notch defects. Although the NiTi alloy composition and sample

geometry were different from this work, the same cold rolling and heat treatment conditions

were used. Grain size refinement was shown to have an effect on fatigue life only under

certain loading conditions. The 10 nm GS improved low-cycle fatigue life (Nf < 104 cycles)

for a cyclic uniaxial stress of σmax = 450 MPa with complete unloading (R = 0), but grain

size refinement had no effect for the lower cyclic peak stress of σmax = 300 MPa. Specific

mechanisms for the different crack growth responses were not identified. Another recent

work [138] showed that ultra-fine grained ECAP NiTi had significantly increased transfor-

mation and yield stresses compared to coarse-grained NiTi without negatively affecting the

structural fatigue response. The ultra-fine grained NiTi had large fractions with GS < 1 µm,

with some large grains up to a few microns, and the coarse-grained NiTi had GS ≈ 100 µm.

Additionally, the FCG resistance was mildly enhanced for high mean stresses (R = 0.7) [138].

Although ECAP processing cannot produce grain sizes below 70 nm and does not achieve

the exceptional functional fatigue resistance of cold-rolled NC NiTi [139], the fact that se-

vere plastic deformation of NiTi can result in similar or even improved fatigue crack growth

resistance is intriguing.

5.1.2 Fatigue crack characterization

On the macroscale, crack growth rates have been measured with indirect techniques,

such as electric potential difference (EPD) and the adjusted compliance ratio (ACR, using

a back-face strain gage) method. Both EPD and ACR require crack length calibrations,

usually using an optical technique. These methods were applied recently to study the fatigue

crack growth rates of ECAP NiTi [138], as well as cold-drawn and hot-rolled NiTi [140].

Unfortunately, indirect measurements cannot accurately capture cracks with branching or

skewed paths to the tensile loading axis. Even direct optical observation of a crack can be

problematic, due to rigid body motion of the sample, requiring position reference marks on

the sample [141].

Originally developed by Sutton and co-workers in the 1980s, digital image correlation

(DIC) is a powerful optical method for measuring displacement fields on a surface [45].
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Measurements can be performed either with a single camera to measure displacements in

two dimensions (2-D DIC), or with two or more cameras to measure displacements in three

dimensions (3-D DIC). In the context of materials testing, DIC measures displacements

on a sample surface from a sequence of images captured during mechanical testing. A DIC

algorithm (between reference and current image pairs) is inherently length-scale independent,

so the physical length scale is determined by the field of view (FOV) of the images. The

technique requires uniformly sized, randomly positioned, and visibly contrasting features on

the sample to form a “speckle pattern” for tracking. Unless the sample surface already has

suitable contrasting features, an artificial speckle pattern is applied, often by painting for

samples at the millimeter scale. The size and distribution of the speckles, combined with

the digital camera resolution, determines the spatial resolution of the measurement.

DIC was first applied to problems in fracture mechanics in 1987 to estimate stress inten-

sity factors [142]. The application of DIC to measure crack opening and closing displacements

was pioneered in the late 1990s [143], but there have been relatively few studies using DIC

to measure crack displacements, as noted by [144]. Optical observations of the crack tip

are especially helpful when cracks branch or run along oblique directions to the loading

axis. Incremental crack growth rates have been measured with optical DIC (primarily 2-D

DIC [145]), but these measurements can exhibit a large degree of scatter due to the limited

magnification of optical microscopy. A comparison of DIC with a crack mouth gage and

the ACR method (back-face strain gage) was performed in [146], and DIC was accurate for

samples that approximated plane stress and do not have significant crack length differences

across the sample thickness. Crack length differences here were verified in Section 5.2.3 to

be acceptably small.

Microscale optical DIC has been used to examine FCG rates in recent multiscale inves-

tigations by Sehitoglu and others [147, 145, 148, 149], at spatial resolutions in the range of

0.4 to 2.0 µm per pixel. The importance of crack closure measurements and the application

of DIC for measuring crack opening and closing displacements was discussed by Carroll et

al. [147]. Recently these multiscale investigations with optical, microscopic DIC measure-

ments of crack opening have been applied to examine the damage tolerance of advanced

alloys, including nanocrystalline Ni-Co alloys [145] and Hastelloy X [148]. Another study

on Hastelloy X included sub-grain level measurements of plastic strain accumulation near

fatigue cracks, with the microstructure characterized by electron backscatter diffraction and

overlaid with optical DIC measurements [149].

DIC within a scanning electron microscope (SEM-DIC) was introduced in the late 2000s

and overcomes magnification limitations imposed by the wavelength of visible light [150, 151].

The precision required to measure the microscopic crack opening levels in the present work
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was enabled by SEM-DIC. Optical microscopic DIC, with about an order of magnitude

coarser resolution from the diffraction limit of light, may not have been able to resolve

the sub-500 nm ∆v displacement differences in this work between the 1500 nm sample and

the other grain sizes. Complicated techniques exist to achieve better resolution than the

diffraction limit in optical microscopes (such as interferometric microscopy, 4Pi microscopy,

total internal reflectance microscopy, and stimulated emission depletion microscopy), but to

the authors’ knowledge, these techniques have not yet been applied with DIC.

SEM-DIC requires a sufficiently fine speckle pattern on the sample surface. One option is

the application of self-assembled Au nanoparticles, which was successfully demonstrated for

SEM-DIC with a spatial resolution of 4 nm per pixel on 99.99 % aluminum, 1100 aluminum,

a nickel-chromium superalloy, and silicon carbide samples [86]. A drawback to SEM-DIC,

however, is the added complexity from error sources that are not present with optical DIC,

including spatial and drift distortions, scanning errors (also called image shifts or jumps), and

non-negligible sample stress relaxation [150, 58]. Various techniques, such as time averaging

of images and distortion corrections, have been attempted to address these issues. In this

work we introduce an improved external scan control technique to address the source of the

electron beam scanning errors.

5.2 Methods

This work presents the first measurements of fatigue crack growth rates at both low and

high stress intensities in NC NiTi sheet samples with average grain sizes from 1500 nm down

to 10 nm (Section 5.2.1). To connect macroscopic crack growth rates to microscopic crack

opening displacements, experiments were performed with both optical DIC and SEM-DIC

to study the responses across a broad range of length scales. At both the macroscopic and

microscopic length scales, spatially-resolved displacements from digital image correlation

(DIC) enabled crack tip measurements without the need for crack length calibrations and

assumptions required for other techniques. Macroscopic DIC enables accurate crack growth

rate measurements and can identify if and when cracks branch or propagate in oblique

directions. The issue of scatter was minimized by using an optimized, optical 3-D DIC

system (Section 5.2.2) with high-quality lenses, low-noise machine vision cameras, and cross

polarization to increase contrast and eliminate saturated pixels [3]. At the microscale, SEM-

DIC was used to measure the relative displacements between the crack faces (∆v) close to

the crack tip, aiding in the characterization of mechanisms of crack growth resistance, such

as crack closure. SEM-DIC was recently applied by others to measure crack opening and

closing displacements in an aluminum alloy with a spatial resolution of 70 nm per pixel [144].
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In this study, a resolution of 31.25 nm per pixel was achieved with SEM-DIC during loading

of the precracked samples. As discussed in Section 5.2.3, a custom, high-precision, external

scan controller was used for the first time that largely eliminated scanning distortions and

drift in the electron beam, providing improved accuracy in the SEM-DIC measurements.

The experimental program consisted of samples with 10, 18, 42, 80, and 1500 nm GS,

each subjected to a three-step sequence of experiments: (1) high ∆K fatigue crack growth

measurements with optical DIC, then (2) one loading cycle at high ∆K to measure crack

opening displacements by SEM-DIC, then (3) low ∆K fatigue crack growth measurements

with optical DIC.

5.2.1 Sample preparation

Superelastic NiTi sheets of 1.72 mm thickness with a slightly nickel-rich composition

(50.9 at.% Ni, 49.1 at.% Ti) were obtained from Nitinol Devices Company (NDC, alloy

SE508). The as-received sheets were annealed at 800 oC for 1 h in a furnace with flowing

argon, and then quenched in room temperature water. The sheets were then cold rolled

between stainless steel plates to 1.00 mm (42 % thickness reduction). Compact tension sam-

ples conforming to ASTM E561 [152] with dimensions shown in Figure 5.1 were produced by

wire electrical discharge machining (EDM), with the crack notch direction perpendicular to

the rolling direction. The cold-rolled compact tension samples were heat treated at different

temperatures and durations (Table 5.1) to produce average grain sizes of 10, 18, 42, 80, and

1500 nm, as measured by transmission electron microscopy [44, 116]. Above 100 nm GS,

the mechanical response of NiTi does not change significantly, so the 1500 nm GS sample is

a representative baseline for comparison with the nanocrystalline grain sizes [44, 116]. The

condition without heat treatment after cold rolling had an average grain size of 10 nm, so

only the larger grain sizes had subsequent heat treatments. The sample surfaces were ground

and polished with a sequence of 400, 600, 800, and 1500 grit silica papers, then final polished

with a 5:1 volume ratio mixture of colloidal silica (Buehler MasterMet 2, 0.02 µm) and 30 %

hydrogen peroxide (Fisher H325) on a microfiber cloth (Buehler MicroCut). The hydrogen

peroxide accelerated the final polish with surface oxidation and aided the silanization step

for self-assembled gold nanoparticle patterning for SEM-DIC, described in Section 5.2.3.
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Figure 5.1: Compact tension samples conforming to ASTM E561 were cut with wire
EDM from the cold-rolled sheets with the rolling direction perpendicular to the crack
notch.

Table 5.1: Heat treatments for grain growth and the grain sizes measured by XRD and
TEM. Note that the GS for the as-rolled condition was only measured with XRD. Also,
the TEM field of view for the 1500 nm condition contained only a few grains (too few
to make a distribution and statistics on grain size).

average GS, XRD average GS, TEM temperature time
(nm) (nm) (oC) (min)

10 n/a n/a n/a

18 18± 12 250 45

42 48± 18 520 2

80 80± 13 520 6

1500 n/a 600 45

For optical DIC, samples were speckle patterned after polishing using an Iwata CM-B

airbrush with a basecoat of white paint (Golden High Flow Titanium White), followed by

the application of black speckles (Golden High Flow Carbon Black). This paint sequence,

white paint followed by black paint, provides higher contrast and lower DIC errors than the

converse [4].

After performing macroscopic, high ∆K fatigue crack growth measurements (Section 5.2.2),

the painted speckle pattern was removed with methanol, and the samples were coated with

self-assembled gold nanoparticles (AuNPs) to create a suitable speckle pattern for SEM-

DIC. The patterning procedure in [86] had three basic steps: (i) promote oxide/hydroxyl

groups on the sample surface, (ii) form a thin organosilane layer with silane molecules that

covalently bond to the reactive oxide/hydroxyl groups and have pendant functional groups

that point away from the oxide/hydroxyl groups, and (iii) soak samples in AuNP colloid and

allow AuNPs to self-assemble on the pendant functional groups of the silane molecules. We

modified this procedure slightly: step (i), final polishing with the 5:1 mixture of colloidal

silica and 30 % hydrogen peroxide was sufficient; step (iii), samples were soaked in AuNP

colloid with an average diameter of about 50 nm for an extended period of 7 days, to allow
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for the formation of AuNP aggregates for the relatively wide SEM-DIC horizontal field width

(HFW) of 200 µm, and on third and fifth days the samples were rinsed and placed in fresh

AuNP colloid. After the SEM-DIC crack displacement measurements (Section 5.2.3), the

samples were cleaned again with methanol and speckle painted again for the low ∆K fatigue

crack growth measurements (Section 5.2.4).

5.2.2 Macroscale fatigue measurements at high stress intensity

The first stage of the fatigue procedure for each sample consisted of macroscale crack

growth measurements during cyclic loading at high stress intensity (K). Fatigue cracks were

grown in the compact tension samples from the initial EDM notch length of a0 = 8.0 mm

to a crack length of a = 10.0 mm. This was performed in room temperature air with a TA

ElectroForce LM1 system operating at 10 Hz in load control at an initial peak stress intensity

factor (Kmax) of about 6 MPa
√

m (based on the notch length, a0) and a stress intensity ratio

R = Kmin/Kmax = 0.1. At this stress intensity level, the fatigue crack growth rate was in a

high ∆K regime, with crack growth rates exceeding 10−8 meters per cycle.

The stress intensity factor (K) was calculated following ASTM E561 11.3 [152]. For an

applied force P , crack length a, sample thickness B, and sample width W ,

K =
P

B
√
W

(
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W
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)3/2
f
( a
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)
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This formula is based on linear elastic fracture theory, which is not strictly valid for SMA

behavior [2]. However, it was adopted here, since it is proportional to the applied load P ,

provides a simple measure of the stress intensity, and provides a reasonable estimate if the

inelastic zone at the crack tip is small.

The crack length was monitored with an optical 3-D DIC system with a precision of

about 25 µm minimum detectable crack extension and an accuracy within about 50 µm,

as determined from postmortem SEM images. The optical 3-D DIC system (shown in sup-

plemental Figure 5.2) consisted of two cameras (Point Grey Grasshopper GRAS 50S5M-C

with Nikon Micro Nikkor 200 mm f/4 lenses) and two LED light panels (LitePanels Astra

935-1003). The field of view was 8.0 mm and 2448 px for a pixel size of 3.3 µm. An image

94



pair for 3-D DIC was captured every 1,000 fatigue cycles during the minimum and maximum

applied loads, and the fatigue cycling was paused for 2 seconds for each image pair. Cross

polarization was utilized by placing linear polarizing filters (Tiffen 62POL) on the lenses

in an orthogonal position to linear polarizing filters (American Polarizers AP38-030T with

38 % transmission) on the LED lights. Cross polarization increases contrast, lowers optical

DIC error, and attenuates saturated pixels to preserve sub-pixel displacement accuracy [3].

Distortions from thermal air currents were minimized by gently blowing air from a fan over

the setup. The fan was mounted adjacent to the macroscopic fatigue system on a tripod

that was not in contact with the optical table of the DIC system, to avoid introducing

vibrations [95].

Fatigue Actuator

Load Cell

Stereo Cameras LED Lights

Sample

Figure 5.2: Macroscopic fatigue crack growth setup with optical 3-D DIC system,
including cross polarization for enhanced optical DIC [3]. For a length scale reference,
the grid spacing of the optical table breadboard was 1 inch.

Cracks can be identified and tracked using various DIC quantities, including the correla-

tion residual (also called correlation confidence interval, or CCI), displacement field disconti-

nuities, and strain field discontinuities [153]. CCI is a statistical measure of the local quality

of correlation, with units of pixels, and a value of zero indicating perfect correlation. Using

CCI to locate crack tips was introduced by Cady, Liu, Rae, and Lovato [154, 155]. The ma-

jor principal strain field (ε1) has also been used to locate multiple cracks in the complicated

fracture of large masonry walls [156]. Regardless of the quantity used to track the crack tip,

only the discontinuities in the field are needed, not their precise values. For the NiTi samples

used in this study, the crack tip position was measured by either the CCI or the in-plane

strain perpendicular to the crack path, εyy, whichever provided the clearest discontinuity at

the crack tip. For high stress intensity factors (∆K) during fatigue precracking, the CCI was

used because the high strains (process zone) around the crack tip blurred the discontinu-
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ity. For low stress intensity factors, the discontinuity from the correlation residual was not

large enough to reliably track the crack tip, and the false strains from the separating crack

faces (εyy) were used instead. The threshold ranges for crack tip detection were 5× 10−3 to

15× 10−3 px for CCI, and 0.4 to 0.8 % for εyy.

5.2.3 SEM-DIC measurements

Following the macroscopic fatigue measurements (just described), each sample was sub-

jected to a single high ∆K loading cycle during which crack opening displacements were

measured at the microscale by SEM-DIC. Measurements were performed with an FEI Teneo

SEM equipped with an in-situ mechanical testing stage (Kammrath & Weiss 5 kN ten-

sion/compression module) and a custom, high-precision external scan controller to lower

SEM-DIC error. Scanning was controlled by a C++ script running a digital-to-analog con-

verter (DAC, National Instruments NI USB-6251). The output voltage of the DAC board

was connected to the input of a pair of analog amplifiers in the SEM, which controlled the

SEM scan coils. The secondary electron detector’s analog voltage signal was then fed back

as an input to the DAC board and was recorded for each image.

The external scan controller provided acceptably low SEM-DIC errors, without the spa-

tial and drift distortion corrections that are normally required for high-magnification SEM-

DIC [151, 58]. Before each experiment, baseline noise and error measurements were per-

formed using static and translated images captured away from the crack tip. Each image

had an HFW of 200 µm (6400 px). Static SEM-DIC images (no sample displacement) cap-

tured drift distortion and noise errors, while translated images captured spatial distortion

and noise errors [151]. The noise in the displacements (u, v) and major principal strain ε1

from a representative set (the 80 nm GS sample) is provided in Figure 5.3, showing small

but noticeable image shift errors. Averaging over all five sets (one for each GS) of static

images, the false u = 0.21 ± 0.74 px = 0.007 ± 0.023 µm (mean ± standard deviation)

and the false v = −0.19 ± 0.31 px = −0.006 ± 0.010 µm. The translated images were

captured with a sample displacement of u = 10 µm (5 % of the HFW), resulting in av-

erage false ε1 = 0.021 ± 0.007 % and standard deviations ∆u = 0.32 px = 0.010 µm and

∆v = 0.44 px = 0.014 µm. These displacement errors in terms of pixel units are somewhat

larger than desired, but are still small in µm, and quite satisfactory considering the typical

values (several microns) measured in this study. For comparison, baseline measurements

from a recent SEM-DIC study [157] with very low SEM-DIC errors after drift and distortion

corrections, had standard deviations of ∆u = 0.023 px = 1.3 nm (for their 57 µm, 1024 px

HFW) and ∆εxx = 0.020 % after translation. Here, the ∆u and ∆v noise levels correspond

to 10 and 14 nm (0.1 % and 0.14 % of the 10 µm translation), larger than theirs but accept-
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able for our purposes. Our average false horizontal strain was ∆εxx = −0.005 ± 0.015 %,

which is comparable to theirs.

0 1-1
u (px)

0 0.5-0.5
ε1 (%)

0 1-1
v (px)

50 μm

(a) (b) (c)

Figure 5.3: A representative set of baseline SEM-DIC images is shown: (a,b) false
horizontal and vertical displacements (u, v) by static image pairs; and (c) false major
principal strain ε1 by rigid translation of the sample. The vertical streaks are sub-pixel
image shift errors, yet the errors from drift, spatial distortions, noise, and scanning
shifts are low relative to the strains and displacements from the crack tip measurements
(shown in Figures 5.9 and 5.10). For this set, the respective means and standard
deviations are u = −0.05±0.11 px (−0.002±0.004 µm), v = −0.59±0.11 px (−0.018±
0.004 µm), and ε1 = 0.024± 0.037 %.

During quasistatic loading of the samples, force P readings were monitored and the load-

ing was periodically paused to image the crack tip vicinity. After waiting about five minutes

for the sample to stress relax, secondary electron images were captured at 5 µs/px dwell

time, giving a total scan time per image of about 4 minutes. No line or image averages or in-

tegrations were performed. The SEM images were correlated using Vic2D 6 commercial DIC

software (Correlated Solutions, Inc.) with a 15 px step size, yielding about 140,000 DIC data

points per image. The correlation used low-pass filtering, Gaussian subset weights, eight-

tap interpolation, and the normalized squared differences method, with 0.02 px consistency

threshold, 0.05 px maximum confidence interval, and 0.1 px matchability threshold.

Only one fatigue loading cycle was executed on each sample for the in-situ SEM-DIC

crack opening displacement measurements. The maximum force applied to each sample

during testing was adjusted to account for specimen variations (slight differences in fatigue

precrack lengths and sample thicknesses due to polishing) to produce a consistent maximum

stress intensity factor Kmax = 8.0 ± 0.1 MPa
√

m. The reference image for each experiment

was taken at the minimum stress intensity factor Kmin = 0.8 MPa
√

m, following Ref. [144].

Images were captured in 0.8 MPa
√

m increments during loading to Kmax, giving a total of

10 SEM-DIC images (including reference image) for each sample.
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The relative crack displacements ∆v were measured similar to the approach in [144],

although no standard method exists for this new SEM-DIC technique. Since there is a

discontinuity in displacement field across a crack and since DIC has a finite step size and

subset size, a small region next to each crack face is unmeasurable. Therefore, crack opening

measurements were taken at an offset distance (y0 = ±10 µm) on either side. The origin

(x = y = 0) was defined at the crack tip, with x > 0 in front of the crack and y pointing

normal to it. The relative displacements were taken as ∆v(x) = v(x, y0) − v(x,−y0). The

crack tip opening displacement (CTOD) is then ∆v(0), when measured across the crack tip.

The crack opening level, or the stress intensity at which the crack faces open (Kopen), is

indicated by ∆v(0) > 0.

The crack length difference between front and back faces of the sample was verified to be

within the ASTM E647 [141] criterion of 25 % of the thickness. Between the two faces of the

samples, the difference between the crack lengths averaged 140 µm for the five samples. The

largest discrepancy was in the 1500 nm GS sample, where the crack length difference was

200 µm, or 21% of the thickness. The crack length for the stress intensity calculation was

measured by an optical microscope on the same sample face that was imaged for SEM-DIC.

5.2.4 Macroscale fatigue measurements at low stress intensity

After the SEM-DIC experiment, each sample was again cyclically loaded with the LM1

ElectroForce system, but cycling at 50 Hz and at a lower ∆K to probe the fatigue thresholds

and low ∆K crack growth rates. To determine the fatigue threshold ∆Kth, the stress intensity

factor range ∆K (with R = 0.1) was decreased incrementally until the crack growth rate

was below one Angstrom (10−10 meters) per cycle, as measured over the span of at least

250, 000 cycles. Upon reaching ∆Kth, the minimum and maximum cyclic forces were held

fixed until the crack had propagated from the precrack length of a ≈ 10.0 mm (2.0 mm from

the 8.0 mm notch) to a final length of a ≈ 14 to 15 mm (the edge of the DIC field of view).

5.3 Results and discussion

Experimental results are presented and discussed below to quantify the fatigue behavior

of the five GS samples and explore their trends. The experimental program subjected each

sample to a three stage procedure: (1) high stress intensity fatigue loading for thousands of

cycles with optical DIC measurements; (2) one high stress intensity loading cycle with SEM-

DIC measurements; and (3) low stress intensity fatigue loading for hundreds of thousands

of cycles with optical DIC. Microstructural observations of the samples are first provided to

characterize the material (Section 5.3.1). Both sets of macroscale fatigue results, (1) and
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(3), are presented together (Section 5.3.2). SEM-DIC results (2) of micro-scale crack open-

ing displacements are then discussed (Section 5.3.3), followed by postmortem fractography

results (Section 5.3.4).

5.3.1 Microstructure

In the as-rolled sheet without any subsequent heat treatment (10 nm GS), severe plas-

tic deformation from a 42 % thickness reduction during cold rolling generated significant

texture, defects, and residual martensite. High-resolution transmission electron microscopy

(HRTEM) imaging of the as-rolled (10 nm GS) sample in Figure 5.4a revealed austenite

nanocrystals (blue arrows) with a high density of defects and lattice strains (red arrows).

Residual martensite (also known as retained or deformation-induced martensite), as evident

from the twin lamellae of martensite (green arrows), existed heterogeneously in the as-rolled

sheet. An important consequence of residual martensite is that the material may exhibit

significant in-plane anisotropy, both in the mechanical response [158] and thermal expan-

sion [40], due to martensite’s low (monoclinic) crystal symmetry. Interestingly, the volume

fraction of residual martensite varies non-monotonically with the amount of cold rolling,

with a maximum near 20 % thickness reduction, beyond which the residual martensite frag-

ments [159]. The corresponding selected-area electron diffraction (SAED) pattern, taken

from the red circle area in Figure 5.4a, shows the existence of weak satellites belonging to

martensite 002B19’ just within the ring of the main 110B2 spots. From a previous study [40]

with the same material and processing used here, the sample with 42 % cold-rolling had

complete γ-fiber {111}〈uvw〉 in the surface normal direction and a relatively weak α-fiber

{331}〈110〉 texture component in the rolling direction. In that study, the volume fraction

of residual martensite in the as-rolled sample was estimated to be about 25 % from chi-scan

XRD rotations.
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Figure 5.4: High resolution transmission electron micrographs (HRTEM) and selected-
area electron diffraction (SAED) patterns are shown for each grain size: (a) 10 nm, (b)
18 nm, (c) 42 nm, (d) 80 nm, and (e) 1500 nm.

100



The 18 nm GS also exhibited residual martensite, but only about half as much as the

10 nm GS. The 18 nm sample was annealed at 250 oC and underwent slight grain growth

from the as-rolled condition. The diffraction pattern of the 18 nm sample still exhibited

residual martensite, as inferred from the extra ring near the 110B2 in the SAED pattern

of Figure 5.4b. Previous work measured the volume fraction of residual martensite for the

18 nm condition to be 11 % [40].

All other GS samples showed no evidence of residual martensite. The 42 nm sample was

annealed at 520 oC for two minutes and was fully austenitic at room temperature, as shown

by the distinct 110B2 ring and spots in Figure 5.4c. Further annealing continued to grow the

grains, with 600 oC for 6 minutes yielding 80 nm GS and 600 oC for 45 min yielding 1500 nm

GS. The 1500 nm GS sample had relatively coarse austenite grains, with the diffraction from

one grain shown in Figure 5.4e.

5.3.2 Macroscale fatigue responses

Macroscopic crack length (a) versus cycle (n) results for all five GS samples are sum-

marized in Figures 5.5a and 5.5b for high ∆K and low ∆K, respectively, showing typical

exponential-like growth trends for each sample but irregular trends across the grain sizes.

We discovered a simple, three-parameter function to fit the data in Figures 5.5a and 5.5b

(shown by the curved lines). The function has the form

a(ñ) = Añ+B tanh−1 [Cñ] , (5.2)

where {A,B,C} are fitting constants, and ñ is a normalized cycle variable according to

ñ = (n− n0)/nf . (5.3)

It is well known that obtaining accurate rate information from noisy experimental data is

problematic, so some form of filtering or fitting of the data is usually needed before taking

any derivatives. ASTM E647 [141] proposes an incremental polynomial method to provide

better da/dn results than taking differences of successive data points. Equation (5.2) fit

the crack growth data quite nicely over all cycles, without the need for “sliding polynomial”

domain shifting. All of the fits shown in Figure 5.5a (high ∆K) and Figure 5.5b (low ∆K)

had coefficients of determination R2 ≥ 0.9920 and R2 ≥ 0.9992, respectively. These functions

were subsequently used to generate smooth da/dn curves.
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Figure 5.5: Macroscopic crack lengths a in the five compact tension samples were
measured by 3-D DIC during cycling n at (a) high ∆K then (b) low ∆K. Data points
were fitted with an inverse hyperbolic tangent function (lines), which were used to
generate respective growth rate da/dn curves shown in (c) and (d). The dashed gray
lines denote a Paris Law exponent of m = 3. At both low and high ∆K, the 1500 nm
GS sample had the lowest crack growth rates, and the 80 nm sample had the highest
crack growth rates (although the 42 nm sample was quite close at high ∆K).

The corresponding crack growth rate (da/dn) versus ∆K curves (Figures 5.5c and 5.5d)

show a complicated ordering with respect to grain size. For reference, the dashed gray line

shows the Paris Law with an exponent of m = 3, which aligns reasonably well with the slopes

of the rate curves at low ∆K in Figure 5.5d. For both low and high ∆K experiments, the

1500 nm GS sample exhibited the slowest crack growth and the 80 nm GS sample exhibited

the fastest. At high ∆K, the apparent ordering with increasing crack growth rates was

{1500, 10, 18, 42, 80} nm GS, based on where curves overlapped at a common ∆K. At low

∆K, the ordering was {1500, 10, 42, 18, 80} nm. For high ∆K, the fatigue crack growth rates

of the 10 and 18 nm samples were slightly lower than those of the 42 and 80 nm samples.
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These differences may be due to the presence of residual martensite in the 10 and 18 nm

conditions, about 25 % and 11 % volume fractions [40], respectively. The slight improvement

in the high ∆K regime for the 10 nm GS agrees with recent total-life fatigue results [137] of

tensile bars of NC NiTi, although no differences were observed in moderate-cycle fatigue life

among the 10, 42, and 80 nm GS samples.
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1,900k cycles

1 mm

2,100k cycles
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Figure 5.6: In the 10 nm GS sample, the crack grew at an oblique angle during both high
and low ∆K cracking (shown here in the low ∆K stage), deviating from the expected
mode I path perpendicular to the tensile axis. Its crack length a was measured along
the crack path and the sample was subjected to mixed mode I and mode II fatigue,
thereby obscuring a direct comparison to the other grain sizes in Figures 5.5a and 5.5b.

Fatigue cracks all grew in the expected (mode I) x-direction, perpendicular to the loading

axis, except for the 10 nm GS sample. The 10 nm GS sample exhibited a macroscopic crack

path at an oblique angle (Figure 5.6), and since this created a mixed mode I (opening) and

mode II (sliding) condition, its interpretation is less clear. In this case, the crack length a

was measured along the oblique crack path, underscoring the importance of using spatially-

resolved techniques to track crack growth. The source of the anomalous crack path may be

due to one or both of the following reasons. First, it may be related to a positive ‘T-stress’
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σxx, which is known to promote crack path instability [160]. While a small amount of εxx

was detected near the crack tip, the difference between the εxx fields of the 10 and 18 nm

GS samples was negligible. Second, it may be due to a strong crystallographic texture in the

10 nm GS that directed the crack along a path of lower resistance. This type of unexpected

crack path has been observed in NiTi before, in experiments on compact tension samples

produced from NiTi tube [124], where the notches in compact tension samples were oriented

in three different directions with respect to the tube axis: longitudinal, circumferential, and

45o. The samples with longitudinal and 45o notches exhibited crack paths in the expected

mode I direction, but the circumferential samples exhibited crack paths that were angled

about 25o from the notch. Previous measurements on NiTi tube [113] and sheet [161] have

also shown that phase transformation is most easily activated when the tensile axis is 45o with

respect to the drawing direction.

Crack branching was observed in the 1500 nm GS, presenting another challenge in char-

acterizing fatigue behavior. This occurred at both microscopic (not shown) and macroscopic

length scales (Figure 5.7). More than 100,000 cycles were necessary to initiate the first

crack, yet within about 24,000 cycles this crack arrested and a second crack grew that dom-

inated the failure process during the remainder of the 260,000 total cycles (Figure 5.7). DIC

captured this bifurcation, which likely would have been missed by indirect crack growth

measurements that would not distinguish one stagnating crack from a second growing crack.
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Figure 5.7: Correlation confidence interval (CCI) fields in the 1500 nm GS sample at
selected instances during high ∆K ≈ 6 MPa

√
m cycling show early crack branching.

(a) The high CCI spot near the middle of each image should be ignored, likely due to
dust on the camera lens observed before cracking. (b) Initially, a crack developed at a
positive angle from the notch root. (c) With further cycling, a second crack formed at
a negative angle from the notch, and the first crack stopped. (d,e) Subsequently, the
second crack continued to grow, while the CCI signal of the first crack progressively
faded. (f) The second crack grew further along the x-direction, and the first crack was
no longer detectable via CCI since it had completely closed.

In fact, crack branching was observed in another sample with 120 nm GS, which was

so extensive that it was removed from the data set here. It had multiple secondary cracks

extending laterally from the nominal crack path, which prohibited measuring the relative

crack displacements (Figure 5.8). Similar crack branching was observed in a 1500 nm GS

sample, but not in the field of view used for the ∆v measurements presented below. .
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Figure 5.8: For a sample with 120 nm GS that was not included in the results of the
main text, a significant degree of crack branching barred valid ∆v measurements from
the SEM-DIC displacements.

The threshold stress intensities ∆Kth of the NC NiTi samples in this work are somewhat

smaller than average, but within the expected range, for coarse-grained NiTi. The fatigue

threshold for superelastic NiTi with R = 0.1 has an average reported value of ∆Kth ≈
2.8± 1.3 MPa

√
m, from aggregated measurements of several experimental studies compiled

in a review [123]. Here, the 1500 nm GS sample had a fatigue threshold ∆Kth = 2.4 MPa
√

m,

while the 10, 18, 42, and 80 nm GS samples all had a ∆Kth = 1.9 MPa
√

m.

Similar to other intermetallic alloys, NiTi’s fatigue threshold decreases with increasing

stress intensity ratio R, meaning that fatigue crack growth rates depend on both ∆K and

∆Kmax. Robertson and Ritchie [124] measured a decrease of ∆Kth from 2.48 MPa
√

m for

R = 0.1, down to 1.15 MPa
√

m for R = 0.7. They proposed that this decrease in ∆Kth with

increasing R was associated with crack closure mechanisms, and their SEM images of tortu-

ous crack paths and microcracks supported this hypothesis.

5.3.3 Microscale fatigue responses

Between the macroscopic fatigue measurements just described, each sample was subjected

to one additional loading cycle at high Kmax = 8.0 MPa
√

m and imaged at the microscale

by SEM-DIC. The major principal strain (ε1) fields near the crack tip in each sample at

Kmax are provided in Figure 5.9. With increasing GS from 10 nm to 80 nm, the strain

fields exhibited a progressive broadening of process zones (high strain regions) around the

crack tip. However, this trend was reversed in the 1500 nm sample that had a small process

zone size, between the 10 and 18 nm cases. The 42 and 80 nm samples had large regions

of high strain (ε1 ≈ 4 %) roughly ≥ 10 µm around the crack tip, while the 10, 18, and

1500 nm samples had relatively small regions of high strain, < 5 µm around the crack tip.

This trend is unexpected, as previous measurements of fracture in NC NiTi demonstrated a
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monotonically decreasing fracture toughness KIC with decreasing grain size [136]. Fracture

toughness, therefore, does not seem to correlate directly to fatigue behavior (crack growth

and crack opening response) in NC NiTi.
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Figure 5.9: Microscale measurements of major principal strain fields ε1(x, y) from SEM-
DIC are shown at the peak stress intensity Kmax during a single fatigue cycle (performed
between high ∆K and low ∆K measurements shown in Figure 5.5). Smaller regions
of high major principal strain (ε1 ≈ 4 %) are observed around the crack tip for the
10, 18, and 1500 nm GS samples (a,b,e) than in the 42 and 80 nm samples (c,d), and
the 1500 nm sample (e) exhibits the most microcracking. (f) The origin of coordinate
axes (as used in Figure 5.10) is placed at the crack tip with positive x in the cracking
direction. The relative crack displacement ∆v indicates the elongation between the two
lines symmetrically offset about the crack by h0 = 20 µm.

One can observe in Figure 5.9 that the cracks in the 10 and 1500 nm samples actually

consisted of multiple microcracks. While the 18 and 42 nm samples did not show evidence

of microcracks (at least within this FOV), the cracks do show occasional slight kinks along

their length. Only the 80 nm sample exhibited a smooth and continuous crack. Again, recall

that the crack did not grow perpendicular to the loading axis in the 10 nm sample, making

it a mixed mode fracture case and thus an outlier to the other cases.

The strain state around the crack tip exhibited unequal biaxial strain, with the minor

principal strain (not shown) generally close to negative values of the major principal strain,

ε2 ≈ −ε1, for all grain sizes. This indicates that large in-plane shear strains were present.

A non-monotonic grain size dependence was also observed in the relative crack displace-

ment profiles ∆v(x) shown in Figure 5.10a-d, and the stress intensity responses with respect

to relative crack displacements shown in Figure 5.10e-g. The 1500 nm sample consistently
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exhibited the lowest ∆v. It also exhibited a bump in the ∆v profile about 30 µm behind the

crack tip that corresponded to a small branched crack (only visible upon very close inspec-

tion) in the SEM-DIC images (Figure 5.9). The 10 and 18 nm samples had the next lowest

∆v after the 1500 nm sample. At 90 µm behind the crack tip, the 10 nm sample generally

had about 0.1 µm lower ∆v than the 18 nm sample, with the largest difference occurring

during unloading (Figure 5.10e). The 42 and 80 nm samples had the highest and nearly

coincident ∆v profiles, with only a slightly higher ∆v in the 80 nm sample just behind the

crack tip (−45 µm < x < 0). This small difference is also apparent in the CTOD responses

shown in Figure 5.10g. Given the irregular ranking among the grain sizes, however, the

∆v(x) profiles generally grew during loading in a self-similar manner (Figure 5.10a-d).
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Figure 5.10: In-situ SEM-DIC (Figure 5.9) enabled crack opening responses to be
characterized at the microscale, including: (a-d) relative crack displacement profiles
∆v(x) at selected stress intensities; and (e-f) stress intensity response curves at selected
positions. For clarity, the x-axis scale for (g) is magnified compared to (e) and (f). The
1500 nm GS sample consistently exhibited the smallest ∆v profile (a-d) and the largest
crack opening level (Kopen/Kmax between 30 and 40 %) at ∆v = 0 (e-f).

The elevated crack opening level at v(0) = 0, shown in Figure 5.10e-g in the 1500 nm

GS (Kopen/Kmax of 30-40 %) versus the others (Kopen/Kmax < 10 %) is consistent with

the higher fatigue threshold noted previously (∆Kth = 2.4 MPa
√

m for the 1500 nm GS
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and ∆Kth = 1.9 MPa
√

m for the others). Interestingly, however, the 10 and 18 nm samples

exhibited smaller ∆v (nearly 20 % smaller at Kmax in Figure 5.10e) than the 42 and 80 nm

samples, yet all had the same crack opening level.

In attempting to explain the reasons for the irregular dependence on GS in the fatigue

crack growth results (Figure 5.5) and the microscale deformation results (Figure 5.10), we

note that the Young’s modulus of cold-rolled NC NiTi is known to depend on GS in a non-

monotonic way [162]. Table 5.2 shows that a minimum exists in the austenite modulus (EA =

39 GPa) at intermediate grain sizes near 48 to 60 nm. Although not listed in the table, coarse-

grained NiTi has an even larger Young’s modulus, typically EA > 60 GPa [83]. The cases

(1500 and 10 nm) that had slow crack growths and small crack opening displacements have

relatively large Young’s moduli (EA = 50 to ≈ 65 GPa), while the intermediate GS samples

that had faster crack growths and larger crack opening displacements have smaller Young’s

moduli. The crack opening displacement data showed that the 80 nm GS sample had the

largest ∆v, although it was quite close to that of the 42 nm GS sample. While the correlation

with elastic modulus is suggestive, we cannot conclusively say that the variations in elastic

modulus are directly responsible for the trends in our fatigue results. The defect density

increases monotonically with decreasing grain size, yet the amount of residual martensite

increases with decreasing grain size and only exists in the smallest two GS samples. Perhaps,

these competing factors are responsible for both non-monotonic trends in elastic modulus

and fatigue performance, meaning both may be manifestations of the same microstructural

factors.

Table 5.2: The Young’s modulus (rolling direction) of nominally austenite NiTi has a
non-monotonic relationship with grain size (data from [162])

Average GS (nm) amorphous 10 24 38 48 60 80 100
Young’s modulus (GPa) 54 50 48 43 39 39 45 55

Other complications exist in the superelastic behavior of NiTi that warrant mentioning.

First, the macroscopic uniaxial tension behavior of coarse-grained NiTi exhibits unstable

phase transformation that manifests as a nucleation peak near the onset, accompanied by

strain (and phase) localization. This is followed by a stress plateau, during which transforma-

tion fronts (near discontinuities in strain) propagate along the length of the test sample. In

other words, the strain field exhibits Lüders-like bands during phase transformation. These

phenomena have been extensively studied in NiTi (see, for example, [131, 7, 133, 163, 164]),

and the important conclusion is that the apparent uniaxial response is a ‘structural’ re-

sponse, not a local stress-strain response at a material ‘point’, since the strain field is not

uniform during the test. In fact, the actual stress-strain relationship has an up-down-up
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character, although a special setup that suppresses strain localization is needed to reveal it

[165]. The strong strain (and stress) gradients in the vicinity of a crack also likely suppress

any such instabilities, and macroscopic phase fronts are not observed in fracture and fa-

tigue experiments. One must be cautious in using uniaxial data to interpret structures with

more complex stress fields. Nevertheless, we note that macroscopic uniaxial responses of NC

NiTi (see Figure 2a in [44]) demonstrate a gradual progression with decreasing GS, from

superelastic responses that exhibit distinct stress plateaus (1500 nm, 80 nm GS) to those

that maintain a positive and successively larger tangent modulus (64 nm down to 10 nm

GS) during phase transformation. This at least points to an increasing resistance to phase

growth and an overall stabilizing effect on the mechanical behavior with grain refinement.

Second, phase transformation in NiTi involves enthalpy changes in the sample that can

produce unusual sensitivities to loading rates. This is caused by a combination of interrelated

factors: latent heat being released (or absorbed) during phase transformation, the strong

thermomechanical coupling of transformation stresses (Clausius-Clapeyron relation), and

the vagaries of the heat transfer environment in the test setup [131]. The overall load-unload

response in (as-received) coarse-grained superelastic NiTi is a flag-shaped loop if conditions

are isothermal (slow loading), yet a smoother loop with elevated transformation stresses and

positive tangent moduli if conditions are adiabatic (fast loading). The strain rates that en-

compass these two extremes depend on the environment, thermal boundary conditions, and

the size and geometry of the sample, according to heat transfer scaling laws. In stagnant

room air with millimeter scale specimens, the transition between these two extremes occurs

at strain rates between 10−5/s to 10−2/s [133], a range normally considered quasi-static for

the testing of conventional metals. For NC NiTi, however, the enthalpy change, stress hys-

teresis, and Clausius-Clapeyron slope have been shown to decrease monotonically to almost

zero with grain refinement from 1500 to 10 nm [44], meaning the overall thermomechanical

coupling and rate effects are greatly diminished with decreasing GS. The macroscopic fa-

tigue measurements involved relatively fast loading rates (10 Hz for high ∆K and 50 Hz for

low ∆K), probably near adiabatic conditions; whereas, the microscopic measurements here

were performed slowly, allowing the sample to stress relax and reach thermal equilibrium

(isothermal conditions). Thus, one should recognize that any differences in loading rate may

be important for the larger grain sizes, but not for the smaller grain sizes.

5.3.4 Fracture surfaces

SEM fractography revealed a distinctly rougher failure surface in the 1500 nm sample

compared to the other grain sizes (Figure 5.11). The rougher fatigue fracture surface for

the 1500 nm sample can promote crack closure [166], which is consistent with the 1500 nm
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sample’s larger crack opening level (Kopen) compared to the other samples. The 1500 nm

sample also exhibited small pockets of smooth fracture surfaces that were not observed in

the other grain sizes. The samples with 10, 18, 42, and 80 nm grain size exhibited similar

morphologies, with transgranular fatigue fracture surfaces and tear ridges in the crack growth

direction. Overall, none exhibited the dimpled surfaces that one might see during tearing of

more ductile metals, which is consistent with the generally low fracture and fatigue resistance

of intermetallic alloys like NiTi.
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Figure 5.11: SEM micrographs of fracture surfaces were captured post-mortem for the
five samples at a = 9.5 mm, corresponding to prior cracking at high stress intensity
∆K ≈ 7 MPa

√
m. In general, the fatigue fracture surfaces were transgranular, and tear

ridges existed in the direction of crack propagation. Surface features in the 10, 18, 42,
and 80 nm samples (a-d) were similar. The 1500 nm sample (e) exhibited the most
roughness, consistent with expectations from the crack growth rate and crack opening
displacement measurements.

5.4 Summary and conclusions

For the first time, the structural fatigue behavior of NC NiTi was characterized at low

and high stress intensities, at the millimeter and micron length scales, and for test samples
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with average grain sizes of 10, 18, 42, 80, and 1500 nm, with the following major results.

• High resolution SEM-DIC, using a novel external scan controller, largely eliminated

pernicious drift, distortion, and scanning errors that otherwise require lengthy scan

times (line or image averaging) and/or extensive corrections during image post-processing

to achieve accurate results.

• Crack paths and deformation fields were measured in-situ during fatigue cycling at

both the macroscale (by optical 3D-DIC) and microscale (by SEM-DIC) to connect the

fatigue responses at disparate length scales. Optical DIC allowed crack growth to be

accurately tracked, occasionally detecting anomalies in crack growth (crack branching

in the 1500 nm GS sample and an oblique crack path in the 10 nm GS sample),

as well as providing details of the strain field around the crack. SEM-DIC allowed

displacement and strain fields to be examined in the local vicinity of the crack tip.

• Macroscopic fatigue performance correlated well with microscopic observations. The

grain sizes with relatively fast macroscopic crack growth rates exhibited relatively large

crack displacements at the microscale, and vice versa.

• The sample with the largest grain size studied (1500 nm) exhibited the slowest crack

growth rates and largest threshold stress intensity at the macroscale, while exhibiting

the minimum crack opening displacements, largest crack opening stress intensity level,

and roughest fracture surfaces at the microscale. The sample with an intermediate GS

(80 nm) generally exhibited the fastest crack growth rates and largest crack opening

displacements.

• The structural fatigue behavior measured here did not follow the monotonic fracture

trends previously reported on similar NC NiTi. The remarkable functional fatigue

resistance previously reported for the smallest grain size samples (10 and 18 nm) also

was not reflected in improved structural fatigue behavior (especially at low stress in-

tensity). Trends in fatigue behavior among the grain sizes were non-monotonic, and

the cause is as yet unknown. Various underlying mechanisms, including the presence

of residual martensite (only in the 10 and 18 nm GS samples) and previously observed

non-monotonic trends in Young’s modulus with GS, were proposed and discussed.
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CHAPTER 6

Texture dependence on functional and structural

fatigue in NiTi shape memory alloy

6.1 Introduction

With repeated mechanical and/or thermal cycling, shape memory alloys exhibit two

types of fatigue: structural fatigue and functional fatigue. Structural fatigue is the accumu-

lation of damage that leads to crack initiation and growth. Functional fatigue is the decay

of properties related to the phase transformation. Structural fatigue is common to other

engineering materials, but functional fatigue is typically not (because most structural mate-

rials do not exhibit reversible phase transformation). Examples of functional fatigue include

“ratcheting”, or a gradual length increase during thermal cycling (shape memory effect), and

“shakedown,” or a reduction in the energy absorbed per during mechanical cycling.

This work builds upon the large body of literature on NiTi fatigue. Particularly, it

combines measurements of texture, functional fatigue, and structural fatigue on the same

material to extract conclusions about the coupled damage from tensile cycling (functional

fatigue) and cyclic crack growth (structural fatigue). The methods build upon the multiscale

approach developed in Chapter 5 for examining grain size effects, and then are later extended

in Chapter 7 for studying temperature effects.

6.2 Introduction to texture dependence of NiTi in tension

The mechanical response of NiTi is highly anisotropic [42], both for polycrystalline ma-

terials [167] and single crystals [168]. Preferential textures commonly form in different pro-

duction processes and heat treatments of NiTi [111, 112, 113]. The development of texture

in NiTi has been experimentally observed from in-situ neutron diffraction. During compres-

sion, (100) texture formed parallel to the compression axis, and (110) formed perpendicular
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to the compression axis [110].

Generally, NiTi has the highest transformation strain when the (111) and (110) crystal

orientations are aligned with the tensile axis [42]. Coincidentally, most drawn wire/bar

NiTi stock has a strong (111) fiber texture in the drawing direction [169, 42]. From tension

tests of NiTi single crystals, the (111) plane developed large transformation strains (greater

than 10 %), while the (100) and (110) single crystals fractured at ≈ 2 % and 7 % strain,

respectively. Localized phase transformation was only apparent in the macroscopic stress-

strain responses of the (110) and (111) single crystals [168].

Early work on the texture dependence of polycrystalline NiTi identified detwinning as an

important deformation mechanism that changes with texture [167]. For the rolling direction

(RD) of a sheet of NiTi, the martensite phase with 〈011〉 type II twins was partially or

completely detwinned during deformation to 6 % strain. For the transverse direction (TD),

detwinning was not observed. Rather, the TD sample had significant dislocation density in

the 〈011〉 type II twins. Texture measurements suggested that RD was more favorable to the

shear direction of 〈011〉 type II twins, while TD was more favorable to the shear direction of

(001) compound twins [167].

The role of texture on NiTi deformation was advanced with full-field observations of

deformation through the use of digital image correlation [164, 83, 84]. With increased strain

rates, TD showed higher propensity to nucleate new bands of martensite on the macroscopic

length scale. Also the bands of martensite in TD had lower strains relative to the bands in

RD and 45, while the region of austenite in TD had higher strains relative to the austenite

in RD and 45 [84].

6.3 Introduction to texture dependence of NiTi fatigue and frac-

ture

Continuing from their previous work on single crystals [168], Gall, et al., showed that

(111) NiTi crystals that are favorably oriented for martensitic transformation under tension

are also oriented favorable to inhibit local cleavage fracture [169]. They observed cleavage

on the (110) and especially the (100) planes. Thus, not only is the transformation favorable

for NiTi wires/bars with (111) fiber texture in the drawing direction, but their ductility is

high because their (100) and (110) cleavage planes are oriented unfavorably for local cleavage

fracture [169].

Grain orientation and crystallographic texture influenced the path of fatigue cracks in

superelastic NiTi, as evidenced by in-situ X-ray diffraction observations [170]. A→M trans-

formation was not observed in certain grains within the transformation zone. However, there
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was no clear trend for which specific grain orientations caused crack growth suppression. Fur-

thermore, grain reorientation was not observed in the transformation zone around the crack

tip (after A → M forward and M → A reverse transformation, the orientation of austenite

grains did not change) [170].

From fracture experiments on single crystal NiTi, stable crack growth was observed in

samples with the tensile axis along the [100] direction, while samples with [111] in the tensile

direction had unstable crack growth. In perhaps the most beautiful photographs of any work

on NiTi fracture, transformation in the [100] sample localized to the sides of the crack, while

transformation in the [100] sample localized directly ahead of the crack [171]. Interestingly,

although the [111] sample had higher ductility, it had much less resistance to fracture. For

typical materials, increased ductility is associated with increased fracture toughness.

Recently, the fatigue crack growth of [012] single crystal NiTi was examined at both

low and high temperature (as stable martensite and stable austenite, with the same com-

position but only at different temperatures) [172]. The effective elastoplastic stress inten-

sity factor was estimated with a numerical procedure, similar to the correction from Irwin

for modifying linear elastic fracture mechanics [173]. The fatigue crack thresholds were

∆KIe,th = 1.4 MPa
√

m for stable austenite, and ∆KIe,th = 3.3 MPa
√

m for stable marten-

site. Also, the local elastic properties of martensite changed significantly (from ≈ 45 GPa

to ≈ 85 GPa effective modulus) and had to be factored into the effective stress intensity

calculation [172].

Also recently, site-specific microstructures were connected with NiTi fatigue crack ini-

tiation and growth around pore defects [174]. The microstructure with the least fatigue

resistance was the presence of large (110) grains with respect to the tensile axis within the

area of stress concentration from the pores/holes [174].

6.4 Materials and methods

6.4.1 Superelastic NiTi sheet material

NiTi sheet (“BB” alloy, 50.8 at% Ni, ≈ 1 mm thickness, lot 22180-100815; Memry Cor-

poration, Hartford, CT) was obtained with nominally superelastic properties at room tem-

perature. From the manufacturer, the sheet was cold worked with rolling to approximately

30 % thickness reduction, flat annealed in air with a hot press furnace, and then pickled to

remove rough surface oxides. The transformation temperatures were measured with differ-

ential scanning calorimetry (DSC; instrument model Discovery DSC 2500, TA Instruments,

New Castle, DE) on a piece of the sheet that was cut with a low-speed diamond saw. The

experimental method used helium purge gas and calculated the heat capacities directly after
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calibration with sapphire with the following method:

1. equilibrate at 75 oC,

2. isothermal hold for 1 minute,

3. ramp at 10 oC/min to -150 oC,

4. isothermal for 1 minutes,

5. ramp at 10 oC/min to 75 oC, and

6. isothermal hold for 1 minute.

Figure 6.1 shows the heat flow response of the NiTi sample from DSC. The latent heat

peak upon heating, for the A → M transformation, was at 0 oC. The austenite finish

temperature was 3 oC, confirming that the material will exhibit superelasticity at room

temperature.
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Figure 6.1: Differential scanning calorimetry (DSC) of the NiTi material showed the
latent heat for the A → M transformation was at 0 oC, and the austenite finish tem-
perature was 3 oC.

The microstructure of the material was examined with transmission scanning electron

microscopy (TSEM) in a field-emission gun (FEG) scanning electron microscope (Teneo;

Thermo Fisher Scientific, formerly FEI, Hillsboro, OR). A foil for transmission microscopy

was prepared with focused-ion beam (FIB) liftout in SEM. The foil’s surface was orthonormal

to the rolling direction of the sheet. Nominally, grain sizes on the order of 20 to 200 nm were

observed, although only a relatively small area of the sample was able to produce quality

TSEM images, due to the thickness limitation for electron transparency with the relatively

low beam accelerations in TSEM (30 kV used in this work). Nonetheless, the TSEM results

revealed distinct grain boundaries for grain size estimates, as well as dislocations in the

material (Figure 6.2). Using a sequence of tilts with TSEM images, dislocations can be found

as distinct lines that appear at some tilts but disappear at others [175]. Upon tilting in a
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sequence of 1, 2, and 3o from the orthonormal position to the beam, the distinct boundaries

of a grain were visible at 1o tilt, but no dislocation lines were apparent. At 2o tilt, however,

a dislocation line appeared in the grain (indicated by the yellow arrow). The dislocation

extended into the neighboring grain to the right. Then at 3o tilt, the dislocation was still

visible, although the grain appearance was darkened due to electron channeling contrast.

200 nm

1° tilt 2° tilt 3° tilt

 50 nm

(a) (b) (c)

(d) (e) (f)

Figure 6.2: TSEM tilt sequence showing nanograined structure (grain sizes on the
order of 20 to 200 nm), as well as dislocations present in the as-received material. The
TSEM foil sample was prepared with the surface normal in the rolling direction of the
bulk sheet material. During a tilt sequence of 1, 2, and 3o (a-c), many grains changed
brightness due to electron channeling contrast. Also, a dislocation that was not visible
at 1o tilt (d) appeared at 2o tilt (e), indicated by the yellow arrow. The dislocation
extended across at least two grains, and is particularly visible in the second grain in
the 3o tilt (f).

On the same foil sample from the TSEM imaging (Figure 6.2), transmission Kikuchi

diffraction (TKD) was also attempted for further characterizing the material’s microstruc-

ture. TKD is performed in SEM with the same detector as electron backscatter diffrac-

tion (EBSD), although TKD uses transmission electrons that have passed through a thin,

electron-transparent sample. For as-received NiTi with cold working, such as the sheet ma-

terial in the present work, the grain sizes are generally too small for EBSD measurements.

However, TKD can have spatial resolutions as small as 10 nm [176, 177]. TKD has been at-

tempted before for NiTi, although with limited results, especially for sub-micron grains [99].

Our TKD measurements (Figure 6.3) were largely unsuccessful, with low indexing confidence

for most points along the sample. Nonetheless, the TKD measurements indicated the pres-

ence of micron-sized grains. Combined with the TSEM images (Figure 6.2), these results
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indicate a broad distribution of grain sizes from tens of nanometers to about 1 µm.

111

101001

(b)(a)

(d)(c)

Figure 6.3: Transmission Kikuchi diffraction (TKD) revealed micron-sized austenite
grains, although most of the region of interest had poor diffraction quality. The raw
diffraction pattern is shown in (a). The raw diffraction pattern is shown again in (b),
except with each data point’s brightness proportional to the diffraction confidence index
(CI). Likewise, (c) and (d) are the diffraction pattern with a grain dilation filter, and
(d) has brightness of each data point scaled to CI.

The crystallographic texture of the NiTi material was characterized with X-ray diffraction

(XRD). For a full introduction to texture measurements for NiTi, see Chapter 4. A piece of

the sheet material (20× 20 mm) was cut with low-speed diamond sawing, then ground and

polished with a progression of 600, 800, and 1200 grit silica papers with flowing water. The

final polishing step was a 5:1 volume ratio mixture of colloidal silica (Buehler MasterMet

2, 0.02 µm) and 30 % hydrogen peroxide (Fisher H325) on a microfiber cloth (Buehler

MicroCut). The combined mechanical and chemical polishing produced a mirror finish to

aid diffraction for the NiTi material.

In-plane pole figures were measured with a Rigaku SmartLab XRD for the (110), (211),

and (200) poles for both the sheet material and for a powder sample (NiTi B2 cubic powder,

Ni51Ti49; Special Metals, New Hartford, NY; lot 3601). The powder sample measurements

were used for defocusing correction on the sheet sample measurements to enable calculating
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a quantitative orientation distribution function (ODF). The XRD conditions were 40 kV and

44 mA source, parallel beam (PB) collimator slit, 0.5o in-plane parallel slit collimator (PSC),

10 mm length limiting slit, and 0.5o in-plane parallel slit analyzer (PSA). The attenuator

was open, the divergence slit was 1 mm, and the Soller slit and receiving slit were 2 mm.

The maximum X-ray penetration in NiTi at the experiment conditions was calculated to be

19 µm (Section 4.3.3).

Figure 6.4 shows the pole figure measurements, the fitted ODF, and the error between

the ODF and the measurements. Relatively strong texture was observed in both the rolling

direction (RD), and transverse direction (TD) of the sheet, with several regions having

multiples of uniform distribution (MUD) of about 10. Although the sample was polished

to be as flat as possible, and the sample and XRD optics were carefully aligned, there

was asymmetry in the transverse direction of the sample. This asymmetry may be due to

processing of the sheet material. Nonetheless, for calculating the ODF, orthorhombic sample

symmetry was assumed because this symmetry is common for rolled metal sheets.
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Figure 6.4: (a) The measured pole figures. (b) The fitted orientation distribution
function. (c) The error in ODF, calculated as the absolute value of the difference
between the pole figure measurements and the fitted ODF.

Figure 6.5 shows the pole figures and inverse pole figures (IPF) for the (111), (100),

and (110) poles. For the (111) pole figure in Figure 6.5a, more texture was observed in

RD than TD, indicated by the greater variation along the vertical direction (corresponding
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to RD) of the pole figure compared with the horizontal direction (corresponding to TD).

This observation is paralleled by higher MUD in the IPFs in Figure 6.5b. In (100), slightly

more texture was observed in TD than for RD, while in the (110), slightly more texture was

observed in RD than for TD. The strongest texture by far, however, was (111) in the normal

direction (ND), shown at the center of the (111) pole figure in Figure 6.5a, and the upper

right corner of Figure 6.5b. This (111)//ND texture is commonly called the γ-fiber texture,

and is often observed in rolled sheets of BCC metals. Furthermore, the γ-fiber texture has

been observed in other NiTi sheets [120, 40].
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Figure 6.5: (a) The orientation distribution function (ODF) at the (111), (100), and
(110) poles. (b) Inverse pole figures for the NiTi sheet’s rolling direction (RD), 45 o from
the rolling direction (45), transverse direction (TD), and normal direction (ND). The
strongest texture was (111) in the normal direction (MUD=9.4), and the second
strongest texture was (110) in the rolling direction (MUD=3.7). The maxmima for
45 and TD were MUD=2.0 and 1.4, respectively.

When the orientation distribution function was visualized as φ2 slices (Figure 6.6), fol-

lowing the convention of texture analysis of metals, there was a clear (111)//ND fiber (the

γ-fiber).
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Figure 6.6: A strong γ-fiber texture, (111)//ND, was observed in the orientation dis-
tribution function with respect to Bunge Euler angles (defined in Figure 4.1b) with
constants φ2 slices.

6.4.2 Macroscopic tension experiments

Uniaxial tension and compact tension samples were produced from the NiTi sheet with

wire electrodischarge machining with dimensions shown in Figure 6.7. Samples with the

rolling direction parallel to the tensile axis are denoted as RD. The compact tension samples
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are approximately plane stress conditions, since they are relatively thin (nominally 1 mm

before polishing).

24 mm 

25 mm 

8 mm 

4 mm 

1 mm 12 mm 
1 mm 

RD 45 TD

2 mm 6 mm 33 mm 27 mm 

RD 45 TD

5 mm 

Figure 6.7: Uniaxial tension samples (left) and compact tension samples (right) were
produced with the dimensions shown from the NiTi sheet with three different sample
directions: tensile axis parallel to the sheet rolling direction (RD), tensile axis 45o from
the sheet rolling direction (45), and tensile axis perpendicular to the sample rolling
direction (TD).

The macroscopic uniaxial tension responses (Section 6.5.1) were measured with a 200 kN

mechanical testing system equipped with a 5 kN load cell (Instron 5585 system with Instron

load cell, Norwood, MA), shown in Figure 6.8. The samples were loaded in displacement

control with a constant nominal strain rate of 1 × 10−4 1/s for 25 load-unload cycles. The

cycle limits on loading were 450 MPa, and on unloading were 4.5 MPa.

123



100 mm

Cross head

Load Cell

Stereo Cameras

LED Lights

Sample

Figure 6.8: The experimental setup used for uniaxial tension experiments.

6.4.3 Macroscopic fatigue cracking experiments

The macroscopic fatigue cracking responses (Section 6.5.2) were measured with an elec-

trodynamic voice-coil fatigue system (ElectroForce LM1, 220 N dynamic cycling capacity,

TA Instruments). Two regimes of fatigue cracking were explored: one with a relatively high

stress intensity rise (∆K ≥ 8.0 MPa
√

m) for crack initiation and early crack propagation,

and one with a relatively low stress intensity (∆K < 8.0 MPa
√

m) to probe the fatigue

threshold and later crack propagation behavior. The cyclic rate for the high stress intensity

regime was 10 Hz, and for low stress intensity was 50 Hz, following Ref. [5]. For both the low

and high stress intensity regimes, the stress ratio was R = Kmin/Kmax = 0.1. The compact

tension samples were polished with a sequence of 600, 800, and 1200 grit silica papers with

water, then final polished to a mirror finish with a 5:1 volume ratio mixture of colloidal silica

(Buehler MasterMet 2, 0.02 µm) and 30 % hydrogen peroxide (Fisher H325) on a microfiber

cloth (Buehler MicroCut).

6.4.4 Macroscopic digital image correlation

For both the uniaxial tension and fatigue cracking experiments, the sample deformation

was measured with a 3-D digital image correlation (DIC) system comprised of two cameras

(PointGrey GRAS 50S5M-C) with high-quality lenses (Nikon Nikkor 200 mm, f/16), and

two LED lights (Genaray MonoBright). The DIC setup utilized cross polarization, with

linear polarizing light filters placed orthogonally on the lights and lenses. Cross polarization

improves DIC accuracy by increasing contrast and eliminating saturated pixels [3]. A fan

was placed near the setup to blow air gently past the sample to mitigate heat waves that can
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be detrimental for DIC measurements [95]. The samples were speckle patterned using an

Iwata CM-B airbrush with a basecoat of white paint (Golden High Flow Titanium White,

no. 8549-4, lot 366162) and then a speckle pattern of black paint (Golden High Flow Carbon

Black, no. 8040-4, lot 345307). This sequence of paints provides greater contrast than the

converse sequence because black pigments are more effective at maintaining their contrast

over white pigments, since black pigments absorb light and white pigments scatter light [4].

For optical 3-D DIC measurements, the images were correlated with Vic3D 7 with low-

pass filtering, Gaussian subset weights, eight-tap interpolation, and the normalized squared

differences method. The correlation thresholds were 0.02 px consistency threshold, 0.05 px

maximum confidence interval, and 0.1 px matchability.

Fatigue Actuator
Load Cell

Stereo Cameras LED Lights

Sample

100 mm

Figure 6.9: The experimental setup used for fatigue cracking experiments.

6.4.5 Microscopic SEM-DIC experiments

Finally, the microscopic deformation around the crack tip (Section 6.5.3) was measured

with digital image correlation in a scanning electron microscope (SEM-DIC) for three of

the compact tension samples (one each of RD, 45, and TD). The samples for SEM-DIC

were fatigue cycled with an initial rise in stress intensity of ∆K = 8.0 MPa
√

m, based

on the initial notch length a0 = 8 mm, until fatigue cracks grew to a ≈ 10 mm. The

painted speckle pattern for optical DIC was removed with methanol, the samples were final

polished (again with 5:1 volume ratio mixture of colloidal silica and hydrogen peroxide), and

then the samples were speckle patterned for SEM-DIC. The procedure for self-assembled Au

nanoparticle patterning from Ref. [58] was followed, with the following exceptions: instead of

hydroxylation in a base, the final polishing step with hydrogen peroxide and colloidal silica

provided sufficient hydroxyl groups on the sample surface; instead of 24 hours for silanization,

only 4 hours were needed; and finally, instead of preparing Au nanoparticles following the
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method from Ref. [178], off-the-shelf Au nanoparticles were applied (250 nm, in 0.1 mg/m,L

sodium citrate with stabilizer; Alfa Aesar, Ward Hill, MA).

After Au nanoparticle patterning, the compact tension samples were loaded in an in-situ

tension/compression stage, shown in Figure 6.10 (10 kN capacity and equipped with 500 N

load cell, Kammwrath & Weiss, Dortmund, Germany). The in-situ stage was operated in a

field-emission gun scanning electron microscope (Teneo; Thermo Fisher Scientific, formerly

FEI). The beam conditions were 30 kV and 0.8 nA, with a working distance of 18 mm.

Images from the SEM were recorded with a custom scan controller that significantly reduces

the scanning errors that are problematic for SEM-DIC [179]. The details of this method

have been recently developed and are detailed further in Ref. [179]. The added precision

from this custom scan controller was important for capturing the sub-20 nm differences in

the crack separations among the three sample conditions, as presented in Section 6.5.3. The

scan controller was programmed to raster “out and back” along the same line of pixels twice

(once to the left, and back to the right), then average the two scan lines together for each line

in the image. The effective dwell time, with four samples read from the secondary electron

detector for each pixel and two pixels averaged together from the out-and-back scan, was

6.4 µs. The images were 300× 300 µm and 4096× 4096 px for a pixel size of 73 nm/px.

For SEM-DIC measurements, the images were correlated with Vic2D 6 with low-pass

filtering, Gaussian subset weights, eight-tap interpolation, and the normalized squared dif-

ferences method. The correlation thresholds were 0.02 px consistency threshold, 0.05 px

maximum confidence interval, and 0.1 px matchability.

Sample Load Cell

LVDT

25 mm

Chamber
Door

Figure 6.10: A compact tension sample in the in-situ tension/compression stage for
SEM-DIC measurements of the microscale deformation at the crack. Although the
sample was final polished to a mirror finish and NiTi has a silver appearance when
polished, there is an orange tinge on the sample from the self-assembled Au nanoparticle
pattern with relatively large nanoparticles (250 nm).
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6.5 Results and discussion

6.5.1 Cyclic uniaxial tension

The functional fatigue response of the superelastic NiTi material was investigated with

25 load-unload cycles in tension (Figure 6.11). Strain (δe/Le) was measured from DIC vir-

tual extensometers across the gauge section. All three sample conditions (RD, 45, and TD)

exhibited the typical tensile response of superelastic NiTi, with an initial elastic loading up

to ≈ 0.5 % strain, followed by a nucleation peak from localization of the phase transfor-

mation, then a relatively constant stress while the phase transformation propagates along

the sample gauge section (Figure 6.11a). The phase transformation’s propagation completed

much sooner for the TD sample, at around 4 % strain for the first cycle, compared with

about 6 % strain for the first cycle of the RD sample. Also, there were differences in the

region of increasing stress at the end of the loading stress plateau. For the TD sample, there

was a more gradual upwards slope as the stress-induced martensite “locked up.” The differ-

ences between the loading plateaus became more pronounced after 25 cycles. At n = 25, the

loading plateau for the TD sample no longer had a flat region from propagation of the phase

transformation, while the RD sample continued to exhibit localization and propagation of

the phase transformation for all 25 cycles. This observation is consistent with the axial

strain fields from DIC, described further in Figure 6.13. The stress plateau on loading (Fig-

ure 6.11b) was highest for TD (415 MPa for n = 1) and lowest for RD (337 MPa for n = 1),

with the loading stress plateau for 45 approximately splitting the difference (380 MPa for

n = 1). During the 25 load-unload cycles, the plateau stresses on loading (P/A0,mid) con-

sistently decreased at approximately the same rate for all three conditions (3.2, 3.1, and

2.5 MPa/cycle for RD, 45, and TD, respectively, on average for the 25 cycles).

Small amounts of residual strain (εr) accumulated with each cycle, with TD accumulating

significantly less residual strain than RD and 45 (Figure 6.11c). The residual strains were

fitted with respect to the number of cycles (n) using an exponential function with three

fitting terms,

εr = B1 −B2 exp (−n/B3) . (6.1)

For the RD, 45, and TD conditions, respectively, the coefficients of determination (R2) for

the fits were 0.9987, 0.9938, and 0.9986. Extrapolating the asymptotes of the fits to the limit

as n → ∞, TD had one third of the residual strain (0.37 %) compared with RD (1.11 %),

while 45 was a bit lower than RD (0.96 %). The rate of residual strain accumulation per

cycle (ε′r) was also calculated from the fits (Figure 6.11d). For RD and 45, ε′r at the first cycle
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was about 0.1 %/n, while the value for TD was only about 0.04 %/n. All three conditions

reached a residual strain accumulation rate of < 0.02 %/n with the 25 cycles.

TD, n = 1
TD, n = 25
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Data
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Figure 6.11: (a) The first (n = 1) and last (n = 25) cycles in tension for the RD,
45, and TD conditions. The plateau stresses on loading (P/A0,mid, for Figure 6.11b)
are indicated by dots. (b) The cycle-wise values of the plateau stresses on loading
(P/A0,mid) from Figure 6.11a. (c) The residual strain (εr) data, fits, and asymptotes
with respect to cycle number (n). (d) The ratcheting rate (ε′r) with respect to cycle
number (n).

From the cyclic tension responses, the cycle-wise strain work was also measured for each

condition. The cycle-wise strain work was considered positive during loading (W+), and
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negative during unloading (W−). The sum of loading and unloading works gives the cycle

wise net work, with Wnet =W++W−. The magnitudes of strain work per cycle were on the

order of about 10 MJ/m3. For each cycle, the RD and 45 samples had nearly identical W+,

but 45 had slightly lower W−. TD had lower strain work, especially in the first four cycles.

By n > 20 cycles, the Wnet for TD was only about 1 MJ/m3 less than that of RD and 45.

Figure 6.12: The cycle-wise strain work for 25 load-unload cycles in the three sample
conditions, with positive strain work during loading (W+), negative during unloading
(W−), and the cycle wise net work, with Wnet =W++W−.

Figure 6.13 shows the axial strain fields from 3-D DIC for the images corresponding to

the phase transformation’s nucleation and coalescence. Cycles 1, 2, 3, 5, 10, 15, and 25 are

shown with the axial strain maps during the nth loading cycle (with the phase transforma-

tion’s nucleation) indicated by “n+”, and during the nth unloading cycle (with the phase

transformation’s the) indicated by “n−”. Unfortunately, the time resolution of the images

was relatively coarse (only about 7,000 image pairs were captured during each samples 25 cy-

cles with a frame rate of 0.1 Hz), so the comparison of the magnitudes of strain among the

conditions is limited.

Nonetheless, an interesting trend was found for the location of the phase transformation’s

nucleation and coalescence. For the RD and 45 samples, the phase transformation nucleated

and coalesced in the same spot for each cycle. However, for the TD sample, the phase

transformation did not nucleate or coalesce in the same spot among cycles. Furthermore, the

location of coalescence for one cycle was often different than the location of the nucleation for

that same cycle. Also, the RD and 45 samples continued to have a clear spot of localization
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followed by propagation in the last cycles, while the TD sample no longer had distinct

localization during loading (but it still localized during unloading). This result is consistent

with the engineering stress-strain responses for the three conditions: RD and 45 maintained

transformation plateaus, while the plateau in TD dissipated with cycling (Figure 6.11a).

Also, the lack of localization in the transverse direction of NiTi sheet has been observed

before [167].

A previous report on the texture-dependence of the tensile responses of superelastic

NiTi showed that phase transformation tends to localize in the same spot from cycle to

cycle [83, 84]. This result is consistent with the RD and 45 samples in the present work,

but inconsistent with the TD sample. For the TD case in Ref. [84], TD had stronger cycle-

to-cycle similarity in the phase transformation localization. Furthermore, Ref. [84] observed

small branches of phase transformation stemming from the primary phase transformation

front, but these branches were not observed in the present work. The reason for this is likely

the large thickness-to-width ratio of the gauge section in the present work’s samples.

One possible explanation for these differences could be the significantly different sample

geometries: in Ref. [83], the samples had relatively long and thin gauge sections (12.5 mm

long, 3.125 mm wide, 0.254 mm thick). In the present work, the gauge sections are relatively

short and thick (6 mm long, 2 mm wide, and 1 mm thick). Sample geometry (specifically,

the thickness-to-width ratio) is known to alter the characteristics of the nucleation and

propagation of superelastic NiTi’s phase transformation [180, 181].
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Figure 6.13: Maps of axial strain (εZZ) are shown from the 3-D DIC images nearest the
nucleation and coalescence of phase transformation for cycles n = 1, 2, 3, 5, 10, and 25
for each condition during loading (n+) and unloading (n−).

6.5.2 Cyclic fatigue crack growth

Cyclic fatigue experiments were performed on the compact tension samples, and the crack

growth rates were measured with optical 3-D DIC. During the fatigue experiments, images

were captured with the optical 3-D DIC system during < 1 second pauses at the minimum

and maximum cyclic force. The crack tip position was measured from the DIC results,

using either the correlation confidence interval (CCI) for the experiments with relatively

high stress intensity (∆K ≥ 8.0 MPa
√

m), or the major principal strain for relatively low

stress intensity (∆K < 8.0 MPa
√

m). Although the crack is typically removed from the area

of interest (AOI) for DIC, this crack tip location method requires keeping the crack in the

DIC AOI. Further details about this method are outlined in Section 5.2.2.

To illustrate the efficacy of DIC for tracking crack tips, Figure 6.14 shows the crack path

measured from DIC, with a semi-transparent overlay of the crack path (to scale) imaged

with optical microscopy after fatigue cracking (and after the speckle pattern was removed).

For the RD, 45, and TD samples, DIC captured both the path of the crack and the final

position of the crack tip to within 50 µm.
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Figure 6.14: The crack path measured from the correlation confidence interval (CCI) of
DIC, with a semi-transparent overlay of the crack path (to scale) imaged with optical
microscopy after fatigue cracking (and after the speckle pattern was removed).

Using the DIC crack tip tracking method highlighted in Figure 6.14, the crack growth

rates were measured for RD, 45, and TD samples in both low and high ∆K regimes (Fig-

ure 6.15). For the crack lengths with respect to number of cycles (Figure 6.15a), the starting

rise in stress intensity was ∆K = 8.0 MPa
√

m, and three samples were cracked for each

condition.

At the high ∆K regime, the three RD samples had consistently faster crack growth rates

than the three TD samples. The behavior of the 45 samples was more complicated, however.

One of the 45 samples had a crack growth rate similar to the RD sample with the slowest

crack growth.

In the low ∆K regime, the RD sample had faster crack growth rates, and the 45 and

TD samples had about the same crack growth rate. For example, at ∆K = 3 MPa
√

m, the

crack growth rate of the RD sample was 2 nm/cycle, twice that of the 45 and TD samples.
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Figure 6.15: (a) The high ∆K regime of crack growth, all with ∆K0 = 6.4 MPa
√

m for
a0 = 8.0 mm, including one 45 sample that exhibited a bifurcation (see Figure 6.16).
(b) The low ∆K regime of crack growth, with different ∆K0. (c) The crack growth
rates (da/dn) with respect to ∆K for high ∆K. The Paris Law exponent for ∆K3 is
indicated by the gray line. (d) The crack growth rates (da/dn) with respect to ∆K for
low ∆K. Again, the Paris Law exponent for ∆K3 is indicated by the gray line.

Another 45 sample had a crack growth rate similar to the TD sample with the fastest

crack growth. The third 45 sample had a bifurcation in its crack path (Figure 6.16), with

an initial crack that arrested after about 250 µm of extension, and then a second crack that

dominated the remainder of the FCG. Macroscopically-visible bifurcations such as this were

not observed in any RD or TD samples.
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Figure 6.16: Bifurcation was observed in one of the 45 samples at high ∆K (but not
in any of the other samples). This 45 sample with a bifurcation had the slower crack
growth rate of any of the samples tested, due to the bifurcation, but the other two 45
samples had intermediate crack growth rates between those of the RD and TD samples.

The fatigue thresholds were measured for the three samples in the low stress intensity

regime (Figures 6.15b and 6.15d). To find the fatigue threshold, the stress intensity amplitude

was progressively decreased until the crack growth rate was just slower than one Angstrom

per cycle (10−10 m/cycle), measured over at least 50,000 cycles. The fatigue thresholds for

RD, 45, and TD samples were 1.8, 2.4, and 2.4 MPa
√

m. The fatigue thresholds and the

crack growth rates at low ∆K are affected by crack closure (at least for fatigue cycling with

low Kmin, which is the case here, with R = Kmin/Kmax = 0.1). Crack closure was measured

on the microscale in Section 6.5.3 and revealed more crack closure in the 45 and TD samples

than the RD sample.

6.5.3 Microscopic crack measurements

For one sample of each condition, in-situ SEM-DIC measured the strain around the crack

tips and the separation along the faces of the cracks. Figure 6.17 shows the normal strain

perpendicular to the crack direction (εyy) within 300 µm fields of view around the crack tips

at three stress intensities (K/Kmax =0.3, 0.7, and 1.0). Consistently, the TD sample had

lower strain at each stress intensity, both near the crack tip and away from the crack tip. For

all three conditions, there were two distinct lobes of elevated strain, separated by a valley of

low normal strain (εyy � 1 %) that began < 50 µm ahead of the crack tip.
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Figure 6.17: The normal strain perpendicular to the crack direction, εyy, was measured
in a 300 µm SEM-DIC field of view for each of the three conditions (RD, 45, and TD).
The shape of the high-strain lobes are similar for the three samples, but the strain
magnitudes are higher for the RD and 45 samples than for the TD. Although crack
appears to be closed in all three samples at the lowest stress intensity shown here,
K/Kmax = 0.3, there was slight crack opening (< 200 nm) for all three cases when
the crack face separations were measured (Figure 6.18). Note that a small region of
data away from the crack tip, coinciding with a poor region in the nanoparticle speckle
pattern, was excluded for the RD sample’s SEM-DIC calculation.
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The crack separation profiles were measured following the method in Ref. [5] (Sec-

tion 5.2.3). Overall, all three cracks opened in a similar manner with a region behind

the crack tip with significant opening (∆v > 1 µm) and a short region in front of the crack

with very small opening (∆v � 1 µm). Within 100 µm ahead of the crack tips, there was

approximately no separation. Nonetheless, there were subtle differences in the crack separa-

tion behavior of the three samples. The 45 sample had the most crack opening far behind

the crack tip. Interestingly, the 45 sample also had the least crack opening at the lowest

stress intensity above zero (K/Kmax = 0.1).
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Figure 6.18: The profiles of crack separation (∆v) with respect to distance from the
crack tip (x) were similar for all three samples. Although the 45 sample had the least
opening at the lowest non-zero stress intensity (K/Kmax = 0.1), it had the most opening
at the highest stress intensity (K/Kmax = 1.0). For each profile, three positions were
inspected: behind the crack tip (xB =-0.5 µm), at the crack tip (x0 =0 µm), and ahead
of the crack tip (xA =0.5 µm) for both loading and unloading in Figure 6.19. The
crack separation profiles on unloading are not shown, but had similar shapes and only
slightly lower magnitudes of separation.

Although the magnitude of crack opening was similar for RD and 45 samples behind

the crack tip (xB, Figure 6.19a) and at of the crack tip (x0, Figure 6.19b), the 45 sample

had more opening ahead of the crack tip (xA, Figure 6.19c). Importantly, the RD sample

exhibited more crack tip opening displacement (CTOD) and less crack closure than the 45

and TD samples. While the 45 and TD samples remained closed at K/Kmax = 0.2, the RD

sample exhibited slight opening (≈ 20 nm). By inspecting the point at which the CTOD

was non-zero (from ∆v in Figure 6.19b), the RD crack tip opened at K/Kmax between 0.1

and 0.2, the 45 and TD crack tips opened at K/Kmax between 0.2 and 0.3. This result

is consistent with the macroscopic measurements in Section 6.5.2 of the RD sample’s lower
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fatigue threshold (1.8 MPa
√

m) compared with that of the 45 and TD samples (2.4 MPa
√

m).

Also, this result is consistent with the slower crack growth rate in the RD sample at low

stress intensities (Figure 6.15d). Again, the sub-20 nm differences among the samples here

underscored the importance of the high-precision SEM-DIC with custom scan controller, as

developed in Ref. [179].
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Figure 6.19: Three positions were inspected from Figure 6.18 and shown here for loading
and unloading. In all cases, there was a slight hysteresis between loading and unloading,
forming a clockwise loop (although arrows are only drawn on the RD cases).

Postmortem fracture surfaces were examined in SEM for one sample of each condition,

and at two locations along the fracture surfaces: 1 mm from the notch root, a = 9 mm

(Figure 6.20), and 4 mm from the notch root, a = 12 mm (Figure 6.21). The fractography

used three magnifications for the three samples. No significant differences were observed

among the fracture surfaces of the RD, 45, and TD samples. All three sets of fracture

surfaces exhibited relatively high roughness with only small regions of ductile tearing visible

at the highest magnification. There were large areas with striations angled ≈ 45 o from

the crack growth direction. Vertical striations (perpendicular to the crack growth direction)

were found in only limited areas of all three samples. Overall, these fractography results

indicate that there are the differences in macroscopic crack growth rates in Section 6.5.2 and

microscopic crack tip measurements in Section 6.5.3 are not attributable to differences in

crack roughness.
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Figure 6.20: Fractography was performed in SEM at 1 mm from the notch root (a =
9 mm). The crack growth direction was from left to right, and the images were captured
orthonormal to sample surface.
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Figure 6.21: SEM fractography was also performed at 4 mm from the notch root
(a = 12 mm). The crack growth direction was from left to right, and the images were
captured orthonormal to sample surface.

6.6 Summary and conclusions

The functional and structural fatigue was characterized for superelastic NiTi with respect

to crystallographic anisotropy. Differences between three rolled sheet directions (RD, 45, and

TD) were measured in cyclic uniaxial tension, macroscopic crack growth rates and fatigue

crack thresholds, and SEM-DIC crack tip displacement and strain fields.
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• The NiTi material had an austenite finish temperature of Af = 3 oC, a broad grain

size distribution between tens of nanometers up to about 1 µm, and a strong γ-fiber

texture, or (111) in the sheet normal direction. The most significant texture difference

between the RD, 45, and TD sample directions was about twice as much (110) texture

in the RD direction. The 45 and TD directions had relatively similar textures.

• During load-unload cycles in uniaxial tension, there was about three times the residual

strain accumulation in the RD sample compared with the TD sample. Although the

plateau stress of the 45 sample was about equally between the plateau stresses of the

RD and TD samples, the residual strain accumulation of the 45 sample was much closer

to that of the RD sample.

• Possibly connected with the TD sample’s relatively low strain rate accumulation, there

was an interesting observation in the strain maps during cyclic tension. While the phase

transformation consistently localized in the same spots on the gauge sections of the

RD and 45 samples, the localization in the TD sample did not occur in the same spot

from cycle to cycle.

• The crack growth rates of the RD condition were consistently faster than the 45 and

TD conditions. For fatigue cracking in a regime with relatively high ∆K, the crack

growth rate of the RD samples was about 25 % faster than that of the TD samples,

while the 45 sample were in between. Also, a crack bifurcation was observed in one

45 sample, but not in any other samples. At ∆K = 3 MPa
√

m, the crack growth rate

of the RD sample was 2 nm/cycle, twice that of the 45 and TD samples.

• The fatigue crack thresholds for the three sample conditions were 1.8 MPa
√

m for RD,

and 2.4 MPa
√

m for 45 and TD (with stress intensity ratio R = 0.1). This macroscopic

observation connected with the microscopic observations of crack closure: while the

RD crack tip opened at K/Kmax between 0.1 and 0.2 (between 0.6 and 1.2 MPa
√

m),

the 45 and TD crack tips opened at K/Kmax between 0.2 and 0.3 (between 1.2 and

1.8 MPa
√

m).

• No significant differences were observed in the fracture surfaces of the three sample

conditions, so the differences in their macroscopic crack growth rates and microscopic

crack tip behavior are not attributable to differences in roughness (e.g. roughness-

induced crack closure). Rather, their differences in both cracking behavior (structural

fatigue) – along with their tensile cycling behavior (functional fatigue) – must be from

the inherent anisotropy of the material.
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CHAPTER 7

The role of martensitic phase transformation on crack

tip energy in shape memory alloys

7.1 Introduction

The complex mechanical responses of NiTi can vary significantly with relatively small

changes in temperature. Despite this well-known fact, there has not been an experimental

work that measures NiTi’s fatigue and fracture response with respect to more than five

temperatures for the same sample material and geometry.

Holtz, et al., investigated the fatigue threshold behaviors of NiTI at five temperatures

and found two distinct regimes of crack growth with respect to temperature [182]. For

thermal martensite (below As), there were slower crack growth rates and more evidence of

crack closure than the above As. Crack closure was not measured directly, but was inferred

from the global load-displacement responses. Also, the fracture surfaces of the samples from

below As were rougher than those from above As [182].

Fatigue crack responses with respect to four temperatures were reported by McKelvey

and Ritchie. Compared with Ref. [182], consistent observations included an overall enhance-

ment in crack growth resistance and more crack closure with thermal martensite. Unlike

the observation in Ref. [182] of similar fatigue cracking for both superelastic and stable

austenite, Ref. [183] measured the worst fatigue performance (lowest fatigue threshold and

fastest near-threshold crack growth rates) in superelastic austenite. Nonetheless, stable and

superelastic austenite had similar crack growth rates at higher stress intensities, implying

that superelasticity did not enhance crack growth resistance in NiTi, and two explanations

for this were presented [183]. First, although superelastic NiTi can have ≈ 0 residual strain

upon cycling to ≈ 5 to 8 % strain, it still has large residual strains upon cycling when the

applied strains are greater than about 10 %, which is expected to be the case for material

at and very near crack tips. Also, the large triaxiality of stress for the plane strain samples

141



would inhibit the A → M transformation since the transformation has a negative volume

change [183].

Ref. [184] measured the fracture toughness of NiTi at effectively three temperatures

(from two different NiTi alloys with different transformation temperatures for two exper-

iment temperatures for one of the alloys). For the thermal martensite and superelastic

austenite samples, cracks propagated a similar stress intensities (30 ± 5 MPa
√

m). The

similarity was attributed to the cracks growing into detwinned martensite for both cases.

Also, SEM observations of crack tips showed that crack blunting did not occur in ther-

mal martensite or superelastic austenite. Although the thermal martensite and superelastic

austenite samples showed elastoplastic behavior, the mechanism of their deviation from lin-

earity was attributed to martensite detwinning (and not crack tip blunting). For stable

austenite, where stress-induced martensite does not form, the fracture toughness was signif-

icantly larger (53 MPa
√

m).

Importantly, as pointed out in a recent review [185], Ref. [184] observed stress-induced

martensite within plane strain samples of superelastic austenite, using in-situ synchrotron X-

ray diffraction. This observation debunks the hypothesis from Ref. [183], that large triaxial

stress in plane strain samples would inhibit A→M transformation at the crack tips of plane

strain superelastic samples.

Recently, Ref. [186] measured the fracture toughness of NiTi at three temperatures and

developed a model to capture the temperature dependence on NiTi fracture. Consistent with

Ref. [184], superelasticity did not enhance the fracture toughness of NiTi.

7.2 On the transformation toughening of NiTi during crack growth

An important distinction about the nature of martensitic phase transformation for cracks

was discussed in Refs. [187, 188] and also made clear in Ref. [186]: despite suggestions to the

contrary, the A→M transformation in shape memory alloys cannot enhance NiTi’s fracture

toughness (critical stress intensity at the onset of crack extension). Rather, the transforma-

tion only acts as a toughening mechanism upon crack growth. This concept can be explained

in the stress-strain response of superelastic austenite, and the fact that fracture toughness

relates to the strain energy release rate right up until crack growth. Upon loading (and be-

fore unloading), the stress-strain response of superelastic NiTi has a non-linear elastoplastic

response with similar strain energy as a non-phase-transforming elastoplastic material (such

as NiTi just below the As temperature). Upon unloading, a typical elastoplastic material

only recovers elastic strain energy. However, superelastic austenite recovers significant strain

energy upon unloading (during the M → A transformation). In the context of cracks, this
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strain energy recovery is manifested in the unloading of material in the wake of an advancing

crack. The reverse transformed material in behind the advancing crack tip can place com-

pressive stresses on the crack. Importantly, though, unloading is required (in the material

behind an advancing crack) for this transformation toughening on the crack growth to occur.

Thus, there is not a fracture toughness enhancement from NiTi’s martensitic transformation,

since fracture toughness corresponds to the maximum strain energy before crack extension.

In a broader scope of fracture mechanics, one possible source of confusion for the frac-

ture toughness of NiTi is the phase transformation toughening observed in pure zirconia and

yttria-stabilized zirconia. Before discussing zirconia and NiTi, it is worthwhile to examine

other toughening mechanisms besides transformation. Fracture toughening mechanisms in-

clude those that act primarily ahead of the crack tip (intrinsic mechanisms), and those that

act primarily behind the crack tip (extrinsic mechanisms). Common toughness-enhancing

mechanisms are identified in Figure 7.1 (adapted from Ref. [189]), including: fiber bridging,

grain bridging, oxide wedging, cleavage fracture, crack deflection/bifurcation, and microvoid

coalescence (related to higher ductility). An important characteristic of all of these tough-

ening mechanisms is additional energy dissipation before crack extension.

Extrinsic Toughening
Behind the crack tip

Intrinsic Toughening
Ahead of the crack tip

Fiber
bridging

Grain
bridging Oxide

wedging
Cleavage
fracture

(and higher
ductility)

Microvoid
coalescence

Crack
deflection/
bifurcation

Figure 7.1: Along with certain cases of transformation with large volume expansion
(such as the transformation in zirconia, but not the transformation in NiTi), other
toughening mechanisms include: fiber bridging (composites), grain bridging (metals),
oxide wedging, cleavage fracture, crack deflection/bifurcation, and microvoid coales-
cence (related to higher ductility). Adapted from Ref. [189].

Another toughness mechanism (not shown in Figure 7.1) is transformation toughening.

Zirconia can exhibit a stress-induced transformation, similar to superelastic NiTi. However,
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although zirconia’s transformation imparts toughening, this does not imply that all marten-

sitic transformations increase toughness. Importantly, zirconia’s transformation involves

a large volume expansion (about 4 %), while NiTi’s transformation involves a very small

volume contraction (about 0.023 %) [41]. While zirconia’s transformation and concurrent

volume expansion induce compressive stress at the crack tip during forward transformation,

superelastic NiTi does not. Although NiTi’s transformation enables extra energy dissipation

upon unloading, this does not contribute to energy dissipation before crack extension (and

before unloading).

7.3 Background on fracture mechanics and crack opening dis-

placement methods

The theory of linear elastic fracture mechanics (LEFM) was presented by Griffith in

1921 [190], although it was not widely utilized until decades later. Griffith developed LEFM

to understand why brittle materials failed with stresses on the order of 100 MPa, while

the theoretical strength of atomic bonds in the materials were on the order of 10 GPa.

Griffith’s work showed that the critical stress to fracture (σF ) in brittle materials, times the

square root of flaw length (a), was approximately constant (C), following σF
√
a ≈ C. In

the 1940s and 1950s, Irwin extended Griffith’s theory to capture the dissipation from crack

tip plasticity [173]. While Griffith’s theory described fracture behavior in brittle materials

very well, it did not agree well with observations of structural materials such as steel with

significant plasticity during fracture. Irwin included plastic dissipation into LEFM, and

also developed the concept of the stress intensity (K) of a crack. For an applied stress in

a structure (σ) with crack length a, the stress intensity is K = fσ
√
πa, with the term f

depending on the geometry of the structure and crack.

In the decades following Irwin’s extension of LEFM, continued work on structural materi-

als, especially high-toughness steels, revealed further limitations to LEFM. Irwin’s modifica-

tion was limited to cases with “small-scale yielding,” or relatively small regions of plasticity

for relatively large cracks. However, Wells and others observed that steels with progressively

higher toughnesses would have more rounded crack tips. Also, for the ones with the highest

toughnesses, the radius of the plastic zone could be on the order of the length of the crack,

and the modifications from Irwin for LEFM did not capture the fracture response well.

Importantly, with significant crack tip plasticity, the two faces of a crack can separate at

the crack tip without the crack moving forward. This behavior can be described in terms

of a positive crack opening displacement (COD) with respect to an applied stress intensity

(K). Theories developed independently and simultaneously by Cottrell and Wells sought
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a relationship between a material’s fracture toughness and the COD of the material in a

fracture test [191, 192, 193, 194]. Further work by in the 1970s confirmed reliable fracture

toughness predictions via the crack tip opening displacement (CTOD), or equivalently the

crack tip opening angle (CTOA) [195, 196, 197, 198].

Early measurements of COD used rotating paddle apparatuses, such as the “codmeter”

in Figure 7.2. The rotation of the paddle corresponded to COD through a calculation of the

crack face separations, with the assumption that the crack opens to the tip like a hinge.

Figure 7.2: A “codmeter” rotating paddle apparatus, used to measure crack opening
displacements in the 1960s during early development of elastoplastic fracture mechanics.
Figure source: Ref. [191].

However, the accuracy of the paddle-based codmeter measurements were limited due to

complications from the roughness of crack surfaces and the inability to plunge the paddle

in narrow crack regions. A refined approach to the paddle method uses extensometers on

the crack mouth, again with the assumption that the crack opens like a hinge down to

the crack tip. Although this method of a crack mouth gauge is still popular today, there

are limitations to its accuracy, especially from crack closure. Crack closure, illustrated in

Figure 7.3, denotes that a crack remains partially closed with an opening force (for Mode I

fracture). Crack closure, first described by Elber [126, 199], improves resistance to fatigue

cracking.
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Figure 7.3: Crack closure denotes that a crack remains partially closed during an
opening force P (for Mode I fracture). The schematic on the left shows a crack that is
opened along its entire length (no crack closure), and the schematic on the right shows
a crack that only partially opens (with crack closure).

To circumvent the inaccuracies of indirect COD measurements, optical techniques have

been developed that measure crack opening with respect to distance from the crack tip.

Notably, measuring COD with digital image correlation (DIC) is a powerful technique. DIC

was first applied in the late 1980s for measuring stress intensity factors around cracks [142],

and then in the 1990s for measuring crack opening and closing displacements [143]. The work

was extended in 2000 to develop a mixed-mode fracture criterion from crack tip opening

displacements (CTOD) to predict both the onset and direction of crack growth [200].

7.4 Material and methods

NiTi sheet (0.400 mm thickness, 50.2 at% Ni) was received flat annealed and etched from

the manufacturer (Johnson Matthey, lot number 017641, San Jose, CA). The transformation

temperatures were measured with differential scanning calorimetry (DSC; TA Instruments

model Q200). The heat flow results, shown in Figure 7.4, indicated the following transfor-

mation temperatures: Mf of -51 oC, Ms of -11 oC, Rf of 40 oC, Rs of 51 oC, As of 35 oC, and

Af of 54 oC.
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Figure 7.4: The phase transformation temperatures were measured with differential
scanning calorimetry (DSC). At room temperature, the material is either thermal M
(when heating from below the Mf of -51 oC), or thermal R (when cooling from above
Af of 54 oC).

7.4.1 Uniaxial tension

To measure the material’s tensile response with respect to temperature, the samples were

heated via conduction with resistive heaters (Minco HAP6944) in a tension instrument (In-

stron E1000 with 2 kN load cell), as shown in Figure 7.5. The sample temperature was

controlled with a low-wattage temperature controller (Thorlabs TC200), with the control

temperature signal from a thermistor (100 Ω, Thorlabs TH100PT). For the uniaxial tension

experiments only, the gauge section was too small for affixing a thermistor, so the temper-

ature of the gauge section was approximated by a correlation in one sample between the

thermistor location outside of the gauge section (shown in Figure 7.5) to the gauge section’s

temperature measured by an infrared camera. Although other heating methods (especially a

thermal chamber) would be more expedient that this custom conductive heating method, the

conductive method was designed to be adaptable to vacuum environment (in the chamber

of a scanning electron microscope) for future experiments.
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Figure 7.5: Experimental setup for uniaxial tension experiments.

7.4.2 Crack tip opening displacements with constant force and varied temper-

ature

To measure the material’s cracking response, compact tension samples were made with

the geometry shown in Figure 7.6. A precrack of a = 4.67 mm was made by fatigue cycling

a compact tension between Pmin = 10 N and Pmax = 100 N. During fatigue precracking, the

sample was held at 136 ◦C (near stable austenite). The sample was used with the setup

on the left in Figure 7.6 for the constant-force crack tip opening displacement (CTOD)

measurements in Figure 7.8. The heating hardware matched the setup from Section 7.4.1,

except with a miniature thermistor (10 kΩ, Epcos B57540G1103F000) taped directly behind

the cracking region of the sample. The sample temperature was measured directly from this

thermistor instead of the correlation to infrared camera measurements from Section 7.4.1.
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Figure 7.6: Experimental setup for compact tension experiments, with the constant-
force setup on the left and the fatigue cracking setup on the right. Each sample was
heated with two resistive heaters, and their temperature was measured with a thermis-
tor taped behind the crack.

7.4.3 Fatigue crack growth measurements

Also, fatigue crack growth measurements were conducted on samples with the following

temperature conditions (all in degrees Celsius): 194, 57(−), 45(−), 25(−), 57(+), 45(+), and

25(+). The three conditions denoted with “(−)” indicate the temperature was reached after

heating the sample to above 190 ◦C and then cooling down to the set temperature. The

three conditions denoted with “(+)” indicate the temperature was reached after cooling the

sample to below −60 ◦C by placing the sample in contact with dry ice, and then heating

the sample up to the set temperature with < 0.5 ◦C overshoot. The fatigue crack growth

measurements followed the methods from Sections 5.2.2, 5.2.4 and 6.4.3, with the addition of

the temperature controlling method from Section 7.4.2. The setup for these experiments is

shown on the right side of Figure 7.6. The first set of fatigue crack growth measurements were

conducted at 10 Hz within a relatively narrow range of moderate stress intensities to initiate

a crack from the notch root. The second set of fatigue crack growth measurements were

conducted at 50 Hz to examine crack growth rates in a broader range of stress intensities.
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7.5 Results

The tensile response was measured for a range of temperatures between 22 and 194 oC,

with two load-unload cycles for each temperature (Figure 7.7). The loading increments of

each cycle were arbitrarily selected, and the unload points were to < 1 N force. At 22 oC,

the sample was thermal martensite. During tension, the material detwins, and there was

significant plasticity from each of the two cycles. At 36 oC, the tensile response included a

“knee” from the R-phase, consistent with other observations of thermal martensite without

cryogenic quenching [37]. At 50 oC, just below Af (54 oC), there was localization of A →
M transformation on unloading and M → A on unloading, but the reverse transformation

did not complete before the stress was removed. At 57 oC, just above Af (54 oC), there was

full superelastic loading and unloading, with� 1 % residual strain after the two cycles. With

progressively increased temperatures, the tensile responses followed the expected behavior

of NiTi, including increased plateau stresses (both on loading and unloading) and increased

residual stress upon cycling. At 93 oC, there was localization during forward transformation,

but not on the reverse. The martensite desist (MD) temperature was between 150 and 194 oC.
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Figure 7.7: The stress-strain responses in tension for temperatures ranging between 22
and 194 oC, with two load-unload cycles at each temperature. The first load-unload
cycles have thicker lines (purple and then red); the second load-unload cycles have
thinner lines (teal and then orange).

Next, the crack tip opening displacement (CTOD) was measured with respect to tem-

perature. For progressively increasing constant forces, up to a maximum corresponding to

Kmax = 6.4 MPa
√

m, there was a consistent increase in CTOD. With respect to tempera-

ture, both hysteresis and non-monotonic trends in CTOD were observed. During heating

from stable martensite to stable austenite, CTOD was consistently higher than upon cooling

from stable austenite. Also, within the A → M transformation temperature range, CTOD

increased from the value of stable martensite.
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Figure 7.8: The crack tip opening displacement (CTOD) with respect to tempera-
ture. (a) The temperature beginning hot (starting in A and cooling to R). (b) The
temperature beginning cold (starting in M , heating to A, and cooling to R).

Fatigue crack growth rates also showed two trends with respect to temperature. First,

the fatigue crack growth rates were slower for decreasing temperatures. Second, the fatigue

crack growth rates for the cooling direction (indicted by “(−)”) were generally slower than

those in the heating direction (“(+)”).
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Figure 7.9: (a) The high ∆K regime of crack growth, all with ∆K0 = 8.6 MPa
√

m for
a0 = 3.2 mm. Note that the measured ∆K begin past ∆K0 because of the minimum
crack length measurable from the notch root with DIC, which is one-half of a DIC subset
width from the notch root. (b) The low ∆K regime of crack growth, with different ∆K0

(from different crack lengths). Also, the ∆P for all conditions was 45 N, except with
∆P = 36 N for the 194 and 57(−) conditions (indicated by an asterisk). (c) The crack
growth rates (da/dn) with respect to ∆K for high ∆K. The Paris Law exponent for
∆K3 is indicated by the gray line. (d) The crack growth rates (da/dn) with respect to
∆K for low ∆K. Again, the Paris Law exponent for ∆K3 is indicated by the gray line.

Finally, the fracture surfaces were observed with scanning electron microscopy (Fig-

ure 7.10). The fracture surface of the stable austenite condition (194 oC) was distinctly

less rough than the others, with more cleavage zones and smaller and fewer ductile dimples.

Two other trends were observed in the fracture surfaces. First, there was a slight increase

in ductile dimpling with respect to decreasing temperatures from 57, 45, and 25 oC(for both
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heating and cooling directions). Second, the samples in the heating direction (from stable

martensite, indicated by “(+)”) had more ductile dimpling than those in the cooling direction

(“(−)”).
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Figure 7.10: Fracture surfaces at a = 5.7 mm, with 40 µm scale bars for the left column
of images and 4 µm scale bars for the right column of images.
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7.6 Conclusions

The crack tip opening displacement (CTOD) and fatigue cracking response of NiTi was

characterized with respect to temperature. The smallest CTOD and fastest crack growth

rates were measured in the stable austenite phase. With decreasing temperature, crack

growth rates decreased. Generally, the cooling-direction samples exhibited slower crack

growth rates than the heating-direction samples. The slowest crack growth rates were ob-

served in the 25(−) sample with a mixture of R and stress-induced M . These crack growth

rate observations were consistent with the fracture surfaces with respect to temperature.

Future work on this topic will address the rate sensitivity of fatigue cracking, which could

be accessed with varied cycling rates and heat transfer environments. Also, the constant force

setup described in Section 7.4.2 will be adapted for scanning electron microscope digital

image correlation (SEM-DIC).
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CHAPTER 8

Conclusions and future work

8.1 Conclusions

This work has contributed the following advancements to the fields of shape memory

alloys and experimental mechanics.

1. An expedient method was developed for improving optical DIC, a popular and powerful

experimental technique. The method, cross polarization, eliminated saturated pixels

to preserve sub-pixel displacement resolution. Also, cross polarization improved the

correlation confidence interval by about 10 %, and reduced 2-D DIC error by up to

60 % (Chapter 2).

2. Clear guidelines were presented for optimizing painted speckle patterns for optical DIC.

Although paints are the most popular speckle pattern technique for optical DIC, there

has been limited scientific investigations to inform best practices of painted patterns.

This work showed that patterns with black speckles had 24 % lower median normalized

false displacements than the patterns with white speckles. Also, the following guideline

was offered: the optimum painted speckle pattern fro DIC is a random pattern of black

speckles applied with about 50 % density over a basecoat of white paint (Chapter 3).

3. The crystallographic texture of NiTi tube (the most utilized shape memory alloy in its

most important product form) was measured (111) in the drawing direction. Also, the

axial residual stress in the tube was -29 MPa on the outer radius and 30 MPa on the

inner radius (Chapter 4).

4. The grain size effect on NiTi fatigue crack growth was measured with a new multiscale

experimental technique (Chapter 5).

(a) Despite the superior functional fatigue of nanocrystalline NiTi, the largest grain

size in the study (1500 nm average) had the best structural fatigue performance.
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(b) For all grain sizes, the macroscopic fatigue crack growth correlated well with

microscopic crack tip observations: the grain sizes with relatively fast macroscopic

crack growth rates exhibited large crack displacements at the microscale, and vice

versa.

(c) Crack closure was observed with SEM-DIC on the microscale (not with an indirect

measurement like crack mouth gages), and crack closure in the 1500 nm grain size

was suspected to slow its crack growth rate. Crack closure was not observed in

the other grain sizes.

(d) On the macroscale, optical DIC enabled interesting observations of crack growth,

especially a crack bifurcation and an oblique crack growth direction. These ob-

servations would have been missed with typical crack growth measurements, such

as crack mouth gauges, back-face strain gauges, or electrical resistance drop mea-

surements.

5. The effects of crystallographic texture on NiTi’s functional and structural fatigue were

characterized (Chapter 6).

(a) NiTi sheet material was utilized. The sheet had a grain size distribution between

tens of nanometers up to about 1 µm. The crystallographic texture was a strong

γ-fiber (or a (111) texture in the sheet normal). The rolling direction (RD) had

about twice as much (110) texture as the directions transverse (TD) and 45 o (45)

from the sheet rolling direction.

(b) During cycles in tension, there was about three times as much residual strain

accumulation in the sheet’s rolling direction compared to the transverse direction.

(c) Possibly connected with the TD sample’s relatively low strain rate accumulation,

there was an interesting observation in the strain maps during cyclic tension.

While the phase transformation consistently localized in the same spots on the

gauge sections of the RD and 45 samples, the localization in the TD sample did

not occur in the same spot from cycle to cycle.

(d) The crack growth rates of the RD condition were consistently faster than the 45

and TD conditions. For fatigue cracking in a regime with relatively high ∆K,

the crack growth rate of the RD samples was about 25 % faster than that of

the TD samples, while those the 45 samples were in between. Also, a crack

bifurcation was observed in one 45 sample, but not in any other samples. At

∆K = 3 MPa
√

m, the crack growth rate of the RD sample was 2 nm/cycle, twice

that of the 45 and TD samples.
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(e) The fatigue crack thresholds for the three sample conditions were 1.8 MPa
√

m for

RD, and 2.4 MPa
√

m for 45 and TD (with stress intensity ratio R = 0.1). This

macroscopic observation connected with the microscopic observations of crack

closure: while the RD crack tip opened at K/Kmax between 0.1 and 0.2 (between

0.6 and 1.2 MPa
√

m), the 45 and TD crack tips opened at K/Kmax between 0.2

and 0.3 (between 1.2 and 1.8 MPa
√

m).

(f) Unlike the grain size study that was confounded by roughness-induced crack clo-

sure differences, the three texture conditions had similar fracture surface rough-

nesses. Thus, the differences in their macroscopic crack growth rates and mi-

croscopic crack tip behavior are not attributable to differences in roughness (e.g.

roughness-induced crack closure). Rather, their differences in both cracking be-

havior (structural fatigue) – along with their tensile cycling behavior (functional

fatigue) – must be from the inherent anisotropy of the material.

6. The role of martensitic phase transformation on cracking was characterized by varying

temperature (Chapter 7). A new constant system with temperature control was devel-

oped and applied with optical DIC, and the system can also be adopted for SEM-DIC.

The crack tip opening displacement (CTOD) and fatigue cracking response of NiTi was

characterized with respect to temperature, and the following trends were observed.

(a) With respect to temperature, both hysteresis and non-monotonic trends in CTOD

were observed. During heating from stable martensite to stable austenite, CTOD

was consistently higher than upon cooling from stable austenite. Also, within the

A → M transformation temperature range, CTOD increased from the value of

stable martensite.

(b) Generally, the cooling-direction samples exhibited slower crack growth rates than

the heating-direction samples. The slowest crack growth rates were observed in

the 25(−) sample with a mixture of R and stress-induced M .

(c) These crack growth rate measurements were consistent with fractography observa-

tions: slower crack growth rates for the lower temperature samples corresponded

to more ductile dimples and less cleavage on their fracture surfaces.

8.2 Future work

To crack the code on NiTi fatigue and fracture, there are many more scientifically inter-

esting and technologically important questions to answer. The short list of these questions

is provided below.
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1. What is the structural fatigue and fracture of other SMAs (besides NiTi, or including

ternary and quaternary alloys of NiTi, such as NiTiHf)? More SMAs in addition to

NiTi should be explored and connected with the existing body of work on NiTi to

understand their similarities and differences.

2. What is the crack response of SMAs utilizing the shape memory effect (with actuation

driven fatigue that is thermally cycled with bias stress, instead of the mechanical

cycling in the present work)?

3. In the present work, the experiments were all isothermal for any given cracking condi-

tion. How does varying temperatures change the history-dependent cracking response

of NiTi? For example, is there an optimum temperature-stress pathway for an SMA

actuator to optimize work output and limit the risk of catastrophic failure?

4. How do complex stress states, along with NiTi’s anisotropic properties and tension/compression

asymmetry, change the fatigue and fracture response? This will also be related to the

other modes of fracture beside the Mode I opening that was explored in the present

work. Can classic theories for cumulative damage, such as Miner’s Rule, accurately

describe NiTi’s fatigue in complex cycling?

5. How do complex time intervals on fatigue cycling, especially with NiTi’s latent heating

and rate sensitivity, affect NiTi’s cracking response?

6. environmentally-assisted crack growth, e.g. NiTi is known to exhibit hydrogen embrit-

tlement [201], for harsh fluids with NiTi valves or other challenging environments

7. How can the competing mechanisms of cold working and precipitates be tailored for

the optimum combination of strength and functional fatigue resistance? Cold working

increases strength (with associated dislocation density and residual martensite), while

precipitates of the correct size and density increase functional fatigue resistance (but

do not survive severe cold working processes). These processing routes should be

understood enough to design NiTi structures for specific applications. For example, if

a device needs to prioritize strength over fatigue life (which may be the case for some

emerging NiTi applications, such as earthquake-damping structures), then how can

such an alloy’s processing be rationally designed, modeled, and validate?

Furthermore, there is an immediate need to understand the role of inclusions for the

fatigue life of NiTi devices (especially biomedical devices), and Section 8.2.1 addresses this

topic.
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8.2.1 The role of inclusions on NiTi device life

Inclusions are known to play a major role in the fatigue life of NiTi, and the “micro-

cleanliness” that minimizes inclusions is considered the main factor that limits NiTi device

life [202, 203]. Minimizing inclusions will be increasingly important for emerging NiTi appli-

cations that favor thin features and small structures, such as thin actuator wires that heat

quickly, or minimally-invasive stents that deploy steadily small diameters. However, thinner

NiTi structures risk a larger ratio between inclusion size and NiTi diameter/thickness.

Broadly, the characteristics of inclusions that affect fatigue life include: inclusion size and

shape; inclusion position in material volume (within interior, or at free surface); inclusion

mechanical adhesion and atomic coherency (or lack of) with matrix; elastic constants of

inclusions and matrix; inclusion chemical composition; size, shape, and frequency of voids

around inclusions (called particle/void assemblies, or PVAs [204]), and chemical composition

of other species around inclusion (e.g. trapped H2 gas leads to hydrogen embrittlement in

steel, especially at very high cycle fatigue with N> 107 cycles). Other factors influencing

the role of inclusions on fatigue life include surface roughness, residual stresses, and work

hardening or other changes in the surface layer’s microstructure.

The majority of NiTi endovascular devices are produced from tubes. The axisymmetric

processes for making NiTi tubes generate longitudinal inclusions called “stringers” along the

tube axis. Such a stringer inclusion is shown in Figure 8.1. If a NiTi device is produced

with a stringer across the bend with stresses along the hoop direction (transverse), then the

devices fatigue life will certainly be reduced.

An early work reported that carbon levels, inclusion content, unloading plateau strength,

and active austenite finish temperature (Af) did not have significant effects on the fatigue-

rupture behavior of NiTi in bending rotary fatigue experiments due to [205]. However,

follow-up works have observed fatigue failures that initiate at inclusions.

During bending rotary fatigue, failure initiated at surface flaws (scratches and extrusion

defects) as well as near TiC inclusions. Importantly, smaller wire diameters systematically

show larger rupture lives, indicating a significant role of volume defects on failure [206].

Similar to other Ti-based alloys, NiTi is sensitive to hydrogen embrittlement. A reduction in

ductility was observed for NiTi wires with greater than 400 ppm hydrogen [201]. Nonetheless,

the hydrogen was not introduced during normal NiTi processing, but rather was infiltrated

with a heated solution of H3PO4. In service, NiTi products are known to fail from surface

flaws and inclusions, but not hydrogen trapped around interior inclusions.

Although small TiC inclusions can be failure initiation sites [206], TiC grains in a metal

matrix of NiTi had similar fatigue crack growth characteristics as unreinforced NiTi, despite

markedly different responses in uniaxial tension [207]. The metal matrix composite had
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10 μm

tube axis

Figure 8.1: Backscattered electron (BSE) image of a stringer along the axis of a NiTi
tube. The stringer (forming a particle/void assembly, or PVA) is falsely colored.

a matrix of ≈ 11 µm NiTi grains and 10 and 20 %volume TiC with a similar grain size

(≈ 13 µm) [207].

Aging of Ni-rich NiTi can nucleate lenticular, coherent Ni3Ti4 precipitates [208]. During

aging without stress, the precipitates form at grain boundaries. In the presence of relatively

small stress (2 MPa), the precipitates form within grains and at grain boundaries [208].

Compressive misfit strain forms at the ends of the precipitates, while tensile strain forms

along the long sides of the precipitates [209]. This local stress field around the precipitates

enhances the nucleation of martensite and lowers the transformation stress [210]. These

precipitates play an integral role in the three-step transformation of aged, Ni-rich NiTi.

First, R-phase nucleates at precipitate/matrix interfaces, then B19′ nucleates and grows

along precipitate/matrix interfaces, then the matrix between the precipitates transforms to

B19′ [211]. With increased aging temperature, the precipitates are larger and eventually

switch from being coherent to incoherent with the matrix [212]. The size of Ni3Ti4 precip-

itates can be optimized to balance the competing factors of preventing dislocation motion

(with smaller Ni3Ti4 precipitates that cannot be sheared/cut by dislocations) and lowering

martensitic stress transformation (with larger Ni3Ti4 precipitates) [212].

Two common precipitates in NiTi are TiC and Ti4Ni2Ox. TiC inclusions in NiTi are gen-

erally small, uniformly sized, and evenly distributed, while Ti4Ni2Ox are generally “blocky,”

unevenly distributed, and thus present a more significant fatigue initiation site [213]. Smaller

diameter wires tend to have smaller inclusions, since more drawing steps break up inclusions.
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However, the largest inclusion size was not significantly different between 230 and 610 µm

diameter wires, and correspondingly, their fatigue lives were similar [213].

TiC inclusions at the surface were the primary fatigue crack initiation sites for as-drawn

NiTi wires, while both surface scratches and inclusions were fatigue crack initiation sites for

electropolished NiTi [214]. For both the as-drawn and electropolished wires, the inclusions

were 4-6 µm in diameter.

The melting method of NiTi alloys determines the size, composition, and frequency of

inclusions. One study [215] compared the inclusion content of two melting methods: vac-

uum induction melting followed by vacuum arc remelting (VIM/VAR), and induction skull

melting followed by vacuum arc remelting (ISM/VAR). Multiple passes of VAR were also

attempted, but resulted in unusable material. Although ISM/VAR had lower carbon con-

tent and 2.6 times fewer total inclusions than VIM/VAR, the inclusions in ISM/VAR were

larger NiTi intermetallics that introduced 2.88 % void fraction (compared with 0.44 % in

the VIM/VAR ingot). The void fraction was proportional to the number and distribution

of NiTi intermetallic inclusions [215]. Collectively, these voids around particles are called

particle/void assemblies (PVAs). Later, a scanning electron microscopy investigation [216]

of VIM/VAR inclusions revealed four inclusion types: titanium carbide with a significant

amount of substitutional oxygen, TiC(O); intermetallic oxide Ti4Ni2O; Ti2Ni with or with-

out interstitial oxygen; and core-shell inclusions comprised of a TiC(O) core and Ti2Ni(C,O)

shell [216].

The effects of impurity levels on fatigue life were investigated for a high-purity alloy

and alloys with the maximum levels of C and O [204]. In low-cycle fatigue, the high-

purity alloy had significantly higher fatigue life. In high-cycle fatigue (HCF), the high-purity

and C-containing alloy had similarly longer fatigue lives over the O-containing alloy. Most

cracks initiated at particle/void assemblies (PVAs), and the high degree of scatter in HCF

measurements was attributed to the stochasticity among PVAs. Regardless of alloy purity,

surface scratches remain potent fatigue crack initiation sites. The added fatigue life from

reduced C and O content is only realized with very smooth surface finishes [204].

New melting methods have been developed to reduce the size and quantity of inclusions,

including a combination of melting and thermo-mechanical processing called “Clean Melt”

(CM) [202]. Although CM wires had similar C and O content as standard VIM/VAR wires,

the inclusions in CM wires were much smaller both on average (1 µm for CM, 29 µm for

standard) and for the largest inclusions (< 15 µm for CM, > 70 µm for standard). The

improved cleanliness of the CM wires resulted in two orders of magnitude higher average

fatigue life. Furthermore, the CM wire with the shortest fatigue life was still one order of

magnitude longer fatigue life than the shortest fatigue life among the standard wires [202].
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Recently, fatigue experiments were connected with microscale observations to predict the

median probability of failure from the median inclusion diameter using an inverse power

law [203].

In summary, significant challenges remain from inclusions in NiTi, especially for biomed-

ical device applications. Future work using high-magnification SEM-DIC deformation map-

ping around inclusions would bring new observations about these important failure sites.
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