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Key Points: 

• The SWMF model has been running in experimental real-time mode at CCMC for 
several years and all saved output is available. 

• The comparison against real-time Dst is quite good, especially when a few hours after 
cold restarts are removed from the comparison. 

• It is necessary to include an inner magnetospheric drift physics model to reproduce Dst; a 
real-time run without one does much worse. 

 

AGU Index Terms: 

• 7924 Forecasting (1922, 2722, 4315) 

• 7954 Magnetic storms (2788) 

• 7959 Models 
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• 4305 Space weather (2101, 2788, 7900) 

• 2788 Magnetic storms and substorms (4305, 7954) 
 

Keywords: 
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Abstract 
The ground-based magnetometer index of Dst is a commonly used measure of near-Earth current 
systems, in particular the storm-time inner magnetospheric current systems.  The ability of a 
large-scale, physics-based model to reproduce, or even predict, this index is therefore a tangible 
measure of the overall validity of the code for space weather research and space weather 
operational usage.  Experimental real-time simulations of the Space Weather Modeling 
Framework (SWMF) are conducted at the Community Coordinated Modeling Center (CCMC).  
Presently, two configurations of the SWMF are running in real time at CCMC, both focusing on 
the geospace modules, using the BATS-R-US magnetohydrodynamic model, the Ridley 
Ionosphere Model, and with and without the Rice Convection Model.  While both have been 
running for several years, nearly continuous results are available since April 2015.  A 27-month 
interval through July 2017 is used for a quantitative assessment of Dst from the model output 
compared against the Kyoto real-time Dst. Quantitative measures are presented to assess the 
goodness of fit including contingency tables and a receiver operating characteristic curve. It is 
shown that the SWMF run with the inner magnetosphere model is much better at reproducing 
storm-time values, with a correlation coefficient of 0.69, a prediction efficiency of 0.41, and 
Heidke skill score of 0.57 (for a -50 nT threshold). A comparison of real-time runs with and 
without the inner magnetospheric drift physics model reveals that nearly all of the storm-time 
Dst signature is from current systems related to kinetic processes on closed magnetic field lines. 

Plain Language Summary 
As society becomes more dependent on technologies susceptible to adverse space weather, it is 
becoming increasingly critical to have numerical models capable of running in real time to 
nowcast/forecast the conditions in the near-Earth space environment.  One such model is 
available at the Community Coordinated Modeling Center and has been running for several 
years, allowing for an assessment of the quality of the result.  Comparisons are made against 
globally-compiled index of near-Earth space storm activity, including numerous statistical 
quantities and tests.  The skill of the model is remarkable, especially when a few hours after each 
of the "cold restarts" of the model are removed from the comparison. It is also shown that a 
global model alone is not that good at reproducing this storm index; a regional model for the 
inner part of geospace is necessary for good data-model agreement. 

 

1. Introduction 
Predictive models of disturbances in the space environment that lead to hazardous space 

weather effects are becoming more mature, advancing beyond the early stages of development 
and allowing for sophisticated assessments of the accuracy and reliability of these tools.  
Numerous centers and other institutions have codes running online and in real time, making 
nowcasts and forecasts of the full range of space, from solar photons to thermospheric neutrals. 
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Sometimes it is the case that a national agency will take up the mantle of space weather 
prediction in that country.  Many such "space weather centers" exist, including ones in Belgium 
(e.g., Bergmans et al., 2005; Hochedez et al., 2005), Turkey (e.g., Tulunay et al., 2006), the 
United Kingdom (e.g., Murray et al., 2017), and the United States (e.g., Simpson, 2003; Manoj 
& Maus, 2012).  Tsagouri et al. (2013) compiled a comprehensive list of such centers, the 
quantities predicted, and the lead times expected. Several of these models have been available for 
a decade or more, providing years of space weather prediction results. 

A number of online nowcast and forecast codes have undergone systematic evaluations of 
their performance.  One of the earliest such studies is that by Lundstedt et al. (2002), who 
developed a neural net predictor of Dst and made it available online. Costello (1997) introduced 
a real-time Kp prediction method, which was run online by the Space Weather Modeling Center 
for many years. Another early predictor model available online is that of Wing et al. (2005), who 
presented a real-time forecast model for predicting the Kp index.  Several other studies then 
followed that assessed the accuracy of online, real-time geomagnetic index prediction schemes, 
including the Temerin and Li (2006) Dst prediction model, the Saiz et al. (2008) model, which 
predicts Dst using only IMF Bz as the sole input, NARMAX Dst model (Boynton et al., 2011) 
and AL model (Amariutei & Ganushkina, 2012), the Rice University study analyzing prediction 
schemes for Dst, AE, and Kp (Bala et al., 2009; Bala & Reiff, 2012, 2014), the Tobiska et al. 
(2013) Dst prediction model using the Anemomilos method, and the Revallo et al. (2014) model 
using a neural network approach.  Other real-time, online models have been developed and 
assessed for other space weather quantities, for example predicting solar flares and the 
subsequent activity (e.g., Devos et al., 2014; Murray et al., 2017), solar wind propagation and 
shock/ICME arrival (e.g., Oler et al., 2004; Liu and Qin, 2015; Jian et al., 2016; Reiss et al., 
2016), solar energetic particle events (e.g., Marsh et al., 2015), radiation belt electrons (e.g., Wei 
et al., 2011; Boynton et al., 2013); keV-energy electrons in the inner magnetosphere (e.g., 
Ganushkina et al., 2015b), and ionospheric densities (e.g., Zhu et al., 2012; Schunk et al., 2012; 
Codrescu et al., 2012; Tsagouri and Belehaki, 2015). 

Other studies of "forecasting accuracy assessment" examined numerical experiments that 
replicated real-time usage of a model. Investigations have been conducted for solar extreme 
ultraviolet and X-ray irradiance, such as Henney et al. (2017), who showed good predictions of 
the daily F10.7 value seven days in advance.  Many studies have considered solar wind 
propagation, in particular CME/ICME shock arrival times at Earth, including relatively early 
studies by Fry et al. (2003) and Mozer and Briggs (2003), as well as quite a few during the last 
solar maximum (e.g., Qin et al., 2009; Norquist and Meeks, 2010; Howard & Tappin, 2010; 
Turner et al., 2011; Macneice et al., 2011), and some very recent analyses of shock propagation 
and arrival (e.g., Savani et al., 2017), using an archival time interval but running the codes as if 
they were conducting a real-time simulation. Some geospace models have also been used in this 
replicated real-time state, including Dst predictions (e.g., O'Brien et al., 2000); ionospheric 
densities [e.g., Wang et al., 2001]; convection patterns (e.g., Bekerat et al., 2003), and 
geosynchronous electron fluxes (e.g., Horne et al., 2013, Balikhin et al., 2016). 
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A final class of studies of relevance to the present work includes those that identify the 
predictive features of intense or severe space weather.  This goes back to Gonzalez et al. [1994] 
classifying the typical driving conditions of different levels of magnetic storms, and Bell et al. 
[1997] characterizing the common elements of superstorms.  More recently, Tsubouchi and Kabo 
[2010] used probability distributions to develop of method of predicting intense space weather a 
month in advance, giving good baseline accuracy for future operational models.  Riley (2012) 
and Riley and Love (2017) used power-law and lognormal distribution analysis to quantify the 
severity level of the once-in-a-century storm.  Others in this category include the probabilistic 
prediction of strong southward interplanetary magnetic field (IMF) events by Zhang and 
Moldwin (2015), the solar wind speed probabilistic predictions by Bussy-Virat and Ridley 
(2016), and the severe geomagnetic disturbance prediction schemes of Ayala Solares et al. 
(2016) and Balan et al. (2017). 

One thing missing from all of the above studies is an examination of a coupled 
framework simulation of geospace, including not only a global magnetohydrodynamic (MHD) 
model but also the inclusion of an inner magnetospheric drift physics code.  Such a code exists at 
the CCMC, where a set of geospace coupled models within the Space Weather Modeling 
Framework (SWMF) has been running as part of their experimental real-time runs. While this is 
not a robust operational model configuration with error-resolving input streams to produce an 
unbroken output of predictions, it runs nearly continuously with only rare stoppages.  It began in 
2007, with a real-time version of just an MHD model coupled to an ionospheric potential solver, 
but then in 2011 another version with a drift physics model came online. This new version was 
the geospace model selected as part of the National Oceanic and Atmospheric Administration 
(NOAA) Space Weather Prediction Center (SWPC) geospace code challenge (Pulkkinen et al., 
2013). This new version has been running nearly continuously since 2014. Also note that this 
code is not the same as operational SWMF geospace model running at NOAA SWPC.  The 
SWPC version has been improved relative to this one running at CCMC and the cold restart issue 
is not part of the SWPC code setup. The main reason to use the CCMC version is that it has been 
running for a longer time than the SWPC version and there is a comparison available with the 
non-RCM version. 

Now that SWMF has been running in an experimental real-time setting at CCMC for 
several years, it is useful to conduct a quantitative assessment of its performance and accuracy.  
In this study, we will focus on its ability to predict magnetic storm severity.  The next section 
describes the numerical set up of the SWMF code suite running there.  Section 3 then presents a 
couple of example storm intervals while Section 4 shows a statistical analysis of the full interval 
of results available from the code.  Section 5 discusses the importance and caveats of these 
results and places them into context of similar studies. 
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2. Experimental Real-Time Runs of SWMF at CCMC 
The Space Weather Modeling Framework (SWMF) is a collection of models brought 

together within a structure of couplers and common utilities to provide a unified approach to 
space environment modeling (Toth et al., 2005, 2012). Here, we refer to the SWMF code suite as 
the SWMF with three physics domain modules included: a magnetohydrodynamic (MHD) model 
for the global magnetospheric solution, a kinetic drift physics model to better capture the inner 
magnetospheric energy-dependent processes, and an ionospheric electrodynamics code to solve 
the Poisson equation for the electrostatic potential distribution.  This type of code configuration 
has been running online at the Community Coordinated Modeling Center (CCMC) in an 
experimental real-time mode in nearly-continuous operation since 2014. Another version, with a 
lower MHD grid resolution without the RCM code included, has been running for a decade, but 
this other simulation will not be the focus of this study. Below, the models within SWMF are 
described, the CCMC run setup is given, and an example of code output is presented along with 
a statement on result availability. 

2.1. SWMF model suite 
The SWMF model suite has three physics models included: an MHD code, a drift physics 

code, and an electrodynamics solver. For the MHD code, these simulations use the Block 
Adaptive Tree Solar wind-type Roe Upwind Solver (BATS-R-US) model (Powell et al., 1999).  
For these simulations, this code solves the ideal MHD equations with the inclusion of semi-
relativistic effects, including the Boris correction to reduce the speed of light and other wave 
speeds (Gombosi et al., 2002), implicit time stepping (Toth et al., 2006), and passive outflow 
from the ionosphere (Welling & Liemohn, 2014).  It includes robust methods for removing 
magnetic flux divergence (Toth & Roe, 2002) and reducing numerical diffusion (Ridley et al., 
2010; Toth et al., 2011). While the code includes other features, such as multispecies and 
multifluid equation sets, anisotropic pressure calculations, Hall term inclusion, and anomalous 
resistivity, these augmentations to BATS-R-US are not included in the simulations presented 
here. 

The drift physics code is the Rice Convection Model (Harel et al., 1981; Toffoletto et al., 
2003), which solves the motion of energetic charged particles through the inner magnetosphere. 
It solves a range of energies for electrons and two ion species, protons and singly-charged 
oxygen. The bounce- and pitch-angle-averaged phase space density is solved in a latitude-
longitude grid at the northern ionospheric footpoints of the magnetic field lines, allowing the flux 
tube volume to change as needed for magnetic reconfigurations, with an associated adiabatic 
change in energy for the particles. This code is coupled into the SWMF (De Zeeuw et al., 2004) 
by taking its outer boundary condition and the magnetic field configuration from the MHD 
model and then passes its pressure values within the RCM domain space back to BATS-R-US, 
which are used to nudge the MHD solution to these more correct values. This nudging is done 
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with a relaxation time constant of 20 s, determined by testing to balance stability and accuracy.  
The coupling is done every 10 seconds throughout the simulation. 

The ionospheric electrodynamics solver is the Ridley Ionosphere Model (RIM), which 
takes the field-aligned currents from BATS-R-US to get a pattern of the electric potential 
throughout the ionosphere (Ridley & Liemohn, 2002, Ridley et al., 2004). Conductances in RIM 
are a function of the incoming field-aligned current intensity and location, plus daily-varying 
values for the dayside and nightside conductances. The electric fields from RIM are applied at 
the inner boundary of the MHD code to yield tangential velocities there, plus they are passed to 
the RCM for ExB drift calculations in the inner magnetosphere.  This coupling is conducted 
every time step. 

2.2. Real-time run set up 
The run set up used for the real-time experimental SWMF simulations at CCMC are as 

follows.  BATS-R-US is run with ~1 million grid cells, with a smallest grid size of 0.25 RE and 
largest cells of 8 RE. The outer boundaries are set at 32 RE in the +X upstream direction, 224 RE 
in the –X downstream direction, and 128 RE in the ±Y and Z directions. The inner boundary is 
set to a 2.5 RE sphere with cut Cartesian grid cells near the boundary. The mass density at the 
inner boundary is set to 28 + 0.1*CPCP amu cm-3, where CPCP is the cross polar cap potential in 
kV determined from the maximum and minimum values from RIM.  The code is run with a 
Sokolov solver (Sokolov et al., 2002) and a Koren flux limiter (Koren, 1993) with β=1.2 to 
ensure robustness and 0.01 Boris factor to limit the wave speeds, especially over the Earth's 
magnetic poles. The nominal time step is set to 5 s but this is adaptable to maintain numerical 
stability; this is a maximum value and the actual time step could be reduced when the density or 
pressure changes exceed some limits. This time step reduction happens, especially during active 
times. 

The RCM is run with 25 energy channels for electrons, 75 channels for protons, and 75 
channels for oxygen ions. These are isotropic "fluids" with a specified adiabatic invariant, 
ranging (for the ions) from below a keV to several tens of keV at the outer boundary (i.e., up to a 
few 100s of keV near the peak of the ring current pressure maximum). An ion loss lifetime of 10 
hour e-folding rate is uniformly applied through the simulation domain, which extends from 1.01 
RE to the invariant latitude mapping to 95% of the distance to the dayside subsolar 
magnetopause. The outer boundary is therefore dynamic and, on the nightside, can vary from 
near geosynchronous orbit (~7 RE) to double this distance (~15 RE). The ionospheric footpoint 
spatial grid is nonuniform but step sizes are typically less than 2˚ in latitude and less than half an 
hour in local time. The RCM is run with a 10 s time step, taking its outer boundary from the 
single-fluid MHD results by assuming a number density split of 90% H+ and 10% O+. The 
BATS-R-US density and pressure values in the overlap region with RCM are nudged towards the 
drift physics model's values with a 20 s relaxation timescale. 
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RIM is a two-dimensional Poisson equation solver.  The lower latitude boundary is set at 
35˚ with a zero potential value imposed there. Above this, a preconditioned generalized 
minimum residual (GMRES) solver is used to get the potential everywhere on a 1˚ resolution 
spherical grid. There is no time stepping in RIM, but it is coupled to BATS-R-US every 10 s. 

This setup configuration achieves real-time solutions on 64 processors. The time step is 
typically in the ~1 second range, but sometimes during active geomagnetic conditions it can 
shrink to 10 or 100 times smaller. We note that this problem has been since resolved with more 
optimized parallel processing.  When the code lagged significantly behind real time, then it was 
occasionally reset, resulting in a few hours of lost simulation time and another few hours of 
"ramp-up time" to get the simulation back to good comparison with observations. The effects of 
these restarts will be explored in the Assessment section below. 

This run configuration is essentially the same as that used in the recent Space Weather 
Prediction Center model assessment challenge (Pulkkinen et al., 2013). It is not exactly the same, 
as there have been several small code modifications since then to improve the accuracy and 
performance of the simulation result. The SWMF input values are taken from the real-time solar 
wind data stream from the Advanced Composition Explorer (ACE), in particular the 
interplanetary magnetic field (IMF) vector and the solar wind density, velocity vector, and 
temperature. 

2.3. Example output and plot availability 
The output from these runs are available in several places. Firstly, they can be accessed at 

the CCMC through their experimental real-time simulation webpage . This is the most versatile 
of the options because it enables the user to use the standard CCMC plotting software to explore 
the full range of output parameters and display styles from each of the codes within the SWMF 
suite (i.e., BATS-R-US, RCM, and RIM).  Output is also available through CCMC's Integrated 
Space Weather Analysis (iSWA) website, for which many cygnets (an iSWA web application 
object, i.e., a clickable icon, that produces a predefined figure of user-defined time interval and 
size) have been created to display the output from this and other experimental real-time 
simulations. Two examples of the output available at iSWA are shown in Figure 1, displaying 2-
D output slices from BATS-R-US during a relatively quiet time with nominal solar wind input. 
The features seen in the panels of Figure 1 are what is expected for a quiet time magnetosphere,  
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Figure 1. Example output from the experimental real-time SWMF simulations at CCMC, 
showing two plots from the BATS-R-US code during a relatively quiet interval with nominal 
solar wind values: (a) number density in the X-Z plane and (b) magnitude of current density 
in the X-Y plane. The overlaid lines in panel (a) show the magnetic field, color coded by their 
connectivity topology (blue, IMF; black, open; red: closed). The white dashed circle in panel 
(b) shows the location of geosynchronous orbit. 
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Figure 2. Example output from the CCMC experimental real-time runs of SWMF, showing 
Dst comparisons available at the CSEM website, for three months: (a) August 2015; (b) 
September 2015; and (c) October 2015. The black line with dots is the real-time Dst time 
series from the Kyoto WDC, the yellow line is the SWMF result with the RCM inner 
magnetosphere model included, and the red line is the earlier version of the experimental real-
time code without the RCM. 
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i.e., with the subsolar magnetopause near 10 RE and the inner edge of the nightside plasma sheet 
near geosynchronous altitude. The straightforward interface of iSWA allows users to browse a 
set of pre-determined yet standard plot options, assembling an analysis page of a user-defined set 
of cygnets, not only from SWMF but also from any other model or observational data set in the 
300+ cygnet collection, for detailed examination of a particular time interval. Through iSWA, 
users have full access to the ever-growing history of saved images for each of these plot types, 
including the ability to create small movies. 

Yet another place where output is available is a dedicated page at the University of 
Michigan (U-M) Center for Space Environment Modeling (CSEM). The CSEM site allows users 
to see the latest images of the full set of iSWA plots of the SWMF output, from both 
experimental real-time versions (i.e., with and without RCM). This site also shows a comparison 
of the model values for Dst displayed against the observed real-time Dst values from the Kyoto 
World Data Center (WDC) for geomagnetism. Figure 2 shows an example set of these Dst 
comparisons for three months in 2015.  This interval was chosen because it contains a relatively 
large number of moderate storms, showcasing the ability of SWMF to capture the time series of 
measured geomagnetic activity.   

3. Assessment of Output Quality 
The Dst comparisons in Figure 2 are merely qualitative. To quantitatively assess the 

ability of the SWMF experimental real-time simulations to reproduce magnetic storms, a detailed 
analysis of this Dst comparison was conducted. 

3.1. Analysis Methodology 
The SWMF experimental real-time simulations have been reliably running online at 

CCMC since 19 April 2015.  The values for this study extend from that day until 17 July 2017, 
providing 27 months of data for a statistical comparison against the real-time observations of 
geomagnetic activity over the same interval.  In particular, the code produces a model-derived 
Dst index equivalent, which is compared here against the real-time Dst values provided by the 
Kyoto WDC.   

The calculation of Dst from the SWMF follows the methodology of Yu et al. (2010).  
Two Biot-Savart Law integrals are computed to obtain the model-derived value, one over the full 
domain space of the BATS-R-US MHD model and another over the 2D domain space of the 
RIM ionospheric current distribution. The perturbation is calculated at the center of the Earth, as 
this has been shown to be equivalent to a summation around a low-latitude ring on the Earth's 
surface (Carovillano and Siscoe, 1973). The field-aligned currents in the gap region are omitted, 
which were found to be only a very weak contributor to a Dst calculation (e.g., Yu et al., 2010; 
Dubyagin et al., 2014). 

While there are other ground-based magnetometer-derived globally-compiled indices of 
geomagnetic activity available, Dst will be the only one considered here (see Mayaud (1980) for 

This article is protected by copyright. All rights reserved.



 12 

a full explanation of this and other common indices).  Several studies have shown that the 
various Dst equivalent indices are, essentially equivalent, with errors between them in the range 
of 10 nT during quiet times and ~20% during active times (see, e.g., Wanliss & Showalter, 2006; 
Love & Gannon, 2009; Katus & Liemohn, 2013).  The one-minute indices are not used here 
because the timing of the upstream solar wind conditions is not known to that accuracy; therefore 
a comparison on that time scale is inappropriate.  While the SWMF produces Dst output on a 1-
minute cadence, these input timing uncertainties would make the comparison metrics worse.  
The 1-h resolution of real-time Dst is sufficient for the purpose of this comparison, especially 
when considering the validity of the model output over a >2-year interval. 

Two approaches to the quantitative analysis will be conducted.  The first set is a 
collection of statistical metrics that measure the quality of the model output to match the 
observed numbers at each time.  The first in this set is a comparison of the full range of the 
calculated and measured index, which provides a comparison of the extremes of the modeled and 
observed data sets. The second is the average of all values in each set, which provides a 
comparison of the typical values in each set (Taylor, 1997, p. 93).  The subtraction of these two 
means is called the mean error (ME), a value that shows the bias in the model results.  The third 
is standard deviation σ, a measure of the variability of any single value within each set from the 
mean. These first three statistics should be similar between the modeled and observed data to 
declare the comparison "good." The distribution of Dst is not Gaussian, however, so the standard 
deviation does not have its common meaning of defining percentiles around the mean.  To 
address this, the fourth metric to consider are specific percentiles of each data set.  The chosen 
ones for this assessment are the 5%, 10%, and 50% (median) values. Because the Dst index is so 
skewed with a long tail at very negative values, this choice for the percentiles highlights the 
active times, which are presumably of more interest to users of these model results. The fifth 
metric in the first set is the Pearson correlation coefficient (R), which determines the linearity of 
the fit between the two data sets.  Because one is trying to emulate the other, it is expected that 
the two data sets should be linearly correlated. A "good" value of R varies with the data set and 
the interpretation, but it is generally accepted that R>0.5 is considered "good" and R>0.7 would 
be exceptionally noteworthy. Another way of interpreting R is to consider the coefficient of 
determination (R2), which quantifies the amount of variation in one set captured by the variation 
in the other. Following the Pearson "good" values, a coefficient of determination above 0.25 is 
considered "good" while a value above 0.5 is exceptional. The sixth metric is the root-mean-
square error (RMSE) between modeled and observed data, calculated with the same formula as 
model-output standard deviation but with the mean of the modeled Dst replaced by the observed 
Dst value for each time in the series:  

  (1) 
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where M is the model value and A is the observed value at each time i in the series. This metric 
represents the variation of any single modeled Dst value away from the observed Dst value at 
any chosen time. A good value would be below the standard deviations of both the modeled Dst 
and observed Dst. The seventh and final metric is the prediction efficiency (PE), which is related 
to RMSE and the observed data's σ, like this (Wilks, 2011, p. 305):  

  (2) 

where the  is the mean of the observed data set.  A PE of 1 means the model perfectly matches 
the data, and a value above zero indicates that the model is better at reproducing the observations 
than a random sampling from the observational data set (i.e., PE > 0 is a "good" value). PE is 
essentially a comparison against a null model, with the null model being a multi-year average of 
the observational data set. 

The second set of metrics are from event-based analyses, quantifying the ability of the 
model to predict magnetic storms, defined here as an observed Dst value below some threshold, 
xthres.  For any hourly time in the data set, the modeled and observed Dst will either be above or 
below xthres, creating a binary contingency table (see Murphy, 1996, for a comprehensive review 
of the development of the 2x2 contingency table). If both data sets are below xthres, then the time 
is counted as a correct prediction, i.e., a hit (H).  Similarly, if both are above xthres, then the time 
is counted as a correct negative (N). The other two categories represent incorrect predictions, 
either being misses (M) when the observed value crossed below xthres but not the model value or 
a false alarm (F), when the model value crossed below xthres but not the observed one.  

The H, M, F, and N values can be combined to create metrics of the goodness of the 
model at predicting events in the observations. The first is the probability of detection (POD), 
defined as 

  (3) 

The POD ranges from 0 to 1, depending on the relative amount of hits and misses, giving the 
proportion of time when the observations were in "event state" that the model was also in "event 
state." A high value is desired. The second is the probability of false detection (POFD), given by 
the equation 

  (4) 

This quantity also ranges from 0 to 1, giving the proportion of time when the observations were 
in "non-event state" that the model was also in "non-event state." A good model will yield a low 
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POFD. The third quantity from the contingency table is the threat score (TS), which combines all 
of the values except the correct negatives, like this: 

  (5) 

Also ranging from 0 to 1, TS shows the proportion of times when both modeled and observed 
data were in "event state" as a fraction of all times when either model or observation were in that 
state. TS is a useful quantity when N is much larger than the other table entries. High values of 
TS are good, even though it will always be less than POD. The fourth value is the false alarm 
ratio (FAR), exchanging N in the denominator of POFD for H, 

  (6) 

Like the others, FAR also range from 0 to 1 and gives the fraction of times when the model was 
in the event state but the observations were not relative to the total number of times the model 
was in the event state. A low FAR is desirable. The fifth contingency table value to be 
considered here is the Heidke Skill Score (HSS), defined as (Heidke, 1926) 

  (7) 

This is a measure of the fraction of correctly predicted times beyond xthres after eliminating those 
correct predictions that could be from random chance.  Of the various skill scores, it is a 
reasonable choice because it is truly equitable (see, e.g., Hogan & Mason, 2012) and widely 
used.  The HSS range is from a best value of 1, in which all of the values are in the H and N 
categories, down to a worst value of -1, when all of the values are evenly split between F and M. 
A value zero corresponds to a random prediction with the same frequency of events as observed, 
while a negative value is worse than random forecast. Note that HSS can be undefined when the 
observations have no times in the "event state" and the model correctly predicts this outcome.  
Therefore, care must be taken in choosing an appropriate xthres within the expected range of the 
two data sets that contains observed events and therefore tests the skill of the model. HSS and 
other skill score metrics have been used in short-range weather forecasting for nearly a century 
(e.g., Muller, 1944), and are still commonly used today (e.g., Wilks, 2011, chapter 8). The fifth 
quantity to be considered from the contingency table is the frequency bias, or simply bias, 

  (8) 

The bias does not report on the skill of the model to predict the observations, but rather on the 
diagonal asymmetry of the matrix.  A value of one is symmetric, while values well below this 
indicate the model systematically underestimates the data and values well above this show that 
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the model systematically overestimates the data. The sixth and final quantity from the 
contingency table is the measure of significance, χ2, 

  (9) 

where i and j cycle through the rows and columns of the contingency table, respectively, Oij is 
the value in that cell of the table (i.e., H, M, F, or N), and Eij is defined as 

  (10) 

where Ti is the total in row i (i.e., either H+M or F+N), Tj is the total in column j (so, either H+F 
or M+N), and T is the sum of all times in the data set (T = H+M+F+N). The significance of this 
χ2 value depends on the degrees of freedom of the contingency table, which is defined as (# of 
rows – 1)*(# of columns – 1).  For our 2x2 binary table, this is 1. The value of χ2 can be 
converted to a probability P that the table could happen purely by chance. To reach the 95% 
significance level, χ2 should be greater than 3.84, and to reach the 99% highly significant 
classification, χ2 should be greater than 6.63. 

 In the analysis below, two thresholds will be used, -50 nT and -30 nT.  Defined by 
Gonzalez et al. (1994), the first is the cutoff for a moderate magnetic storm, while the second is 
the cutoff for a weak magnetic storm.  While the 2+ years of the study interval are during solar 
maximum, solar cycle 24 is not a particularly active maximum and so the number of correct 
negatives, N, is expected to be large.  

 In addition, a receiver operating characteristic (ROC) curve (also called a relative 
operating characteristic) is generated to judge the quality of the model output at predicting any 
arbitrarily-set activity level (Swets, 1973; Mason, 1982). By plotting the probability of detection 
against the probability of false detection for a large set of threshold settings (varied from +10 to -
80 nT, in this case), the resulting curve can be compared against a unity slope line to assess the 
model's goodness versus a randomly-generated prediction. The closer the ROC curve shifts 
towards the upper left quadrant (high POD and low POFD), the better the model is at predicting 
any level of expected activity. 

3.2. Statistical Analysis Results 
Figure 3a shows a scatter plot of the observed real-time Kyoto Dst index against the 

modeled Dst from the experimental real-time SWMF simulation. A unity-slope dashed line is 
drawn for reference, along with two dotted lines at the -50 nT nominal storm thresholds. Values 
in the lower left quadrant are hits, those in the lower right quadrant are misses, the ones in the 
upper left quadrant are the false alarms, and the points in the upper right region are correctly 
identified negative values. To better see the distribution within the all-black region of 
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overlapping points, the plot region was divided into 100 bins along each axis (i.e., 2.6 nT width) 
and the green, orange, and cyan contours demark the bins with more than 40, 80, and 120 values 
in them. 

Several features should be pointed out in the scatter plot in Figure 3a.  First, most of the 
values are relatively close to the unity-slope line, indicating that, at least qualitatively, the model 
is reasonably reproducing the observed Dst time series.   

A second feature to notice is the cluster of points at low values for the modeled Dst but 
relatively large observed Dst (in the lower right quadrant).  These are from the occasional code 
restarts, which are initialized with a nominal input setting, resulting in a fairly low-pressure inner 
magnetosphere.  It takes a few hours of simulation to build up the pressure and the resulting Dst 
to realistic values.  These data points can be eliminated by removing from the comparison a few 
hours after each restart from the comparison, essentially extending the missing-output gap a bit 
longer. Note that this also removes a cluster of correct negatives from the upper right quadrant of 
the figure. 

Figure 3b shows the scatter plot again, this time with a 3-hour window removed from the 
comparison after each restart of the SWMF code. Most of the plot is left unaffected, with the 
main difference between Figures 3a and 3b being the omission of many of the more egregious 
misses, as well as some correct negatives.  Nearly all of the modeled values that were 
significantly below its corresponding observed value were indeed the result of a fresh restart of 
the code, catching it during the ramp-up period.  Several settings for the length of this window 
were examined and 3 hours seems to be a good trade off that removes nearly all of the spuriously 
low modeled Dst values while retaining as many of the data points in the comparison set as 
possible. 

A third feature of note in Figure 3a is the cluster of points at low values for the observed 
Dst and relatively high values for the modeled Dst (in the upper left quadrant).  These come from 
a single ~50-hour interval on 13-15 March 2017 when the model predicted a magnetic storm that 
was not recorded in the observed Dst time series. The real-time solar wind conditions appear to 
be nominal, quiet-time values during this false-alarm event, yet the code output includes elevated 
solar wind driving, creating a storm. The diagnosis is that an incorrect solar wind file was used 
for these few days, although there is no clear indication of how such an error occurred. That is, 
the code responded to the solar wind input that it was given, even though this input was not the 
true real-time solar wind stream for this interval. 
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Figure 3.  Scatter plots of the observed real-time Dst time series (y-axis values) against a 
prediction Dst time series (x-axis values). In (a), the prediction is the SWMF model output Dst 
values. In (b), it is the same values but with the removal of a 3-h window after each restart of the 
code. In (c), it is the same values as in (b) but now also removing two days in March 2017. In 
(d), the model is the SWMF code without RCM included in the simulation setup. The two dashed 
lines show the -50 nT threshold values used for the first set of contingency table analysis (Table 
2). The green, orange, and cyan contour lines show the regions of 40, 80, and 120 values within a 
2.6x2.6 nT bin 

Because the March 2017 "bad storm" event is such an unusual anomaly in the data set, 
we are presenting results with this interval removed. Figure 3c shows the values from Figure 3b 
(with the 3-h restart ramp-up times removed) but now also has the values from 13-15 March 
2017 removed as well.  The "false alarm" cluster is now gone. The final panel in Figure 3 shows 
results for a different SWMF code configuration and will be discussed in Section 3.5. 
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Table 1 lists the statistics of the data-model comparison of the Dst time series. Table 1 
shows that the useable number of hourly values is well above 10,000, even with the exclusion of 
a 3-hour window after restarts and the "bad storm" in March 2017. It shows that the full range of 
the SWMF Dst values is close to that of the observed real-time Dst values, with the extreme 
minimum being less severe in the model output than in the measurements.  The mean and 
standard deviation of the observed and modeled Dst number sets are very close. The 5%, 10%, 
and 50% values of the observed and numerical data sets are listed in Table 1. It is seen that the 
5% values are more negative for the model results than for the real-time Kyoto Dst sets but that 
the 50% value shows the reverse of this, with the Kyoto medians being more negative than the 
model result medians. This indicates that the model results are more dispersed than the observed 
values, despite the smaller full range of the modeled values.  The Pearson linear correlation 
coefficient is found to be 0.59 for the scatter plot shown in Figure 3a (all times included), 0.67 
for the scatter plot in Figure 3b (excluding 3 hours after each restart), and 0.69 for the scatter plot 
in Figure 3c (excluding the restart ramp-up times and the bad storm interval). The last number is 
particularly good, resulting in a coefficient of determination of 0.47, which means that the 
model-output Dst can explain nearly half of the variation in the observed real-time Dst time 
series. The root-mean-square error between the data and model Dst values are 15.8, 14.0, 13.4 
nT for the three SWMF output sets, which are comparable to the uncertainty in the Dst index 
itself of ~12 nT as found by Katus and Liemohn (2013). Finally, the prediction efficiency is well 
above zero for all three versions of the model output, reaching 0.41 for the set with both the 
restart ramp-up time and the bad storm removed. 

 

Table 1. Statistics of the Dst comparison 
 All available 

times 
With a 3-h 
restart gap 

& removing 
bad storm  

Usable number of values 15125 13650 13590 
Range of Kyoto Dst values in set, nT [-195, 47] [-195, 46] [-195, 46] 
Range of SWMF Dst values in set, nT [-152, 96] [-152, 29] [-152, 29] 
Average and σ of Kyoto Dst in set, nT -11.7, 18.1 -11.3, 17.4 -11.3, 17.5 
Average and σ of SWMF Dst in set, nT -11.7, 16.7 -12.9, 16.7 -12.8, 16.2 
Percentile (5, 10, 50) of Kyoto Dst in set, nT -42, -32, -10 -41, -31, -10 -41, -31, -10 
Percentile (5, 10, 50) of SWMF Dst in set,nT 

-43.5,-31.9,-7.1 -45.2,-33.2,-8.6 -44.2,-32.9,-8.5 
Pearson correlation coefficient (R) 0.59 0.67 0.69 
Coefficient of determination (R2) 0.35 0.44 0.47 
Root mean square error, nT 15.8 14.0 13.4 
Prediction efficiency 0.24 0.35 0.41 
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Contingency table entries are made by counting the values in each quadrant of Figures 
3a, 3b, and 3c.  These values, for a Dst storm threshold of -50 nT, are given in Table 2.  In 
addition to the count values for H, M, F, and N in the contingency table, the calculated values of 
POD, POFD, FAR, TS, HSS, FB, and χ2 are listed as well.  All of these numbers in Table 2 
indicate that the model is performing well, with probabilities of detection and Heidke skill scores 
above 0.5, hit rates above 0.3, and probability of false detection values well below 0.1.  The 
measures of significance are in the thousands, indicating that these values are well beyond what 
could reasonably be attained by chance.   

 

Table 2. Dst comparison contingency table values with an "event" threshold of -50 nT or below 
(moderate and intense storm detection) 
 All available 

times 
With a 3-h 
restart gap 

& removing 
bad storm 

Usable number of values 15125 13650 13590 
Number of hits 273 266 266 
Number of misses 207 131 131 
Number of false alarms 282 279 245 
Number of correct negatives 14363 12974 12948 
Probability of detection 0.57 0.67 0.67 
Probability false detection 0.019 0.021 0.019 
Threat score 0.36 0.39 0.41 
False alarm ratio 0.51 0.51 0.48 
Heidke Skill Score 0.51 0.55 0.57 
Frequency bias 1.16 1.37 1.29 
Measure of significance, χ2 3970. 4235. 4520. 

 

Comparing the first two data columns of Table 2, it is seen that 5 of the 7 calculated 
statistics (POD, FAR, TS, HSS, and χ2) are equal or better for the modeled data with the 3-h 
window after restarts removed.  The only two that are worse are the POFD and the Bias, which 
are slightly higher. Because the POFD value includes correct negatives in the denominator (see 
equation 4), the removal of some points in this quadrant has a very small negative influence on 
the quantity (i.e., increasing it). The Bias increased because the number of misses was reduced, a 
value in the denominator of this quantity (see equation 7). Overall, the values in the first two data 
columns of Table 2 show that the removal of these restart ramp-up windows improves the data-
model comparison. 

The numbers improve even more with the removal of the bad storm interval. While this is 
only 60 values being cut from the data, the POFD, TS, FAR, HSS, Bias, and χ2 values are all 
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slightly better. Only the POD, which only includes hits and misses in the calculation, was 
unaffected by the removal of the 13-15 March 2017 interval. 

A different contingency table is found by changing the threshold to the weak storm value 
of -30 nT.  The counts and derived quantities for the three SWMF data sets shown in Figures 3a-
3c, are listed in Table 3.  The derived values are, mostly, a bit worse than the corresponding 
entries in Table 2, when the threshold was set to the moderate storm level of -50 nT: TS is ~10% 
lower; POD, HSS, and χ2 are ~20% lower; POFD is about three times higher (but still small, 
well below 0.1); FAR is very slightly lower; and the Bias is closer to unity for the lower 
threshold.  This indicates that the model is slightly better at capturing the Dst time series during 
moderate storms than during weak storm intervals.  In addition, similarly to Table 2, the results 
are, in general, better with the removal of the 3-h window after each restart of the code (except 
POFD, for the same reason as given above), and even better with the additional removal of the 
bad storm interval. 

 
Table 3. Dst comparison contingency table values with an "event" threshold of -30 nT or below 
(including weak storm detection) 
 All available 

times 
With a 3-h 
restart gap 

& removing 
bad storm 

Usable number of values 15125 13650 13590 
Number of hits 873 857 857 
Number of misses 951 720 720 
Number of false alarms 827 824 786 
Number of correct negatives 12474 11249 11227 
Probability of detection 0.48 0.54 0.54 
Probability false detection 0.062 0.068 0.065 
Threat score 0.33 0.36 0.36 
False alarm ratio 0.49 0.49 0.48 
Heidke Skill Score 0.43 0.46 0.47 
Frequency bias 0.93 1.07 1.04 
Measure of significance, χ2 2788. 2917. 2997. 
 

A final plot to present here is the ROC curve, shown in Figure 4 for the three versions of 
SWMF output.  The curves "start" in the upper right corner, where the first threshold of +10 nT 
has both a POD and a POFD close to 1. As the threshold is lowered to more active values, the 
progression is a systematic lowering of both of these quantities. Comparing with the POD and 
POFD entries in Tables 2 and 3, the location on this curve for "storm time" values of Dst is very 
far to the left, with POFD values near zero and POD values in the 0.5 to 0.7 range.  The 
expectation of a "good" model is that the POFD drops faster than the POD as a function of 
threshold values.  All three ROC curves are always above the unity-slope line, which satisfies 
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this measure and reveals that the SWMF model does well at capturing "events" in the observed 
Dst regardless of the activity threshold level. For any POFD value, the blue curve is above the 
red one, showing that the removal of the restart ramp-up times improves the prediction Dst for 
all threshold settings. Futhermore, the green curve is above the blue one, showing that the 
removal of the bad storm interval improves the model's ability to reproduce the observed Dst 
values even more. The non-monotonicity of the curves at POFD values below 0.1 is due to the 
non-Gaussian distribution of the observed and modeled Dst values during active geomagnetic 
times (Dst below -30 nT). The curve continues to the -80 nT final threshold applied for this 
analysis, at which point the POFD value is very close to zero. 

3.3. Assessing the restart ramp-up time 
Thus far, the results presented have focused on the exclusion of a 3-h window after each 

restart of the code.  Figure 5 explains why this length of window was chosen for the tables and 
plots given in section 3.2.  Here, the window length of the removed interval after restarts is 
varied from 0 to 7 hours and, using a Dst event threshold of -50 nT, the resulting contingency 
table quantities of POD, POFD, FAR, TS, and HSS are shown.  The zero-window-length values 
are the same as the "all available times" values listed in Table 2. 

 It is seen that all of the values increase as the restart ramp-up interval that was 
removed increases from 0 to 3 h. Three of the four quantities reach a maximum in the 3 to 5 h 
range and then start decreasing.  The reason for the increase is obvious; the times during the 
magnetospheric ramp-up are being removed and this process removes misses from the 
comparison.  The subsequent decrease for larger restart interval removals, however, is because 
most of these restarts are occurring during active times, and the longer intervals are starting to 
remove hits from the database rather than misses.  These three (POD, TS, and HSS) are ones that 
we want to maximize.  The remaining quantities (POFD and FAR), which are ones that we want 
to minimize, monotonically increase with the length of this window.  Therefore, there is no 
preferred window length that optimizes all 5 of these quantities.  A tradeoff must be achieved 
between these competing variations with window length.  A window length of 3 hours was 
chosen as a compromise that optimized most of these parameters yet retained as much of the full 
model output set as possible. Note that the y-axis ranges on the panels in Figure 5 are quite 
narrow; the number of points being removed from the data set is small (~10%) compared to the 
total. 
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Figure 4.  Receiver operating characteristic curves for the SWMF with all points included (red 
curve), with a 3-h window removed after restarts (blue curve), and with the additional removal of 
the bad storm values in March 2017 (dashed green curve). The black dashed line shows the unity 
slope, for reference. 

 

3.4. Comparison against persistence 
A useful comparison to conduct is to assess the data-model goodness of fit against 

persistence of the data itself. Persistence is the ability of the observed data set to be used to 
predict itself at some later time.  At zero time lag, the autocorrelation of the data is, of course, 
perfect.  The similarity starts to erode with time shift and eventually the ability of an observed 
Dst value should fall below the ability of the SWMF model. 
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Figure 5.  Contingency table metrics as a function of the number of hourly values removed after 
a restart of the code, for a Dst threshold of -50 nT: (a) POD; (b) POFD; (c) FAR; (d) TS; and (e) 
HSS. 

 

Figure 6 explores when the model becomes better than persistence, plotting contingency 
table parameters (for a Dst event threshold of -50 nT) as a function of time shift between 
observed real-time Dst values.  The black curve in each panel is the time-lagged autocorrelation 
of the Kyoto real-time Dst value, with a shift from 0 to 24 hours, while the blue, red, and green  
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Figure 6.  Contingency table metrics for the persistence calculation of the real-time Kyoto Dst 
values (i.e., their ability to predict themselves): (a) POD; (b) POFD; (c) FAR; (d) TS; and (e) 
HSS. The red horizontal line is the value for the SWMF comparison against the observed values, 
the blue line is the value for the SWMF code with a 3-h window removed after each restart of the 
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code, and the green-dashed line is the value for the SWMF code with both the restart ramp-up 
and the bad storm removed. 
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horizontal lines indicate the values of these parameters from the three data-model comparisons 
listed in Table 2. At zero time lag, the autocorrelation compares the observed values against 
themselves, so the correlation is perfect. At one-hour lag, the statistics are still very good, 
because Dst doesn't change very quickly most of the time. As the time lag increases, the metrics 
of how well the observed Dst can predict itself continue to get worse. Because they all start at 
perfection for zero time lag and then get worse with increasing time lag, at some point, all of 
these metrics cross will cross over the value for the data-model comparison. The better the model 
is at reproducing the observed Dst values, then the shorter the time lag where this cross-over will 
occur.  In Figure 6a, for POD, the cross-over point at which the model becomes better than 
persistence occurs at a 4 to 7 h shift.  In Figures 6b and 6c, for POFD and FAR, the cross-over 
point is farther out at 10 to 12 h.  In both Figures 6d and 6e (TS and HSS), the cross-over occurs 
in the 7 to 8 h range. 

 

3.5. Results for the Run Without RCM 
As mentioned very briefly at the beginning of section 2, CCMC also has a version of 

SWMF running in experimental real-time mode, since 2007, that does not include an inner 
magnetospheric drift physics model.  This older real-time run is different from the newer SWMF 
experimental real-time simulation in two other ways – the grid resolution is a bit more coarse 
(~700k cells instead of ~1 million) and the inner boundary condition density setting is a static 28 
amu cm-3 rather than including a dependence on the cross polar cap potential. The big difference, 
however, is the omission of the RCM inner magnetosphere model from the setup configuration.  
One good aspect of this run is that it is robust and rarely requires a restart of the code.  This 
version, however, is not nearly as good at capturing the variation of Dst as the other, newer 
SWMF simulation with the RCM included. 

An example output from this version of the model is shown in Figure 2 – the red curve in 
each panel that remains close to zero throughout the 3-month interval. A data-model scatter plot, 
shown in Figure 3d, reveals that the model never achieves a Dst value below -30 nT; that is, it 
never predicts even a weak magnetic storm in this index. The Pearson correlation coefficient is 
0.33, which is statistically significant but not suitable for predicting the observed values. A 
particularly low metric is the prediction efficiency, which, at -0.54, indicates that this Dst output 
time series is worse than random guessing. It is not worth showing contingency table values for 
this comparison – because there are no hits or false alarms, all of the derived values are zero. 

A useful comparison to make between the two versions of the SWMF experimental real-
time outputs are their linear fits against the real-time Kyoto Dst time series. Given the linear 
regression formula (e.g, Taylor, 1997, p. 181), 

  (9) 
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where A is the intercept, B is the slope, and x is the independent variable, which is the Kyoto 
real-time Dst time series for this calculation (note that this is flipped from the axes shown in 
Figure 3). The fits of the two runsets reveal the amount of low-latitude surface-level magnetic 
perturbation captured by each model configuration. Because the main difference is the inclusion 
of an inner magnetospheric drift physics model, a comparison between these two values reveals 
the contribution of near-Earth kinetic physics to the storm-time Dst index. 

 Regression values are given in Table 4. For the older SWMF setup without RCM 
included, the intercept and slope values are 3.07 nT and 0.036 [nT/nT], respectively. For the 
newer SWMF setup (i.e., the one with the RCM), we use the results for which the restart rampup 
times and the bad storm interval have been removed (i.e., the scatter plot shown in Figure 3c).  
The intercept and slope values are -5.52 nT and 0.640 [nT/nT], respectively. The slope is less 
than unity, indicating that the model is underpredicting the observed values, but not nearly as 
much as the older SWMF setup.  

A comparison of these regression curves for a few key Dst values (-30 nT, -50 nT, and -
100 nT) is also listed in Table 4. The difference is large, showing that nearly all of the Dst value 
is due to kinetic drift physics of keV-energy particles on closed magnetic field lines. 

4. Discussion 
The Dst comparison results presented above demonstrate that the SWMF code running in 

experimental real-time mode at the CCMC reproduces this integrative metric reasonably well 
during both quiet times and storm intervals.  Only one parameter was considered in the data-
model comparisons: real-time Dst. As a measure of the near-Earth low-latitude and near-
equatorial current systems, accurate reproduction of Dst is a measure of the goodness of the code 
to reproduce large-scale dynamics of geospace and, in particular, the plasma pressure at the near-
Earth edge of the nightside plasma sheet and formation of and systematic interplay between the 
tail, partial ring, banana, and symmetric ring currents during active times.  Currents in the inner 
magnetosphere contributing to Dst play a critical role in distorting the magnetic field governing 
radiation belt drift motion, and are important for other space weather effects (e.g., Ganushkina et 
al., 2015a, 2017, 2018).  The comparisons in section 3 show quantify how well this version of 
the SWMF code does at capturing storm physics. One metric that was not that good was the 
False Alarm Ratio, which was near 0.5 for storm-level threshold settings.   

It is useful to compare the metrics calculated here with those determined for other online 
Dst prediction studies. Using their three differential equations and dozens of free parameters, the 
scheme of Temerin and Li (2006) yielded R = 0.96, PE = 0.91, and RMSE = 6.7 nT. Saiz et al. 
(2008), with their scheme of predicting Dst< -100 nT intense storm events from IMF Bz only, 
obtained a POD from 0.24 to 0.48, depending on the model parameters.  With the NARMAX 
model, Boynton et al. (2011) were able to achieve R = 0.84 for their model-predicted output 
(their one-step-ahead method produced R=0.98). Bala and Reiff (2012), using their artificial 
neural network scheme and the Boyle Index for the upstream solar wind input, found 6-h lead 
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time metrics of R=0.80 and RMSE = 10.3 nT.  Using a different neural network algorithm, the 
Dst prediction model of Revallo et al. (2014) had R=0.74 and PE = 0.44.   

In general, all of these models, expect that from the Saiz et al. (2008) study, are better 
than the SWMF experimental real-time output from CCMC.  They were tuned to predict Dst, 
however, while the SWMF has not been fine-tuned in this way.  Instead, it is trying to solve the 
physics of the geospace system, with Dst as a byproduct of the solution. The output is far more 
extensive than just a single integrative perturbation index, with MHD quantities throughout the 
magnetosphere, energy-dependent plasma values in the inner magnetosphere, and ionospheric 
electrodynamic quantities over the globe.  All of these output values can, and should, be 
evaluated for their potential application to space weather needs. 

 
Table 4. Regression for the newer and older SWMF configurations against the real-time Kyoto 
Dst  

 Newer SWMF (with RCM), 
with removal of restart 
rampups and bad storm 

interval – seen in Figure 3c 

Older SWMF (without RCM) 
– seen in Figure 3d 

Intercept -5.52 nT +3.07 nT 

Slope 0.640 [nT/nT] 0.036 [nT/nT] 

Fit value at -30 nT -24.7 nT +2.0 nT 

Fit value at -50 nT -37.5 nT +1.3 nT 

Fit value at -100 nT -69.5 nT -0.5 nT 

 

A source of error in this comparison are the uncertainties in the observations, both in the 
real-time Dst time series and in the upstream solar wind conditions that are driving the real-time 
SWMF simulation. For the former, several previous studies have examined the similarities and 
differences between Dst and the various global indices that mimic its compilation technique 
(Wanliss & Showalter, 2006; Katus & Liemohn, 2013).  By comparing different indices against 
each other, they concluded that there is a ~10 nT random error in these values during quiet times, 
when the index is close to zero, growing to be ~20% of the index value during disturbed times 
(Dst < -50 nT). There are also systematic offsets between the various storm-monitoring global 
indices of ~5 nT, and for a few index-index comparisons, up to 10 nT.  Therefore, any data-
model comparison that is better than ~15 nT is very reasonable.  This is the case here for this 
version of SWMF. 
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For the latter, there are uncertainties in the upstream condition not only from the in situ 
measurements of the plasma and field but also from the propagation of those values from the 
satellite to the magnetopause. During active times, the uncertainties in the measurements 
increase because enhanced background radiation from solar energetic particles. The level of 
contamination during strong solar energetic particle events is highly dependent on sensor design 
(see Gilbert et al. (2014), for a detailed description of this effect). There are also a number of 
different methods for propagating the solar wind from measurement location to Earth (e.g., 
Weimer et al., 2002, 2003; Bargatze et al., 2005; Weimer & King, 2008; Pulkkinen & Rastätter, 
2009; Haaland et al., 2010).  These combine to yield a fractional uncertainty of 20% on the 
values and a timing uncertainty of ±15 minutes (e.g., Crooker et al., 1982; Kelly et al., 1986; 
Richardson et al., 1998; Ridley, 2000; Horbury et al., 2001; Cash et al., 2016). In addition, 
Zheng et al. (2013) discussed the lessons learned about interplanetary coronal mass ejection 
(ICME) forecasting at the Community Coordinated Modeling Center (CCMC) and Posner et al. 
(2014) emphasized the necessity of a robust fleet of well-instrumented spacecraft assets for 
supporting space weather nowcasting. Barnard et al. (2017) highlight the problems from having 
too sparse of a solar wind observation set, arguing that there are inconsistencies when using 
STEREO-A and STEREO-B imaging velocities, unexplained by current understanding of 
ICMEs, that invalidate their combined use in forecasting. Multiple and more robust solar wind 
measurements far upstream of Earth, with full anti-coincidence detector technology to mitigate 
background noise, would reduce this source of uncertainty in space weather forecasting. 
Defining the error in the resulting SWMF model results would require an ensemble run set. 
Because this is only an experimental real-time simulation, only one input stream is considered. 
This is an excellent topic for future work.  

Another source of error is with the assumptions built in to the SWMF modeling 
approach. The version of BATS-R-US employed for this experimental real-time run uses a 
single-fluid ideal MHD equation set, yet there are versions of this code with more sophisticated 
mathematics, such as Hall terms (Toth et al., 2008), multiple fluids for each ion species (e.g., 
Glocer et al., 2009b; Ilie et al., 2015), and anisotropic pressure equations (Meng et al., 2012a, b). 
Ridley et al. (2010) conducted a systematic investigation of the influence of numerical scheme 
and grid size on the accuracy of the magnetospheric solution, finding substantial differences 
between the choices of solvers, limiters, and mesh descriptions in BATS-R-US. Indeed, there are 
new numerical schemes now implemented in BATS-R-US, like the fifth-order solver by Chen et 
al. (2016).  The code also uses a passive inner boundary condition (see Welling & Liemohn, 
2014), even though more sophisticated ionospheric outflow models exist (Glocer et al., 2009a; 
Welling et al., 2016). The inner magnetospheric drift physics model in this configuration is the 
RCM, which assumes plasma isotropy, and, in this version, has a constant charge exchange 
attenuation factor of 10 hours.  There are other models that resolve pitch angle and include 
additional physical processes yet still have electrodynamic magnetosphere-ionosphere coupling 
(e.g., Fok et al., 2001; 2014; Liemohn et al., 2005; Ilie et al., 2012; Glocer et al., 2013; Welling 
et al., 2015). The ionospheric electrodynamics model in this version assumes a Poisson equation 
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solution for the current closure and electric potential, and the conductance model is rather limited 
in its validity (see Welling et al., 2017). This aspect of the solution could be improved with self-
consistent precipitation effects on the ionosphere and a full 3D calculation of the ionosphere-
thermosphere system (e.g., Perlongo et al., 2017). Futhermore, there are other regional codes that 
could be added to the solution, such as kinetic modeling of the magnetic reconnection regions 
with a particle-in-cell code (Daldorff et al., 2014; Chen et al., 2017).  In summary, there are 
many reasons on the numerical side why this comparison is not perfect, and with additional 
computing resources devoted to real-time simulations, a more robust calculation of geospace 
could be conducted. 

One recent study that has considered an extended run-time simulation of the SWMF 
model is Haiducek et al. (2017).  They conducted several simulations of a full month interval, 
January 2005, a time with several storms and many substorms. One of their runsets was very 
similar to the configuration used here, while two others had higher grid resolution in the BATS-
R-US simulation domain, one with and one without inclusion of the RCM.  They found that the 
nominal run setting was also quite good at reproducing the Dst time series (final Dst, in their 
case, rather than real-time Dst), and that the use of a higher-resolution grid provided only 
marginal improvement to the data-model comparison.   

The poor reproduction of Dst from the run without an inner magnetospheric drift physics 
model is not at all surprising. The lack of this module means that it does not develop a large 
plasma pressure in the near-Earth nightside magnetosphere, even during strong solar wind 
driving.  This has been known since the initial coupling of the RCM with the BATS-R-US MHD 
model by De Zeeuw et al. (2004).  That study, however, only considered steady idealized solar 
wind inputs, reporting on the relaxation of the model output to an asymptotic solution. No 
comparison was made against observations.  At CCMC, this version without an inner 
magnetosphere model has been nearly continuously run for a decade. Moreover, it is not the 
coarse numerical grid causing this lack of inner magnetospheric pressure buildup.  The run 
without RCM in Haiducek et al. (2017) used a high-resolution grid in the MHD domain, and the 
difference between that run and its counterpart with RCM included is vast. Examining Figure 5b 
of Haiducek et al. (2017) reveals that there are essentially no values of Dst less than -30 nT 
produced by their "Hi-res w/o RCM" simulation.  Figure 6b of that study shows that there are, in 
fact, a few such values during storm sudden commencement, but during the main phase and 
recovery phase of storms, this code yields very little low-latitude magnetic perturbation on the 
surface of the Earth.   

This result from Haiducek et al. (2017) can help us interpret the results in the present 
study. Specifically, it is not the slightly lower grid resolution that is causing the older SWMF 
result to produce near-zero Dst, but rather the absence of an inner magnetospheric drift physics 
model.  The analysis presented here, of several years from the CCMC simulation output set, 
solidly confirms that accurately simulating the kinetic physics of the inner magnetosphere is 
essential to reproduce the Dst index time series, especially during storm intervals. 
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Other studies have examined the breakdown of which current systems contribute to the 
Dst perturbation at Earth's surface. Most of these studies find that the majority contributors to 
Dst during storms are near-Earth magnetospheric currents, specifically the symmetric ring 
current, partial ring current, banana current, or the inner portion of the cross-tail current (e.g., 
Turner et al., 2000; Liemohn et al., 2001, 2015; Ganushkina et al., 2004, 2010; Dubyagin et al., 
2014).  Using the same code as the CCMC experimental real-time runs, with nearly the same 
numerical configuration, Liemohn et al. (2011, 2013) analyzed an ICME and a CIR storm, 
respectively, finding that the SWMF with a drift physics code produces strong currents inside of 
10 RE, enough to account for nearly all of the storm-time Dst signature.  While the present study 
has not examined the current systems in detail from the real-time simulations, it is expected to be 
the same and the comparison of the two real-time versions of the SWMF code (with and without 
a drift physics model) verify that the previous analyses should hold true. 

It has been emphasized many times that this simulation is only experimental.  Much 
effort is needed to convert any code from research quality to the robust requirements of 
operational usage.  This has been done for a version the SWMF model by the National Oceanic 
and Atmospheric Administration (NOAA) Space Weather Prediction Center (SWPC). The 
version of the code that has been converted to 24/7 real-time use by SWPC has the same three 
numerical model components as the run presented here.  Therefore, the validation presented here 
should be applicable to the NOAA SWPC version, with this study's findings serving as a lower 
limit to the quality of the SWPC output.  The experimental real-time runs are CCMC have been 
going for a longer time span than the SWPC version, though, so analysis of these results is useful 
to assess the nowcasting capabilities of this model. Note, however, that the primary motivation 
for SWPC to implement their version of this model is the prediction of geomagnetically induced 
currents.  That version is focused on accurately modeling large time variations of the ground 
magnetic perturbation from space currents, which are substorm related rather than storm related 
and is not captured by the one-hour Dst index.  That is, this study is a good first step but does not 
fully validate their version for their purposes. 

The comparisons against observational persistence provide guidance for solar wind 
prediction capabilities. It was shown above that persistence out to 4 - 8 hours, depending on the 
parameter, is better than the SWMF code output.  This poses a challenge to real-time solar wind 
observations or models.  That is, given this version of SWMF, it would be necessary to have 
predictive capabilities of the solar wind of this time scale (4 – 8 hours) in order for this geospace 
model to be better than simply using the latest observed value. Furthermore, persistence cannot 
reveal the presence of an approaching shock front and related disturbed solar wind conditions. If 
it is the onset of activity that is desired to be predicted, then numerical models are indeed better 
than persistence. 
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5. Conclusions 
A particular configuration of the SWMF model has been running at the CCMC for 

several years.  The results have been analyzed and compared against a single data set, the real-
time Dst index, to assess the ability of this code to simulate the timing and intensity of magnetic 
storms. In addition to considering example intervals and scatter plots of the observed and 
simulated Dst values against each other, statistical parameters were calculated to quantify the 
goodness of the reproduction.  Furthermore, contingency tables were calculated for several 
settings of the event threshold, in particular -50 nT and -30 nT, for moderate and weak magnetic 
storms, respectively.  A ROC curve was calculated by varying the threshold across a wide range 
of possibilities. 

The conclusion is that this version of the code does reasonably well, offering promise 
towards first-principles-based forecasting of geospace.  It does even better when a short, few-
hour window of output is removed following each restart of the code and the additional removal 
a bad storm interval where the solar wind input was clearly wrong.  The Pearson correlation 
coefficient is 0.69, which yields a coefficient of determination of 0.47 – that is, nearly half of the 
variation of the Kyoto real-time Dst is captured by the SWMF model. One metric that is not 
particularly good is the False Alarm Ratio, which is ~0.5 for storm thresholds, indicating that 
there are observed storm condictions for only about half of the time when the model calculates 
storm-level Dst values.  The code does well regardless of the Dst threshold setting chosen, with 
the ROC curve being always above the unity slope line.  For storm-time thresholds of -30 nT or 
lower, the probability of false detection is essentially zero and both the probability of detection 
and the Heidke Skill Score are over 0.5.  It was shown that the code is actually a bit better at 
predicting the Dst values during moderate storms than during weak storms.  

This assessment of the output from the experimental real-time run of the SWMF 
demonstrates that the model is a useful numerical tool for simulating the low-latitude magnetic 
perturbation, a signal dominated by currents in near-Earth space, during magnetic storm 
conditions.  While it is not a robust space weather operational code, the CCMC provides the code 
output as an open resource to both the space physics research community and space weather 
users. Several websites are available for accessing the output from this runset. 

Finally, a comparison was made against another configuration of the SWMF that is also 
running in experimental real-time mode at the CCMC, but without an inner magnetospheric drift 
physics model included in the setup.  Within the 2+ year interval considered in this study, this 
other version never predicts a storm-level value of Dst below -30 nT.   A comparison of linear fit 
values quantifies that nearly all of the storm-time Dst value is from energy-dependent drift 
physics of particles on closed magnetic field lines. This confirms the necessity of accurate 
kinetic physics in the inner magnetosphere in order to simulate storms. 
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