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Multidimensional Coherent Spectroscopy
of Semiconductors

Christopher L. Smallwood and Steven T. Cundiff*

Optical multidimensional coherent spectroscopy (MDCS) is a nonlinear
spectroscopy technique where a material is excited by a series of laser pulses
to produce a spectrum as a function of multiple frequencies. The technique’s
ability to elucidate excited-state structure and interactions has made MDCS a
valuable tool in the study of excitons in semiconductors. This review
introduces the method and describes progress it has fostered establishing a
better understanding of dephasing rates, coherent coupling mechanisms, and
many-body interactions pertaining to optically generated electronic excitations
in a variety of semiconductor material systems. Emphasis is placed on
nanostructured gallium arsenide quantum wells and quantum dots, on
quantum dots in other III–V and II–VI semiconductors, and on atomically thin
transition metal dichalcogenides. Recent technical advances and potential
future directions in the field are also discussed.

1. Introduction

This review highlights the progress being made in understand-
ing light–matter interactions in semiconductors using optical
multidimensional coherent spectroscopy (MDCS). Although the
roots of MDCS can be traced to the development of 2D nu-
clear magnetic resonance (2D-NMR) by Ernst and collabora-
tors in the 1970s,[1] advances in both laser development and
interferometric stabilization have pushed the technique far be-
yond its radio-frequency origins, extending it into the infrared
regime,[2] the optical regime,[3–5] and in a few recent cases even
into the ultraviolet.[6] Today, optical MDCS (with a wavelength
range of 400–1000 nm) has emerged as a powerful method
for studying properties ranging from many-body dynamics in
semiconductors[7–10] to energy-transfer processes in photosyn-
thetic light harvesting complexes[11,12] to interactions and dynam-
ics in atomic and molecular vapors and solutions.[13–15]

The application of MDCS to semiconductors has proved illu-
minating because themost prominent semiconductor excitations
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are excitons, which are neutrally charged
electron-hole bound states.[16,17] Because
excitons lack charge, they are hard to
study using the traditional methods of
electron transport. Within the realm of
optically accessible momenta, however,
the same bound-state interaction also re-
stricts the allowed energies to discrete
values, making excitons ideal subjects
of study using MDCS. Beyond this, the
proximity of electrons and holes in typi-
cal excitons gives them larger dipole mo-
ments than their unbound counterparts
and marks them as one of the most im-
portant actors in all-optical processes.[18]

In the case of atomically thin transition
metal dichalcogenides (TMDs), the exci-
tonic light–matter interaction can even

dominate a semiconductor’s response such that the impact of
free carriers is entirely obscured.[19]

The review is organized into six sections. In Section 2, we
present a tutorial on multidimensional coherent spectroscopy,
summarizing themechanics and intuition behind coherent spec-
troscopy techniques, explaining the basic features of MDCS plots
and how to interpret them, and giving a short review of model-
ing techniques in the perturbative limit. Sections 3–5 summarize
the progress and impact that MDCS has had in developing a bet-
ter understanding of the physics behind coherent interactions in
quantum wells (Section 3), quantum dots (Section 4), and TMDs
(Section 5). Finally, Section 6 discusses the field’s future by sum-
marizing progress in the study of new materials and outlining
possibilities for improving spectrum acquisition time, spatial res-
olution, and frequency resolution.

2. Tutorial on the Multidimensional Coherent
Spectroscopy Technique

A multidimensional coherent spectrum is a map of coherent
light–matter interactions plotted across a domain of two or more
frequencies. Such a spectrum is obtained by illuminating a ma-
terial with a series of electromagnetic pulses and analyzing the
frequency-dependent way in which excitation of the sample by
the initial or intermediate pulses affects the material’s response
to the final pulses.
Perhaps the simplest way to understand the technique is as an

extension of transient absorption spectroscopy, as illustrated by
Figure 1. In a transient absorption experiment (Figure 1a), a sam-
ple is illuminated by two pulses. The first of these (the “pump”)

Laser Photonics Rev. 2018, 12, 1800171 C© 2018 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1800171 (1 of 21)



www.advancedsciencenews.com www.lpr-journal.org

Figure 1. Comparison between transient absorption spectroscopy and
MDCS. a) In transient absorption spectroscopy, the differential transmis-
sion of an optical pulse (the “probe”) is measured in response to the ap-
plication of an earlier pulse (the “pump”). The pulses are delayed with
respect to each other by a time T . b) For a given T , the response may
be plotted as a spectrally resolved function of the probe frequency ωprobe.
c) In a simple implementation of MDCS, the pump pulse from (a) is di-
vided into sub-pulses, defining an additional time delay τ . d) Data may be
acquired as a function of varied τ and/or T , and Fourier-transformed to
produce spectra with multiple frequency axes.

drives the sample into a nonequilibrium state, which is thenmea-
sured by subtracting the sample’s response to the second pulse
(the “probe”) in the pump’s presence from the response to the
probe in the pump’s absence. The resulting differential signal
can bemeasured as an integrated quantity using a photodiode or,
by sending the output signal into a spectrometer, as a spectrally
resolved quantity plotted against the probe frequency (Figure 1b).
In order for a signal to be observed, some form of optical non-

linearity must be present. The most straightforward of these is
saturation, in which the pump pulse decreases the sample’s net
absorption of the probe pulse, thereby generating a positive sig-
nal in differential transmission. For interacting many-body sys-
tems there are also other possibilities. For example, the pump
can broaden the linewidth of the sample’s response to the probe
pulse (excitation-induced dephasing, or EID), which tends to pro-
duce positive central peaks with negative wings. It can also shift
the center frequency of the resonance (excitation-induced shift,
or EIS), creating asymmetric pump-probe signals. The effects of
both EIS and EID are visible in Figure 1b, which corresponds to
an asymmetric In0.05Ga0.95As double quantum well where many-
body effects are known to dominate the optical response.
Although it improves upon the information available through

linear absorption, transient absorption is still incomplete because
the sample’s response to the pump pulse remains unknown even
as its differential probe-pulse response is spectrally resolved. In
part because of this limitation, results are often obscured in the
presence of inhomogeneity resulting, for example, from sample
imperfections, variations in confinement potentials, or uneven
strain. To remedy the situation, the pump may be divided into
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a pair of sub-pulses (Figure 1c). The inter-pulse delay between
these (τ ) can then be systematically varied, and the data can be
numerically Fourier-transformed to obtain a spectrally resolved
excitation axis. The delay between the second and third pulses
(T ) tracks the pump-probe delay. The third pulse continues to act
as a probe, leading to a differential response that is either emit-
ted from the sample over an elapsed time (t) as coherent four-
wave mixing, or converted by a fourth pulse (not shown) after
time t into a signal in photoluminescence, photocurrent, or pho-
toemission. The resulting MDCS plot is a time-resolved signal
that is also frequency-resolved as a function of both excitation
(pump) and emission (probe) frequency (Figure 1d). As we will
show later on, unfolding the spectral response across these mul-
tiple frequency dimensions facilitates a wealth of new capabili-
ties, including the ability to disentangle microscopic dephasing
in the midst of sample inhomogeneity, the ability to identify co-
herent coupling mechanisms between resonances, and the abil-
ity to more thoroughly constrain the mechanisms of many-body
interactions.
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Figure 2. Coherent spectroscopy of a two-level system in the π/2-pulse
limit. a) Bloch sphere illustration of the quantum state’s evolution. The
system is initialized in the ground state (left), driven into a superposi-
tion between ground and excited states by the a π/2 pulse (center), and
converted into a potential variety of population states and superposition
states by a second π/2 pulse (right). b) Varying the time delay between
the two pulses maps the intermediate quantum state’s coherent evolu-
tion (horizontal red oscillations, center) onto the final state’s excited-state
population (vertical blue projections and red oscillations, right).

2.1. Coherent Spectroscopy

Onemight wonder, based on the schematic depicted in Figure 1c,
how coherent information related to the sample’s response to
pulse 1 can possibly be extracted from the final measurement.
After all, the sample’s response to the probe pulse is ultimately
the only signal measured. The issue is resolved by noting that if
time delays between pulses are controlled with sub-wavelength
precision, then coherent interactions from the earlier pulses will
be written into the phase of the measured signal later on.
A simple illustration of the effect is shown in Figure 2, depict-

ing a Bloch sphere illustration[20] of a two-pulse correlation mea-
surement in which π/2 pulses are applied to a two-state system.
As illustrated by Figure 2a, the system is initially in the ground
state such that the Bloch vector points downward for times t < 0
(Figure 2a, left). At t = 0, a π/2 pulse is applied, driving the
system into a coherent superposition of the ground and excited
states. The superposition evolves with time (Figure 2a, center),
rotating around the Bloch sphere’s equator until it dephases and
relaxes back down into the ground state, or until (as illustrated) a
second π/2 pulse is applied. Depending on the relative delay and
phase difference between these two pulses, the second pulse can
drive the system into a ground-state population, an excited-state
population, or anywhere in between (Figure 2a, right).
When the delay and phase relationship between pulses 1 and

2 is controlled with sufficient precision, the model illustrates a
striking feature of the response, as shown in Figure 2b. Even
though the second pulse fundamentally alters the intermediate
quantum state, and in cases converts the superposition between

the ground and excited state into a population state without oscil-
latory motion, the information about the intermediate state still
gets written onto the final state’s dependence on interpulse delay.
This dependence can be seen in the red trace on the right side of
Figure 2b, which tracks oscillations in the population component
of the final quantum state.
It is worth noting that the Bloch sphere example differs from

a typical optical coherent spectroscopy experiment in one signif-
icant respect. Whereas the example from Figure 2 employs π/2
pulses, the pulses much more commonly employed in MDCS
are perturbative. Nevertheless, the key aspects of the illustrated
pathway remain a valid description of the measured portion of
the perturbative response function. The connections are solidi-
fied in Section 2.4.

2.2. Multidimensional Coherent Spectroscopy

With two-pulse correlation spectroscopy established, the tech-
nique can be readily extended to encompass light–matter interac-
tions involving three, four, and in some cases even more pulses,
producing spectral information against multiple frequency di-
mensions. A characteristic example of an MDCS plot is depicted
in Figure 3, showing coupled exciton resonances in an asymmet-
ric InGaAs double quantum well.
As shown by Figure 3a, the spectrum is generated by excit-

ing the sample with three optical pulses to create a nonlinear
polarization response (green oscillations). The response can ei-
ther be measured as heterodyne-detected four-wave mixing, as
was the case for the data in Figure 3, or it can be converted
by a readout pulse into a higher order population response that
can be detected as a photocurrent, photoluminescence, or pho-
toemission signal. Detailed accounts of detection schemes and
phase-stabilization methodology have been discussed in refs.
[2–4,7,9,10,15,21], which review the MDCS technique from com-
plementary perspectives. Regardless of detection scheme, the
time delay between pulses 1 and 2 is then varied to produce a
2D plot of the response as a function of excitation time τ and
emission time t as displayed in Figure 3b, plotted in a rotating
frame. The frequency-domain data (Figure 3c–e) correspond to
the Fourier-transform of the time-domain data in Figure 3b. The
excitation axes have negative frequency units for reasons to be
explained in Section 2.3.
Figure 3c–e exhibit a number of features that illustrate the

power of MDCS as an experimental technique. Prominent fea-
tures are two peaks along the diagonal, where |ωτ | = |ωt|. Such
features are analogous to whatmight be observed using a simpler
method such as 1D absorption or photoluminescence, and origi-
nate from energetically degenerate interactions where the pump
pulse excitations induce a change in the probe pulse interaction at
the same frequency. The frequencies of the diagonal peaks can be
used to determine the quantity and spacing of a system’s excited
states. Ratios between peak heights can be used to determine rel-
ative optical absorption strength.
The diagonal peaks in an MDCS experiment provide more in-

formation than their 1D counterparts in absorption, photolumi-
nescence, and transient absorption, however. For example, the
resonances in Figure 3c are elongated, which is a consequence of
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Figure 3. Mechanistic illustration ofMDCS. a) Varying the time delay τ (between pulses 1 and 2) while keeping the delays T (between pulses 2 and 3) and
t (following pulse 3) fixed writes coherent pump-pulse absorption characteristics (red oscillations, center left) onto the output signal (red oscillations,
bottom right). Tracking t at fixed τ and T gives coherent emission characteristics of the output signal (green oscillations, bottom front). b) The result
may be plotted as a 2D function of four-wave mixing versus τ and t. c–e) Performing the Fourier transform of (b) produces a coherent frequency-resolved
2D spectrum.

the fact that sample inhomogeneities create variations in a quan-
tum well’s local environment. In a 1D measurement, these vari-
ations smear resonance characteristics out, making it hard to as-
certain themicroscopic dephasing times within the largermacro-
scopic ensemble. By contrast, an inhomogeneously broadened
feature in anMDCS spectrum remains narrow along the perpen-
dicular “cross-diagonal” direction almost independently of the
system’s inhomogeneity, making quantitative measurements of
intrinsic dephasing rates possible.[22–24]

A more striking contrast between MDCS and 1D measure-
ments is that degenerate interactions can be separated from non-
degenerate ones. For example, Figure 3c spectrum exhibits two
“cross-peaks” at (1462,–1464.9) meV and (1464.9,–1462) meV,
which can arise for a number of reasons. If the two resonances
share a common ground state, then the pump pulse interaction
with one of the resonances can result in a ground-state bleach-
ing, affecting the probe pulse’s interaction at the frequency of
the second resonance. The pump can also drive the system into
a coherent superposition between the two excited states. In both
cases, the detection of cross-peaks constitutes a direct signature
of coupling between the two resonances that would be more dif-
ficult to observe using simpler spectroscopic methods.
Finally, as shown by Figure 3d,e, the frequency spectrum is

also phase-resolved. Analyses of the real and imaginary com-
ponents of the signal and comparison to theoretical models
can reveal important information about many-body effects and
excitation-related interactions within thematerial sample. As dis-
cussed in Sections 3–5, the study of many-body effects has been
perhaps the single greatest contribution of MDCS to the field of
semiconductor physics.

2.3. Spectrum Classifications

Depending on pulse-ordering and signal detection filtering
choices, different types of multidimensional spectra can be ob-
tained from a material. Among the most common of these is
the “rephasing” spectrum, which was depicted in Figure 3, and
which is illustrated for a simulated three-state “v” system in
Figure 4a. Rephasing spectra are generated using an experimen-
tal configuration in which a material’s interaction with the first
pulse is conjugate to its interaction with the second and third
pulses. This can be achieved by arranging the excitation pulses
to have distinct momentum vectors (e.g., k1, k2, and k3) and iso-
lating a four-wave mixing signal at kI ≡ −k1 + k2 + k3,[25,26] by
tagging the pulse trains with different carrier frequencies (ω1,ω2,
and ω3) to obtain a four-wave mixing signal at ωI ≡ −ω1 + ω2 +
ω3,[27–30] and/or by phase cycling.[1,31] In such a spectrum, the co-
herence generated by the first pulse is opposite in frequency to
that generated by the third pulse, which is why the excitation fre-
quencies in Figure 3c–e and in the right panel of Figure 4a are
negative. In turn, the pulse sequence tends to bring different res-
onances of an inhomogeneously broadened system into phase
with each other during the emission process, resulting in the
elongated “photon echo” signature[32] in the time domain spec-
trum of Figure 4a (note the clustering of spectral intensity near
emission times t = τ ), as well as the narrowed cross-diagonal
lineshapes in Figure 4a frequency domain spectrum.
Spectra can also be collected from a conjugate second-pulse in-

teraction relative to the interactions of the first and third pulses in
a “nonrephasing” interaction (Figure 4b), which can be achieved
by collecting a four-wave mixing signal at kI I ≡ k1 − k2 + k3
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Figure 4. MDCS classifications with simulated data. Spectra correspond
to the signal’s absolute value, with linearly spaced contours. 2D time plots
are in the rotating frame. a) One-quantum rephasing spectrum for an in-
homogeneously broadened three-state “v” system. b) One-quantum non-
rephasing spectrum for an inhomogeneously broadened three-state “v”
system. c) Two-quantum spectrum for a four-state diamond system. d)
Zero-quantum spectrum for an inhomogeneously broadened three-state
“v” system.

and ωI I ≡ ω1 − ω2 + ω3. In this case, the phase difference be-
tween resonant interactions at different frequencies increases
monotonically with time, resulting in a time-domain signal with-
out a photon echo, and in time-domain and frequency-domain
signals that are typically weaker than their rephasing counter-
parts. Nevertheless, the nonrephasing pulse sequence is still
preferred over the rephasing pulse sequence in certain applica-
tions because the resonant peaks of a nonrephasing spectrum
arise from slightly different physical origins and interfere dif-
ferently with each other in close proximity than do the peaks
of a rephasing spectrum.[33–35] Beyond this, if the real parts of
rephasing and nonrephasing spectra are added together, one ob-
tains a purely “absorptive” spectrum, which is perhaps the closest
physical analog to the signals generated in transient absorption
spectroscopy.[36]

Figure 4c shows the spectrum from a pulse sequence in which
the third pulse is conjugate relative to nonconjugate first and
second pulses, achieved by collecting a four-wave mixing sig-
nal at kIII ≡ k1 + k2 − k3 andωIII ≡ ω1 + ω2 − ω3. The spectrum
is commonly termed a two-quantum (or double-quantum) spec-
trum because it produces no signal except in the presence of a
system with a doubly excited state, for which a direct optical tran-
sition is often dipole-forbidden. Correlating the evolution time of
the two-quantum coherence residing within the time interval T
and the one-quantum coherence generated during time t is often
powerful because it gives a background-free view intomany-body
interactions.[37]

In analogy to two-quantum spectroscopy, it is also possible
to generate correlation plots probing the mixing interaction be-
tween nearly degenerate quantum states using rephasing or
nonrephasing pulse-ordering sequences, which is often just as
inaccessible to optical techniques as the dipole-forbidden two-
quantum coherence. Figure 4d shows an example of such a “zero-
quantum” spectrum, for the rephasing pulse sequence from
Figure 4a.
Finally, one can even generate 3D coherent spectra, inwhich all

three inter-pulse delays are varied to produce correlations among
three independent frequency domains.[38] Such 3D spectra pro-
vide perhaps the clearest separation of quantum pathways possi-
ble in an optical spectroscopic measurement, and although less
common than their 2D counterparts, have been acquired on gal-
lium arsenide quantum wells.[39,40]

2.4. Interpreting MDCS in the Perturbative Limit

Much of the preceding discussion becomes more concrete when
framed in the context of semiclassical perturbation theory as ap-
plied to the Bloch model.[41,42] Although the treatment of exci-
tonic systems using a discrete level system such as this differs
from theoretical treatments based on first-principles calculations
involving fermionic creation and annihilation operators, the two
pictures can be reconciled as discussed in ref. [43]. In the Bloch
model treatment, the material system’s density matrix ρ̂ is ex-
panded as a perturbative series

ρ̂ = ρ̂(0) + ρ̂(1) + ρ̂(2) + ρ̂(3) + ... (1)

where each element of the series can be iteratively determined
from lower order elements according to the equation

ρ
(n)
ij (t) =

∫ t

−∞
− i

�
[V̂ (t ′), ρ̂(n−1)]ije−i�i j (t−t′)dt ′. (2)

The complex resonance frequency

�ij ≡ ωij − iγij, with ωij ≡ E i − E j

�
. (3)

The energies Ei and E j are associated with eigenstates ρi i and
ρ j j , respectively, and γi j is a damping constant. The interaction
Hamiltonian

V̂ (t) = −μ̂
∑
m

[Em(t)e i(km ·x−ωmt) + c.c.
]
, (4)
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which is a sum of products between the material system’s elec-
tric dipole moment operator μ̂ and the relevant optical modes,
indexed by the subscript m.
We consider the nth-order perturbative regime to be the

regime such that
∑∞

m=n+1 ρ̂(m) � ρ̂(n), which is a condition typi-
cally realizable at a desired order n by controlling the amplitudes
Em(t) of the interacting fields in Equation (4). The task of model-
ing an MDCS spectrum then amounts to characterizing ρ̂ to the
highest relevant perturbative order and discarding all orders be-
yond this. (For collective systems the perturbative regime of the
densitymatrix ismore restrictive than the equivalent perturbative
regime of themeasured polarization. Inmany cases, however, the
two approximations yield identical results, allowing experiments
to be interpreted using only the density matrix ground state and
first few excited states without difficulty.[44]) Because MDCS re-
quires a minimum of three distinct optical interactions, the task
reduces to the calculation of a subset of contributions to ρ̂(n≥3)

where the successive orders in perturbation theory leading up to
the nth order correspond to exactly one interaction with each of
the excitation pulses. These nth-order density matrix corrections
ultimately emerge as measurable quantities such as the sample’s
macroscopic polarization (for off-diagonal elements) or excited-
state population (for diagonal elements).
In general, the tabulation of the constituent elements—termed

Liouville space pathways—of an element of an individual pertur-
bative order is quite large. For three optical fields interacting with
just a two level system, ρ(3)

10 is already composed of 864 pathways.
Fortunately, time ordering rules, the rotating wave approxima-
tion, wave vector selection rules, and frequency selection rules
substantially reduce the number of pathways that are actually rel-
evant.
An illustrative example of these simplifications is the deter-

mination of ρ
(3)
10 for the rephasing pulse sequence and three-

state “v” system depicted in Figure 4a (replicated in Figure 5a,b).
The measured four-wave mixing signal has wave vector ks ig =
−k1 + k2 + k3 and frequency ωs ig = −ω1 + ω2 + ω3, which re-
quires the signal to emerge from at least one interaction each
with each of the excitation pulses 1, 2, and 3. Because ρ

(3)
10 is a

third-order correction, however, the interaction can also contain
nomore than one interaction each with each of these pulses. Time
ordering dictates that the first-order interaction be the interaction
with pulse 1, the second-order interaction be the interaction with
pulse 2, and the third-order interaction be the interaction with
pulse 3. Finally, the fact that the material’s interaction with pulse
1 is conjugate to its interaction with pulses 2 and 3means that the
first-order interaction must be on the opposite side of the density
matrix as the third-order interaction (i.e., the first-order interac-
tion must be in the density matrix’s first row). In all, this leaves
only four contributions to ρ

(3)
10 , illustrated schematically in Fig-

ure 5c. The upper pathways correspond to diagonal stimulated
emission and bleach interactions in which the excitation pulse
at ω01 = −ω10 affects the detection pulse interaction at ω10. The
lower left pathway corresponds to a cross-peak bleach interaction
in which the excitation pulse interaction at ω01′ = −ω1′0 affects
the detection pulse interaction at ω10. The lower right pathway
corresponds to a zero-quantum stimulated-emission interaction
in which the second pulse drives the system’s second-order cor-
rection to ρ̂ into a coherent superposition of states |1〉 and |1′〉.

Figure 5. Graphical representations of Liouville space pathways in density
matrix perturbation theory. a and b) Diagrams are derived from a rephas-
ing interaction between light and a three-state “v” system as depicted
in (a), and correspond to contributions to ρ

(3)
10 , generating the left two

peaks in (b). c) Matrix representations of the relevant Liouville space path-
ways where the red, blue, and green arrows correspond to first-, second-,
and third-order interactions with the excitation beams, and the wavy black
arrow corresponds to resulting coherent nonlinear emission. The upper
pathways correspond to the upper left peak in (b). The lower pathways
correspond to the lower left peak in (b). d) Double-sided Feynman dia-
grams for the same interactions.

The restriction of quantum pathways to taxicab-geometry
patterns in Figure 5c (that is, patterns where nth-order density
matrix corrections are prohibited from incrementing diagonally
upon corrections at order n − 1) provides a convenient illustra-
tion of the fact that the structure of Equation (2) requires the
element ρ

(n)
i j to share at least one of its indices with each of the

elements of the lower order density matrix correction ρ̂(n−1) upon
which ρ

(n)
i j is generated. In turn, the illustration provides a phys-

ical justification for the common description of MDCS as a pro-
cess where the initial pulse creates a coherence in the sample, the
second pulse converts the coherence into a population, and that
the third pulse converts the population back into a coherence.
As demonstrated by the cartoons and above discussion, the di-

vision of contributions to a given MDCS experiment into graph-
ical depictions of consituent Liouville-space pathways greatly
facilitates physical interpretation. Although such pathways may
be depicted as in Figure 5c,[45,46] a far more common visualiza-
tion is that of double-sided Feynman diagrams, where successive
orders of density matrix elements are vertically stacked, and
where optical interactions are depicted as left-pointing or right-
pointing arrows (Figure 5d). Much has been written about these
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Figure 6. Typical structure of a semiconductor quantum well. a) A nar-
rower bandgap material (in the illustrated case, GaAs) is sandwiched on
both sides by awider bandgapmaterial (Al0.3Ga0.7As) to produce 1D quan-
tum confinement. b) Changing the quantum well thickness tunes the res-
onant frequencies of the excitons within the quantum well. For GaAs, the
relevant transitions are between the electronic conduction band and either
the heavy-hole or light-hole valence band.

diagrammatic representations in the MDCS literature, and the
reader is referred to refs. [24,42,47–49] for more information.
Finally, it should be noted that the “coherence → population

→ coherence” picture should be handled with care in the realm
of semiconductor physics because repeated interactions with iso-
lated pulses (e.g., population terms arising solely from a sam-
ple’s interactions with the first pulse) do exist, and they play an
important role in the treatment of certain many-body effects.
A satisfactory model of excitation-induced dephasing (EID) and
excitation-induced shift (EIS) effects in GaAs quantum wells can
only be obtained, for example, after taking these types of terms
into account,[50] which typically makes the response intrinsically
nonperturbative and thus requires numerical calculations and
a careful treatment of excitation-beam power dependences.[51]

Moreover, such higher order EID and EIS effects are among the
dominant spectroscopic features in systems like quantum wells
and atomically thin transitionmetal dichalcogenides as discussed
later on in Sections 3 and 5.

3. Gallium Arsenide Quantum Wells

Having established theoretical underpinnings, we proceed in
Sections 3–5 with a review of the ways that MDCS has impacted
semiconductor physics. The focus shall be on multidimensional
measurements and therefore neglects some of the time-resolved
four-wave-mixing literature upon which MDCS is based. The in-
terested reader is directed to refs. [4,52] where time-resolved four-
wave mixing literature is more thoroughly discussed. Gallium ar-
senide quantum wells were the first semiconductor materials to
be studied usingMDCS, and they continue to be among the tech-
nique’s most heavily scrutinized systems. A quantum well is a
thin sheet of a semiconductor—typically on the order of 10 nm—
sandwiched between slabs of a wider bandgap semiconductor
(Figure 6a) to make the potential resemble a finite square well
potential in the growth direction. Quantum wells are useful be-
cause the well thickness can be readily engineered in the growth
process to tune the resonant frequencies of excitons within the
well.[18] Beyond this, the confinement has additional advantages
for the study andmanipulation of excitons in semiconductors be-

cause (1) it increases the exciton binding energy, spectrally sepa-
rating excitons from continuum electrons and holes and increas-
ing the maximum temperature at which excitons remain bound,
(2) it splits degenerate excitons into distinct energy bands in a
controllable fashion, (3) it increases the exciton dipole moment,
thereby increasing the overall strength of light–matter interac-
tions, and (4) the broken translational symmetry along the quan-
tumwell growth direction also removes (or in the case ofmultiple
quantumwells, modifies) the exciton-polariton dispersion in this
direction,[53,54] leading to interesting tunable polaritonic effects.
Perhaps the largest contribution that MDCS has achieved to-

ward understanding the mechanisms driving exciton formation
and dynamics in gallium arsenide quantum wells has been its
ability to probe many-body effects. Although such effects can in
part be probed using 1D techniques, the techniques leave an
incomplete picture of microscopic mechanisms. For example,
the classic signature of exciton–exciton correlations in a time-
integrated two-pulse four-wave-mixing experiment is the appear-
ance of a signal at negative time delays,[55] but it is unclear
from such a measurement whether the signal originates from lo-
cal fields,[55] biexcitons,[56] excitation-induced dephasing,[57,58] or
excitation-induced shift.[50] Both because of its phase-resolved na-
ture and because spectral features are spread out across multi-
ple dimensions instead of just one, MDCS has proven capable
of providing a much more stringent constraint on many-body
theories.[17,59]

3.1. Many-Body Signatures in One-Quantum Spectra

The first studies using MDCS to study many-body physics in
semiconductor quantum wells were conducted in the mid-2000s
in a series of experiments[60–62] examining a 10-period GaAs
quantumwell sample consisting of 10-nm-thick GaAs layers sep-
arated by 10-nm-thick Al0.3Ga0.7As barriers. The band structure
cartoon in Figure 6b illustrates the relevant optical transitions,
which are a “heavy-hole” transition at about 1550 meV, and a
“light-hole” transition about 10 meV above this.
As shown in Figure 7, MDCS reveals a rich array of spectral

features for these two transitions. The two spectra correspond
to the real part of the spectral response for rephasing (bottom
panel) and nonrephasing (top panel) pulse sequences. Both the
rephasing and nonrephasing spectra in Figure 7a exhibit promi-
nent diagonal peaks at about 1549 meV and 1560 meV, which
are signatures of absorption at the heavy-hole and light-hole fre-
quencies. The spectra also exhibit cross-peaks, in the rephasing
spectrum at (1549,−1560) meV and (1560,−1549) meV, and in
the nonrephasing spectrum at (1549,1560) meV and (1560,1549)
meV, which are an indication of coherent coupling between the
two resonances.
Beyond this, the spectra exhibit a number of other features that

indicate a clear influence on the system from many-body effects.
For example, the heavy-hole diagonal peak in both the rephas-
ing spectrum and in the nonrephasing spectrum exhibits a phase
shift relative to the phase that would be expected for the peak re-
sulting from Pauli blocking in the absence of many-body effects.
TheMDCS spectrum from a simple three-state systemwhere the
nonlinear response is driven by Pauli blocking should be purely
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Figure 7. Demonstration ofmany-body effects in gallium arsenide quantumwells. a) Experimental MDCSmeasurements of the heavy-hole and light-hole
exciton for a 10-period GaAs/Al0.3Ga0.7As multiple quantum well with 10-nm wells and 10-nm barriers. Data correspond to the real part of a rephasing
spectrum (lower panel) and nonrephasing spectrum (upper panel), with cocircular polarization, at an intermediate time delay T = 100 fs. b) Simulations
of the spectra from (a), with increasingly sophisticated theoretical treatments running from left to right. c) Quantum well level structure, showing the
angular momentum states of the conduction band (cb) and the heavy-hole (hh) and light-hole (lh) valence bands. Allowed transitions for cocircular
optical polarization are displayed in red. Those for colinear polarization are displayed in blue. Adapted from Zhang et al.[60]

real and purely positive at the point of maximum amplitude. In
addition, the cross-peaks that are clearly evident in both the upper
and lower panels of Figure 7a should not normally be expected
to have a higher peak amplitude than the peak amplitudes of the
diagonal peaks they connect. In fact, as a result of angular mo-
mentum selection rules (Figure 7c), such cross-peaks should be
absent for cocircularly polarized excitation beams without tak-
ing the Coulombic interactions between excitons into account be-
cause the heavy-hole and light-hole excitons are generated from
entirely independent single-particle electronic states.
The importance of many-body effects, as well as insight into

their specific nature, is underlined by a comparison between the
experimental data from Figure 7a, and the left, center, and right
columns of Figure 7b, which correspond to increasingly sophisti-
cated theoretical treatments of the system based on amicroscopic
many-body theory using a 1D tight-binding model. As illustrated
by the left column of Figure 7b and as discussed in the previous
paragraph, Pauli blocking alone cannot adequately replicate the
experimental features from Figure 7a. The center column, which
incorporates Hartree–Fock terms in addition to the effect of Pauli
blocking, does a somewhat better job, but a much more satisfac-
tory agreement—even taking into account the inherent limita-
tions of a 1D model—can be obtained by employing a dynamics-
controlled truncation scheme incorporating third-order Coulom-
bic correlations.[63–65] Results of this “full” calculation are dis-
played in the column at right.
The bulk of the data displayed in refs. [60–62] were acquired us-

ing either colinear or cocircular polarization, which emphasizes
the influence of excitation-induced dephasing and excitation-
induced shift many-body effects. Probing a GaAs quantum well
sample with cross-polarized MDCS pulses (in either cross-linear
or cross-circular orientation) opens the possibility of observ-
ing and characterizing biexcitons, which are four-particle bound
states consisting of two electrons and two holes. Figure 8 shows

Figure 8. Biexcitons inGaAs. a) Absolute value and b) real part of a rephas-
ing MDCSmeasurement of a GaAsmultiple quantum well with co-circular
polarization, in which the biexciton resonance is suppressed. c) Absolute
value and d) real part of a rephasing MDCS measurement using cross-
linear polarization (XYYX), in which the biexciton is accentuated. Adapted
from Bristow et al.[66]

two measurements on GaAs using cocircular (σ+σ+σ+σ+) and
cross-linear (XYYX) geometries.[66] Whereas cocircular polariza-
tion suppresses the biexciton resonance due to spin-dependent
selection rules (the biexciton corresponds to an antisymmetric
spin configuration), biexcitons are unmistakably visible in the
cross-linear polarization spectrum as a shifted peak to the left of
the heavy-hole direct peak, which is itself suppressed in a cross-
polarized geometry. Measurements of the real part of the spec-
trum show that the sign of the biexciton resonance is negative
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relative to that of the diagonal resonance, which is an expected
consequence of the fact that the biexciton shows up in the spec-
trum as an excited-state absorption feature.
Although the model behind Figure 7b was constructed using

Fermionic creation and annihilation operators, it is worth not-
ing that the strongly dispersive character of the diagonal peaks in
Figure 7a can be perhaps more compactly understood through a
treatment of excitons as bosons, where the dispersive character
of the lineshape arises by a near, but not quite total, cancellation
between the interaction pathway for creating an exciton out of
the vacuum and the interaction pathway for boosting an exciton
from a singly occupied mode to a doubly occupied mode. Many-
body effects break the symmetry of these two processes such
that the latter process occurs at a slightly higher frequency than
the former process, resulting in an asymmetric phase. Quantita-
tive fits to cocircularly and cross-circularly polarized MDCSmea-
surements in GaAs quantum well have been recently performed,
demonstrating that the phase and linewidth of MDCS measure-
ments of quantumwells under both polarization schemes can be
understood within a single theoretical framework.[67]

3.2. Many-Body Signatures in Multiple-Quantum Spectra

One-quantum spectra have considerable power to clarify and elu-
cidate many-body interactions in semiconductors, as already dis-
cussed above. For certain types of information, however, even
more information can be gleaned by arranging pulses into a
two-quantum configuration, as discussed in Section 2.3 and de-
picted in Figure 4c. In the case of GaAs quantum wells, there are
no single-exciton states at the two-quantum frequency, so two-
quantum measurements give an exclusive and background-free
measurement of excitonic interactions.
Two-quantumMDCS measurements on GaAs quantum wells

were preceded by transient four-wave mixing studies,[52,55,68–72]

but the extension of the technique into the multidimensional
realm has uncovered a number of new and interesting phe-
nomena. In 2009, Stone et al. used two-quantum MDCS to di-
rectly generate and probe the lifetimes of coherent superpo-
sition states between the ground state of GaAs and the biex-
citon state.[73] The initial results were puzzling because mea-
surements of the biexciton binding energy made by compar-
ing the vertical shift of the two-quantum peak to twice the pro-
jection of the peak onto the one-quantum excitation axis gave
a different answer from both complementary biexciton bind-
ing energy measurements[74–76] and from the binding energy
as measured by taking the difference between the biexciton-to-
exciton emission peak and the exciton-to-ground-state emission
peak.
Shortly thereafter, it was realized that the two-quantum signal

was richer in content than had initially been assumed, with a 3D
two-quantum measurement disentangling biexciton coherences
that had previously been overlapping,[39] and with the real part of
two-quantummeasurements[77–79] revealing that unbound biexci-
tons play a significant role in the two-quantum signal in addition
to bound biexcitons. An example of a phased two-quantummea-
surement on a GaAs multiple quantum well[77] is displayed in
Figure 9. Figure 9a depicts a measurement using cross-circular
polarization (σ−σ+σ+σ−), which emphasizes the biexciton res-

Figure 9. Two-quantum spectra of GaAs quantum wells, with laser band-
width and center frequency tuned to emphasize the heavy-hole exciton. a)
Cross-circular excitation beam polarization, accentuating both the bound
biexciton state (“A”) and unbound two-exciton state (“B”). b) Cocircular
excitation beam polarization, accentuating the unbound two-exciton state
only. Adapted from Karaiskaj et al.[77]

onance. Figure 9b depicts a measurement of the same sample
using cocircular polarization (σ+σ+σ+σ+), in which the signal
is exclusively due to unbound excitons.
Two-quantum spectra are just the first of many possible

multiple-quantum states that can be probed using MDCS. In
follow-up experiments to the results summarized above, Turner
and Nelson conducted a series of experiments in which they
examined polarizations up to seventh-order in GaAs, revealing
triexciton coherences in which bound states form among three
excitons.[80] Examples of these higher order electronic correla-
tions are displayed in Figure 10, where three-quantum coher-
ences are displayed in Figure 10a–c, and a four-quantum coher-
ence is displayed in Figure 10 d demonstrating a lack of bound-
state correlations beyond those at the three-quantum level.

3.3. Cross-Peaks as Signatures of Coupling and Hidden
Resonances

Beyond the ways in which MDCS serves as a means to illustrate
the overall importance of many-body effects in quantum wells,
the technique has been shown to reveal information about hid-
den coupling and hidden states. For example, MDCS was used
to study coupling effects between wells in InGaAs/GaAs double
quantum wells, with In0.05Ga0.95As serving quantum well mate-
rial, surrounded by layers of wider band gap GaAs forming the
barrier. InGaAs/GaAs serves as a particularly nice material in
these types of studies because strain effects shift the light-hole
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Figure 10. Higher order multiple-quantum spectra in GaAs. a–c) Three-
quantum coherences, resulting from fifth-order and seventh-order polar-
izations. d) Four-quantum coherence, from a seventh-order polarization.
Adapted from Turner and Nelson.[80]

exciton out of the quantum well, simplifying the spectra corre-
sponding to the remaining heavy-hole excitons in the wells. An
understanding of coupling between the wells can be facilitated
by making the two wells asymmetric in their thickness, such that
excitons corresponding to the wide well have lower frequencies
than excitons primarily situated in the narrow well.
By comparing an asymmetric InGaAs/GaAs double quan-

tum well of this sort with a 30-nm barrier between wells to a
more strongly coupled asymmetric InGaAs/GaAs double quan-
tum well with a 10-nm barrier between wells, the authors were
able to observe a cross-peak that—through further measure-
ments of its characteristics as a function of the intermediate mix-

Figure 11. Coherent coupling effects in asymmetric InGaAs/GaAs double
quantum wells, where one of the wells has a thickness of 10 nm and the
other has a thickness of 9 nm. a and b) Schematic and absolute value
rephasing spectrum for a 30-nm-thick GaAs barrier between wells. c and
d) Schematic and absolute value rephasing spectrum for a 10-nm-thick
GaAs barrier. The cross-peak in the lower left is a signature of coherent
coupling. Adapted from Nardin et al.[81]

ing time T and its appearance in two-quantum spectra—was
confirmed to originate from excitation-induced dephasing and
excitation-induced shift in a similar manner to the way that these
two phenomena affect the lineshapes in GaAs/AlGaAs quan-
tum wells. Characteristic spectra corresponding to the 30-nm-
barrier sample and the 10-nm-barrier sample are displayed in
Figure 11.
More recently, Tollerud et al. performedmeasurements on un-

coupled InGaAs quantum wells, and were able to identify cross-
peaks between bright excitons and optically dark indirect barrier
excitons within the samewell that would not otherwise have been
visible.[82] This extra degree of visibility, which is illustrated in
Figure 12, originates from the fact that the brightness of the op-
tically dark excitons is proportional to the fourth power of the
dark-state dipole moment, whereas the cross-peak between the
dark state and a bright state is proportional to the square of the
dark-state dipole moment multiplied by the square of the much
more optically active bright-state dipole moment.
The ability to isolate otherwise murky spectral features though

cross -peaks is not restricted to one-quantum spectroscopy tech-
niques. Recently, Tollerud and Davis have demonstrated an op-
tical MDCS analog of two-quantum heteronuclear NMR,[83] in
which they examined coupling interactions in coupled asymmet-
ric InGaAs/GaAs double quantum wells (8-nm and 10-nm well
thickness, 10-nm barrier) using two-quantum spectroscopy, but
in which they tuned the bandwidth of their excitation pulses to
select out specific excitation pathways. The authors found that the
technique allowed them to identify a two-quantum signal associ-
ated with GaAs defects that had previously been confused with
other interaction-induced effects.
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Figure 12. Observation of optically dark indirect barrier excitons through
multidimensional coherent spectroscopy. The brightest peaks at upper left
corner of the spectrum correspond to optically accessible heavy hole exci-
ton resonances for an uncoupled asymmetric InGaAs/GaAs double quan-
tum well. The cross-peaks accentuate interactions with optically dark exci-
tons. Adapted from Tollerud et al.[82]

3.4. Exciton Dynamics at Varied Mixing Times

A fourth area in which MDCS has impacted the field of quantum
wells over the course of the past several years has been in its abil-
ity to examine not just the static, but also the dynamical evolution
of a bath of generated excitons. Dynamics can be observed and
characterized by plotting one-quantum spectra (excitation versus
emission frequency) for a variety of different delays of themixing
time T .
In 2012, this experimental scheme was used to characterize

the evolution of many-body effects in GaAs/AlGaAs quantum
wells.[84] The authors found that the real part of the lower energy
diagonal peak evolved from an asymmetric to a more symmetric
lineshape over the course 10 ps or more, indicating that incoher-
ent, finite-momentum excitons lying outside the light cone play
a significant role in relaxation processes.
Two-dimensional rephasing spectra have also been measured

as a function of the waiting time T to characterize spectral diffu-
sion effects in GaAs/AlGaAs quantum wells.[85,86] Spectral diffu-
sion is a process by which memory of resonance characteristics
gets lost over time following excitation of a sample by the pump
pulse, due (for example) to phonon-assisted exciton spatial mi-
gration. The result inMDCS is that inhomogeneously broadened
spectral peaks are initially diagonally elongated at small values of
T , but become increasingly round at larger values of T .
Spectral diffusion processes are most commonly treated

within the Gauss–Markov approximation, which assumes expo-
nential decay dynamics in going from diagonally elongated fea-
tures to rounder features. By characterizing the spectral features
of GaAs quantum wells on T at various temperatures, it was
discovered that the Gauss–Markov approximation breaks down
for temperatures lower than 70 K.[85] For the lowest tempera-
tures, the shape of the spectral peaks at large T delays become
asymmetric to the point where the concept of a cross-diagonal

Figure 13. Spectral diffusion for the heavy-hole exciton in a
GaAs/Al0.3Ga0.7As multiple quantum well with 10-nm wells and 10-nm
barriers. The sample was measured at 5 K. a and b) Experimentally
measured spectra. c and d) Simulations. Adapted from Singh et al.[86]

linewidth becomes itself ill-defined outside the context of com-
plicated lineshape features.[86] An example of this, measured on
a GaAs quantum multiple quantum well maintained at 5 K, is
depicted in Figure 13. The lineshape of the heavy-hole exciton
absolute value spectrum for T = 0.2 ps is nearly Gaussian along
the diagonal direction, and nearly proportional to the square root
of a Lorentzian along the cross-diagonal direction (Figure 13a).
By contrast, the lineshape at T = 30 ps (Figure 13b) is noticeably
skewed toward the lower left portion of the spectrum (see the
solid black circle), and has become almost triangular shaped in
its 2D profile (Figure 13b). The authors used the measurements
to demonstrate that the strong redistribution approximation for
spectral diffusion (in which it is assumed that diffusive processes
to higher energies are as likely to occur as those to lower energies)
breaks down in addition to the Gauss–Markov approximation at
the lowest temperatures. A theoretical simulation could never-
theless still be achieved by solving the 2D Schrödinger equation
under random realizations of disordered confinement poten-
tials, and analyzing the average of resulting dynamic localization
(Figure 13 c,d).

4. Quantum Dots

Semiconductor quantum dots are the zero-dimensional analog
of quantum wells, namely, nanocrystals in which the spatial di-
mensions are reduced to produce exciton quantum confinement
effects in not just one spatial dimension, but rather in all three
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dimensions simultaneously. In turn, this confinement leads to
a dramatic flattening of quantum dot dispersion curves and the
emergence of well-defined, discretely spaced energy levels. The
effects have led to the widespread branding of quantum dots as
“artificial atoms,” with tunable absorption and emission lines,
coupling interactions, and decoherence rates. In industrial ap-
plications, quantum dots play a significant role in devices includ-
ing LED-based displays, semiconductor lasers, and optical filters.
Basic research studies of the fundamental properties of quan-
tum dots are ongoing, with many current efforts driven by the
desire to use quantum dot nanostructures and devices in quan-
tum computation algorithms and as single-photon sources. In
the past several years, MDCS has helped elucidate fundamental
properties of quantum dot coherence and dephasing, which are
relevant to both applications.
Quantum dots are typically produced through one of three

mechanisms: (1) they can occur as a localization phenomenon
in disordered quantum wells (“interfacial” or “natural” quan-
tum dots), (2) they can be grown through molecular beam epi-
taxy on top of an appropriate substrate (“self-assembled” quan-
tum dots), or (3) they they can be grown in solution (“colloidal”
quantum dots). We summarize below the impact that MDCS has
had in clarifying the physics behind each quantum dot variety,
primarily focusing on characterization and manipulation of the
first two classes of quantum dots, which have been more widely
measured in the low-temperature limit, but also touching briefly
on the recent progress in understanding the physics of colloidal
dots.

4.1. Identification and Characterization of Quantum Dot Excited
States

To a sharper degree than for quantumwells, quantum dot studies
highlight the power ofMDCS to extract homogeneous linewidths
from an inhomogeneous ensemble. An example of an MDCS
quantum dot spectrum is displayed in Figure 14, where an en-
semble of self-assembled InAs quantum dots was measured at
low temperature (10 K) using the rephasing pulse sequence to
extract the zero-phonon linewidth.[87] The inhomogeneous broad-
ening exceeded the laser bandwidth in these measurements, but
the homogeneous linewidth could be characterized andwasmea-
sured to be 12 μeV (2.9 GHz) (Figure 14a).
Although the extraction of quantum dot homogeneous

linewidths in an inhomogeneously broadened ensemble can
also be achieved by other techniques (e.g., transient four-
wave mixing,[88–90] spectral hole burning,[91,92] and spin noise
spectroscopy,[93]) MDCS comes into its own for its ability to iso-
late and characterize exciton, trion, and biexciton properties in a
unified experimental framework. For example, information can
be gleaned from the aforementioned ensemble of quantum dots
by varying the polarization of the excitation pulses, as can be
seen in a comparison between Figure 14a and b. Colinear polar-
ization (HHHH, Figure 14a) emphasizes excitonic resonances,
which appear on the diagonal. Similarly to the case of quan-
tum wells, cross-linear polarization (HVVH, Figure 14b) em-
phasizes the biexcitonic interaction pathway and suppresses the
excitonic pathway, making it possible to more clearly identify
charged trion resonances on the diagonal, biexcitonic resonances

Figure 14. MDCS maps for an ensemble of InAs self-assembled quan-
tum dots. The displayed spectra correspond to the absolute value of a
rephasing pulse sequence. The cross-diagonal linewidths γhom character-
izes the homogeneous dephasing rate. The diagonal linewidths 	inhom
are bandwidth-limited. a) Colinear polarization (HHHH), in which exci-
tons are the most prominent phenomena. b) Cross-linear polarization
(HVVH), in which biexcitons (X X L and X XU ) and trions (X+) become
more prominently featured. Adapted from Moody et al.[87]

below the diagonal as a third-order response, and even a biex-
citonic fifth-order response (due to six-wave mixing), above the
diagonal. Ensemble measurements of InAs quantum dots have
also demonstrated the ability of MDCS to characterize energy-
dependent linewidths in an inhomogeneous ensemble, as re-
cently discussed in relation to p-shell excitons in ref. [94].
Another contribution that MDCS has made in understanding

the physics of quantum dots is in quantifying biexciton binding
energies, and particularly the dependence of the binding energy
on quantum dot frequency. An analysis of these effects in both
InAs self-assembled quantum dots and in GaAs interfacial
quantum dots[95] found that biexciton binding energies exhibit
different dependences on emission frequency in the two dif-
ferent types of materials. While the biexciton binding energy
increases with emission energy in interfacial quantum dots, it
remains an almost perfect constant in self-assembled InAs dots.
The latter finding is striking because complementary studies
on single InAs quantum dots had found this binding energy
to vary.[96–98] The results may indicate that the dependence of
biexciton binding energy is obscured by local environment
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Figure 15. Hyperspectral imaging of the four-wave mixing signal from a
GaAs interfacial quantum dot sample. a and b) Images from low-density
portions of the sample. c and d) Images from high-density portions of the
sample. Adapted from Kasprzak et al.[102]

modifications resulting from the necessary etching of mesas or
patterning of masks that is required to isolate single dots.
One aspect that eludes ensemble measurements taken even

with MDCS is the prospect of measuring quantum mechan-
ical coupling between dots in different locations. Because in-
terfacial and self-assembled quantum dot ensembles grow ran-
domly, this coupling gets washed out in ensemblemeasurements
even as the homogeneous linewidth is preserved. Coupling has
been observed and characterized, however, using frequency-
based MDCS in which excitation beams are arranged to impinge
upon the sample in collinear geometry.[27,30,99–104]

Noteworthy work in this area is displayed in Figure 15.[102]

By combining parallelized collection of four-wave mixing with
a collinear series of excitation pulses, it was shown possible to
perform hyperspectral imaging, with sub-micron spatial resolu-
tion, of an ensemble of individually identifiable interfacial GaAs
quantum dots with results including the observation of individ-
ual excitons and biexcitons in individual quantum dots and on
coherent coupling between excitons in relatively distant quantum
dots. Somewhat surprisingly, the authors found that coupling
persisted out to a large inter-exciton distance of almost 1 μm.
They attributed the couplingmechanism to a binding interaction
mediated by spatially extended states, for example, the oblong
green resonance displayed in the lower portion of Figure 15d.
Although the dipoles are much weaker, subsequent work has

demonstrated that similar measurements can also be performed
on small ensembles of InAs quantum dots. Recently, Mermillod
et al. used the hyperspectral imaging technique to identify biex-
citons and inter-dot coupling effects using an MDCS rephasing
pulse sequence,[103] and Delmonte et al. have followed up on this
experiment with a study comparing rephasing and two-quantum
MDCS pulse sequences.[104] An example of the kinds of observ-
able coupling signatures is displayed in Figure 16.

Figure 16. MDCS rephasing spectrum, showing biexcitons and coupling
effects pertaining to individual InAs self-assembled quantum dots. The ex-
citation axis is shown on a positive frequency scale, such that the diagonal
runs from lower left to upper right. From Mermillod et al.[103]

4.2. Progress in Coherent Control

The identification ofMDCS resonances in self-assembled and in-
terfacial quantum dots has opened the door toward being able to
manipulate coherent effects between dots and within ensembles
of dots in a controlled manner. Among the most prominent re-
cent advances in this direction has been a result in which pulse
sequences were used to generate four-wave-mixing and six-wave-
mixing effects in a single dot to be able tomanipulate the intrinsic
coherence of an InAs quantum dot dipole to be able to engineer
its coherent emission.[105]

The possibility of exerting coherent control of quantum dots
can also be scaled up to larger ensembles. For example, by pre-
ceding an MDCS experiment with a resonant prepulse, Rabi
flopping with greater contrast than that visible using transient
absorption spectroscopy[107,108] was observed in an ensemble of
InAs quantum dots containing as many as 10 million distinct
emitters.[106,109] Figure 17 shows an example of how this Rabi flop-
ping manifests. In the absence of a prepulse, the rephasing spec-
trum for an ensemble of InAs quantum dots consists of a trion
peak along the diagonal, and a biexciton peak to the lower left of
the diagonal (Figure 17a). Applying a prepulse of 45 mW drives
the ensemble to emit with a biexciton resonance that has moved
to the upper right of the diagonal (Figure 17b). Increasing the
prepulse power up to 94 mW drives the ensemble back toward
its original state (Figure 17c). The amplitudes of the lower left
and upper right peak can be quantified and understood within
the context of Rabi oscillations of the exciton–biexciton system,
as depicted in Figure 17d.
Beyond inducing Rabi oscillations, Martin and Cundiff have

recently shown that it is possible to use a prepulse to control-
lably mediate inter-dot interactions in an ensemble of interfa-
cial quantum dots (Figure 18).[30] By characterizing the sample
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Figure 17. Coherent control of an exciton–biexciton system in an InAs self-
assembled quantum dot ensemble. a) Rephasing spectrum in the absense
of a prepulse. b) Rephasing spectrumwith a prepulse of 45mW. c) Rephas-
ing spectrum with a prepulse of 94 mW. d) Rabi oscillations of the lower
and upper peaks from (a) to (c). The red circles correspond to the am-
plitude of the lower left peak (LP). The blue squares correspond to the
amplitude of the upper right peak (UP). Adapted from Suzuki et al.[106]

using two-quantum spectroscopy with excitation pulses of nar-
row bandwidth, the authors found that inter-dot interactions are
normally absent (Figure 18c). However, interactions could be
turned on by applying a prepulse resonant with the quantumwell
wetting layer (Figure 18d,e).
A potential puzzle in comparing the work of Kasprzak et al.[102]

to the work of Martin and Cundiff[30] is the question of why inter-
actions were observed in absence of a prepulse by the authors of
the former paper and yet they were not observed in the absence
of a prepulse by the authors of the latter paper. Sample variability
is one possible explanation. MDCS excitation bandwidth, which
was much larger in the work of Kasprzak et al., is an alternate
possibility. Further study is required to settle the question more
definitively.

4.3. Colloidal Quantum Dot MDCS

In comparison to their interfacial and self-assembled epitaxial
counterparts, colloidal quantum dots are more tantalizing in
their technological potential, but also more experimentally chal-
lenging tomeasure. On one hand, the growth process of colloidal
dots in solution is more efficient than the process used to manu-
facture self-assembled and interfacial dots, and the ability to dis-
perse colloidal dots in solution opens up a number of possibili-
ties for colloidal quantum dot applications. On the other hand,
colloidal quantum dots typically have a larger inhomogeneous
broadening than self-assembled or interfacial quantum dots, ob-
scuring features (like electron–phonon coupling effects) with en-
ergy scales smaller than that of the inhomogeneous broadening.
Beyond this, the increased importance of the material surface in

Figure 18. Optical control of interactions in a small ensemble of interfacial
quantum dots. a) Photoluminescence measurement of a small ensemble
of GaAs interfacial quantum dots, demonstrating the existence of isolated
dots and illustrating the bandwidth of the excitation pulses used to gener-
ate (b–d). b) MDCS rephasing spectrum, depicting four individually iden-
tifiable quantum dots. c–e) MDCS two-quantum spectra, displayed as a
function of increasing prepulse power, with the prepulse being tuned to
the quantum well wetting layer. Adapted from Martin and Cundiff.[30]

colloidal materials can often lead to “blinking” effects, in which
electronic trap states at the dot surface lead to Auger recombina-
tion that suppresses individual quantum dot emission for even
seconds at a time.[110]

Room temperature colloidal quantum dot MDCS studies
have been the first set of experiments thus far undertaken, and
have already been able to cut through some of the difficulties
in understanding physical processes.[8] Among the more promi-
nent systems of study has been CdSe. In 2011, for example,
Turner et al. used MDCS to report the existence of an electronic
zero-quantum coherence between the two lowest lying excitonic
states in an ensemble of CdSe quantum dots, lasting about
15 fs.[112] Shortly thereafter, Griffin et al. reported that hole
relaxation occurs with a timescale very similar to that of the
decay reported by Turner,[113] offering an alternate explanation
for the initial results. Subsequent measurements by Caram et al.
put the claim of electronic coherences in CdSe on firmer footing
by demonstrating the existence of an electronic coherence
between the second and third excited states of CdSe, lasting
80 fs (Figure 19).[111] More recently, Cassette et al. measured
room-temperature electronic coherences in a related system
of CdSe/CdZnS core/shell nanoplatelets, identifying an unam-
biguous electronic coherence in the system with a dephasing
time of 10–20 fs.[114] The identification was possible because the
nanoplatelet system has a cleaner spectrum than the spectrum
of CdSe quantum dots (i.e., vibrational coherences and ensemble
dephasing do not interfere with the observation of electronic
coherences). In all of these systems, the observation of room
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Figure 19. Room temperature measurements of coherent coupling in
CdSe quantum dots. a) One-quantum absorptive spectrum (real part of
the sum of rephasing and nonrephasing spectra). The spectrum encom-
passes three excitonic resonances, respectively labeled |X1〉, |X2〉, and
|X3〉. b and c) Line-outs as a function of the mixing time T at points A
and B from (a) reveal an electronic coherence (shaded pink region of
(b)), which can be distinguished fromboth phonon/solvent relaxation (un-
shaded portion of (b)) and phonon oscillations (c). Adapted from Caram,
et al.[111]

temperature electronic coherences is important not only because
it informs the physics of quantum dot light–matter interactions,
but also because of its potential relevance to more complicated
systems like photosynthetic light harvesting complexes.[115,116]

Very recently, a few MDCS studies have begun to explore
the physics of colloidal quantum dots at lower temperatures,
which sharpens the relevant spectral features and gives an im-
proved ability to identify intrinsic dephasing rates and electron–
phonon coupling. For example, zero-quantum spectroscopy has
been used to characterize low-temperature electron–phonon cou-
pling in CdSe quantum dots, with results demonstrating an im-
portant role for non-Markovian dynamics CdSe in quantum dot
spectral diffusion.[117]

5. Transition Metal Dichalcogenides

Among the most exciting semiconductor discoveries of the past
decade has been the discovery of a direct bandgap optical tran-
sition in single-layer versions of the transition metal dichalco-
genides (TMDs).[118,119] Such materials exhibit the chemical form
MX2, where the most common elemental components are M =
Mo or W, and X = S or Se. Single-layer TMDs exhibit a num-
ber of optical properties not shared by their many layer parent
compounds, including spin-valley coupling effects in the lowest
energy excitations, exceptionally large optical interaction dipole
moments, and deeply bound excitons with binding energies on

Figure 20. MDCS spectra of the bright valley exciton in WSe2 (one-
quantum spectrum, rephasing pulse sequence). a) Low excitation density.
b) High excitation density. c) Cross-diagonal amplitude profile from (a). d)
Cross-diagonal amplitude profile from (b). Adapted from Moody et al.[122]

the order of several hundred meV. TMD structures and het-
erostructures hold potential in a number of opto-mechanical ap-
plications, including atomically thin transistors and sensors[120]

and valleytronic nanolasers and LEDs.[121] Because excitonic in-
teractions are of paramount importance in TMDs,[19] MDCS is
uniquely poised to elucidate interactions in a way that neither
linear measurements (like photoluminescence) nor 1D nonlin-
ear measurements (like transient absorption spectroscopy) have
been able to achieve.
Among the first MDCS measurements on the TMDs were

2D rephasing spectra, performed first by Moody, et al., aimed
at extracting the homogeneous linewidth of WSe2.[122] By prob-
ing both the temperature and excitation density dependence of
a CVD-grown sample of WSe2 on sapphire, the authors demon-
strated that the exciton resonance in WSe2 exhibits a significant
degree of inhomogeneity (Figure 20a), notably hiding the intrin-
sic homogeneous linewidth in simpler measurements like pho-
toluminescence.
As is the case with the excitons in more established materi-

als like GaAs and ZnSe, the authors observed a strong EID in
WSe2 (Figure 20b), which they interpreted as an indication that
many-body effects play a significant role in the nonlinear optical
signature of the TMDs. Notably, when EID effects are normal-
ized according to inter-exciton separation and exciton Bohr ra-
dius, the interaction broadening for WSe2 turns out to be signif-
icantly larger than it is for either GaAs or ZnSe in either bulk or
quantumwell form. Such strong interactions might be explained
by a reduced degree of dielectric screening in 2Dmaterials as op-
posed to 3D materials.
Quantitative measurements of the homogeneous linewidth

(Figure 20 c,d) in the limit of both low excitation density and
temperature led to an extrapolated linewidth of 1.6± 0.3 meV,
leading to a coherence time of T2 = 410± 5 fs. Strikingly, this
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Figure 21. Hyperspectral imaging of an MoSe2 monolayer. a) Photolumi-
nescence measurements reveal two resonances, attributable to neutral
bound excitons and charged trions in the sample. b and c) Spatially re-
solved images of this photoluminescence at the resonant frequencies of
the exciton (1650 meV, panel (b)) and of the trion [1625 meV, panel (c)] re-
veal charged and neutral regions of the sample in real space. d and e) The
contrast is more dramatic, and the spatial resolution sharper, for spatially
resolved images of resonant four-wave mixing at the same frequencies.
Adapted from Jakubczyk et al.[124]

is almost exactly twice the population relaxation time, which was
measured at T1 ≈ 200 fs. Such a relationship between T1 and T2 is
expected for a system with population-decay-limited dephasing,
butmarkedly different from traditional semiconductors. In GaAs
quantum wells, for example, typical population times are signif-
icantly longer than their corresponding dephasing times.[123]

The T2 = 2T1 relationship between coherence and population
decay times has more recently been corroborated by Jakubczyk
et al.,[124] where the authors probed the dynamics of an exfoli-
ated monolayer sample of MoSe2 on a Si/SiO2 substrate using
a collinear MDCS experiment with excitation pulses exhibiting
a greatly reduced spot size of 700 nm. Importantly, the reduc-
tion in spot size allowed the authors to confine their excitation
spot to within less than the spatial extent of a single flake of
monolayer material, and to be able to distinguish portions of the
flake that were predominantly charged and predominantly neu-
tral (Figure 21), contributing to a significantly reduced degree
of spectral inhomogeneity than that reported by Moody et al.,
which was obtained using a spot size of 30μm.More recent mea-
surements on single-layer exfoliatedWS2 performed by the same
group[125] have yielded similar results and conclusions.
The question of the microscopic origin of dephasing and deco-

herence in the TMDs is of importance for their practical useful-

ness as quantum materials. One might optimistically hope, for
example, that improvements in sample quality might reduce the
scattering contributions to the dephasing rate, thereby increasing
T2 and by extension creating a more advantageous set of mate-
rial properties for coherent information processing. The current
measurements indicating that T1 and T2 are already related by a
factor of 2 suggest that theremay not bemuchmore room for im-
provement in this area. Beyond this, microscopic calculations[122]

indicate that radiative decay with a residual T2 time of 500 fs be-
comes the dominant dephasing process for completely delocal-
ized excitons in an ideal single-layer WSe2 crystal. In addition,
spectrally integrated photon-echo measurements on a variety of
TMD samples in both bulk and monolayer form[126] found little
degradation of TMD dephasing rates in monolayer samples as
compared to bulk. The authors of the photon echo study com-
pared their results to a first-principles model of electron–phonon
coupling and concluded that electron–phonon coupling, rather
than defect or impurity driven phenomena, are the drivingmech-
anisms in the decoherence rates in TMDmonolayers. Ultimately,
the issue remains an open question as CVD is known to produce
samples that are far from the ideal limit, and the low quantum ef-
ficiency of single-layer TMD photoluminescence[127] guarantees
that radiative decay processes are still a long way from serving
as the dominant decay mechanism. Studies on exfoliated sam-
ples that are encapsulated with boron nitride may provide some
clarification.
Perhaps the most interesting contributions that MDCS has

been able to make in advancing the TMD field have been con-
nected to the technique’s ability to reveal signatures of coher-
ent coupling between different resonances. A number of recent
studies have investigated the relationship between neutral exci-
tons and charged trions in the materials, most prominently in
MoSe2,[124,128–131] and have found evidence of coherent coupling
between the two types of excitations. In MDCS such coupling
emerges as a cross-peak between diagonal exciton and trion res-
onances (Figure 22a) that oscillates in intensity as the interme-
diate delay time T is varied. Wider bandwidth studies using a
multiresonant variation MDCS have also demonstrated coupling
between excitons originating from different sub-bands, and be-
tween excitons and the continuum in a sample of few-layer MoS2
(Figure 23).[132]

MDCS also opens the possibility of probing the zero-quantum
coherences between nearly degenerate excited states, offering a
powerful test of the degree to which the excitons with opposite
pseudospins and in opposite valleys are able to maintain valley
coherence. For example, a study of exciton dynamics in WSe2[133]

recently measured the zero-quantum coherence between exci-
tons in opposite valleys (accessed usingMDCS beams with cross-
circular polarization) to have a linewidth of 6.9 meV. This is al-
most twice as broad as the exciton population inverse lifetime
of 3.4 meV, measured in the same manner but using cocircular
polarization. The results place an important bound on the inter-
valley coherence time of TMDs.
Finally, MDCS studies have faciliated new ways of accessing

higher order states in TMDs like biexcitons. A number of studies
have reported evidence for biexciton resonances in TMD mate-
rials recently,[134–138] but there has been some disagreement in
the field between theoretical and reported experimental values
of biexciton binding energies. A recent study of MDCS that has
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Figure 22. Polarization-resolved MDCS measurements of MoSe2 (one-
quantum spectrum, rephasing pulse sequence). a) Co-circular polariza-
tion. Exciton (X) and trion (T) resonances are seen to exhibit evidence for
coherent coupling in the form of off-diagonal cross-peaks, labeled XT and
TX. b) Cross-circular polarization. The cross-peak at XX is a manifesta-
tion of the biexciton. The cross-peaks at TXb and XTb are due to charged
exciton-trion bound states. Adapted from Hao, et al.[131]

revealed the presence and binding energy in the biexciton in a
much more unambiguous fashion than would be possible us-
ing other types of spectroscopy.[131] By illuminating a sample of
MoSe2 with cross-circularly polarized light (σ+σ−σ+σ−), spec-
troscopic signatures of the biexciton in MoSe2 emerge that are
not visible in a co-circular arrangement of pulses that reveals only
exciton resonances, trion resonances, and exciton-trion coupling.
As shown in Figure 22b, among the most prominent of these is
a cross-peak, labeled XX, that has no analog in a spectrum de-
rived from cocircular excitation pulses [Figure 22a]. Comparisons
to theory reveal that this peak is a direct signature of the neu-
tral biexciton. Further comparison to theory also demonstrates
that the peaks labeled TXb and XTb are multiexciton states cor-
responding to charged biexciton states.[131] Further analysis in-
dicates that all of these states are intervalley in nature, which—
due to the spin-valley coupling inherent in TMDs—may exhibit a
number of interesting quantummechanical properties including
entanglement between the pair of valley pseudospins.[136]

Figure 23. Multiresonant MDCS measurement of exciton transition in
few-layer MoS2, depicting coupling effects between the A exciton at 1.79
eV and the B exciton at 1.94 eV. Adapted from Czech, et al.[132]

6. Future Directions

In summary, we have reviewed the impact of MDCS in develop-
ing a better understanding of the physics of coherent interactions
in semiconductors, putting a particular emphasis on the physics
of excitons and excitonic interactions. This field, andmore gener-
ally the field of optical interactions in semiconductors, remains
an area of intense active research, and in this final section we
summarize potential future directions from the standpoint both
of improvements in technology and from the standpoint of po-
tentially interesting material systems of study.

6.1. Technical Horizons

A number of efforts are currently underway to improve MDCS
resolution, collection efficiency, and versatility. The continuing
improvement of pulse laser technologies is opening up new pos-
sibilities for conducting MDCS experiments across a wide vari-
ety of frequencies. Promising avenues for pursuing these new
frequency bands include frequency doubling techniques using
second-harmonic generation crystals, increasingly robust and
stable optical parametric amplifiers and optical parametric oscil-
lators, and increasingly sophisticated pulse shapers and spatial
light modulators.[6,21,139,140]

Beyond this, a recent and very exciting development in MDCS
technology has been the wedding of the technique with fre-
quency comb technology,[141] which holds promise for improved
spectral resolution and collection time. A frequency comb is
a spectrum of coherent light with sharply defined “teeth” at
discretely spaced frequencies. Such a spectrum corresponds to a
pulse train in the time domain with a repetition rate correspond-
ing to the tooth separation in the frequency domain. Combs are
appealing in Fourier transform spectroscopy because if a pair of
combs with different repetition rates are combined on a single
optical path, any sample with which they interact will see the
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Figure 24. Frequency-comb-based MDCS measurement (rephasing pulse
sequence, absolute value spectrum) of coherent coupling effects between
the hyperfine states of atomic rubidium. The excitation and emission fre-
quencies are plotted relative to the frequency of a CW reference laser at
377.103258084 THz. Adapted from Lomsadze and Cundiff.[144]

impinging pulses as series of time delayed pulses, where the time
delay sweeps through an entire delay cycle at the rate of the differ-
ence between the two comb repetition rates.[142] Optical delays for
a Fourier transform experiment can in this way be manipulated
with exceptionally high cycling rates, giving spectra with unparal-
leled frequency resolutionwithout the need for physicallymoving
parts. Lomsadze and Cundiff have demonstrated nonlinear spec-
troscopy using such a dual-comb spectroscopy technique,[143]

and have very recently extended the technique to an MDCS ex-
periment in which one physical delay stages has been combined
with a dual-comb detection scheme to observe hyperfine cou-
pling effects in atomic rubidium (Figure 24).[144] Extending the
dual-comb scenario to a tri-comb arrangement in which three in-
dependent frequency combs are all linked has also been recently
realized[145] and eliminates physical delay stages altogether.
MDCS technology also holds a number of opportunities for

obtaining spectra with increasingly improved spatial resolution.
In the past decade, the implementation frequency-tagged four-
wave mixing as opposed to momentum-tagged four-wave mixing
has brought the resolution of MDCS experiments in the near-
infrared regime from a spatial resolution of about 50 μm down
to a scale of less than 1 μm. By combining MDCS with near-field
techniques, where optical beams aremixed with electronic excita-
tions to generate surface plasmon polaritons with greatly reduced
wavelengths, MDCS spatial resolutions could potentially be re-

duced down to the level of 50 nm or less. In this vein, recent work
by Kravtsov et al.[146] demonstrating that near-field techniques
can be combined with four-wavemixing has proved encouraging.

6.2. New Materials

In tandem with the emerging technological developments in
MDCS, the field of semiconductor physics is advancing rapidly,
with a great number of new materials having been discovered in
the past several years. MDCS is already making inroads toward
understanding these materials more effectively.
In quantum well research, a number of studies have devel-

oped the ability to embed semiconductor quantum wells within
strongly coupled optical cavities, generating new polaritonic ex-
cited states, which are hybridized states existing somewhere be-
tween being excitons and photons. Exciton-polaritons of these
sort form particularly interesting objects of study because of their
low mass, and because it has recently been demonstrated that
they can be manipulated to form Bose–Einstein condensates un-
der appropriate experimental conditions.[147,148] MDCS offers a
unique window into being able to identify and characterize cou-
pling interactions within these systems.
In quantumdot research, an interesting development has been

the demonstration of quantum dot “molecules,” which consist
of chains of vertically stacked InAs self-assembled quantum dots
within an epitaxially grown solid. Much remains to be learned
about the way in which dots at different portions of the molecule
affect the dots around them, and about the degree to which quan-
tum dot size impacts molecule behavior.
Among the more interesting discoveries in recent TMD re-

search has been the identification of localized TMD states.[149–152]

Like their extended-state exciton counterparts, these localized
states exhibit spin-valley coupling effects, offering potential for
generating new technological links betweenmagnetic and optical
effects in semiconducting devices. Among the more promising
hopes for these materials is that intervalley coherence times will
be longer than have been measured for the excitons in extended
excitons states. If sufficiently robust, such states might form
important ingredients in quantum computation technology. Be-
yond this, developments in increasingly sophisticated methods
for manufacturing TMD heterostructures have opened up possi-
bilities for generating new types of indirect excitons that straddle
neighboring TMD layers of different compositions, and for ma-
nipulating exciton screening in interesting ways.
Finally, in recent years there has been growing interest in

exploiting the properties of color centers in wide band gap semi-
conductors like diamond, silicon carbide, and boron nitride to
create and manipulate coherent electronic states with desirable
properties for using in quantum computation and quantum
information processing. Because MDCS probes coherent optical
properties like dephasing rates and coupling mechanisms,
the technique is well suited to being applied to these types
of materials. One such study, characterizing the effects of
electron–phonon coupling in nitrogen-vacancy (NV) centers in
diamond has already been conducted at room temperature.[153]

Low-temperature measurements on the NV centers and related
compounds may lead to a great deal of new opportunities and
advances.
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Schneider, W. Langbein, G. Nogues, M. Richter, J. Kasprzak, Phys.
Rev. B 2017, 96, 041124.

[105] F. Fras, Q. Mermillod, G. Nogues, C. Hoarau, C. Schneider, M.
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