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Abstract In this study we determine whether auroral westward currents can be characterized by
low-dimensional chaotic attractors through the use of the complexity-entropy methodology developed
by Rosso et al. (2007, https://doi.org/10.1103/PhysRevLett.99.154102) and based on the permutation
entropy developed by Bandt and Pompe (2002, https://doi.org/10.1103/PhysRevLett.88.174102). Our
results indicate that geomagnetic auroral indices are indistinguishable from stochastic processes from
time scales ranging from a few minutes to 10 hr and for embedded dimensions d < 8. Our results
are inconsistent with earlier studies of Baker et al. (1990, https://doi.org/10.1029/GL017i001p00041),
Pavlos et al. (1992), D. Roberts et al. (1991, https://doi.org/10.1029/ 91GL00021), D. A. Roberts (1991,
https://doi.org/10.1029/91JA01088), and Vassiliadis et al. (1990, https://doi.org/10.1029/GL017i011
p01841, 1991, https://doi.org/10.1029/91GL01378) indicating that auroral geomagnetic indices could be
reduced to low-dimensional systems with chaotic dynamics.

1. Introduction
The discovery 50 years ago that fully developed turbulence could in principle be the result of only three
instabilities (Ruelle & Takens, 1971), rather than an infinite number (Landau, 1944), together with the
experimental confirmation by Gollub and Swinney (1975) that universal behavior described by a few param-
eters could be observed in a fluid system, has lead to what some authors described as a “chaos revolution”
(Lovejoy & Schertzer, 1998). The realization that nonlinear systems with a very large number of degree of
freedoms could be described by low-dimensional dynamical systems naturally found a promising niche in a
wide range of space plasma research, and especially in space weather studies, in order to alleviate the com-
putational cost of modeling the Earth's magnetosphere. Following the development of empirical techniques
for detecting deterministic chaos by Grassberger and Procaccia (1983), a plethora of studies (Baker et al.,
1990; Pavlos et al., 1992; D. A. Roberts, 1991; A. Roberts et al., 1991; Vassiliadis et al., 1990; Vassiliadis et al.,
1991) using geomagnetic indices argued that the Earth's magnetospheric dynamics could be reduced to a
low-dimensional dynamical systems. However, it was first shown by Osborne and Provenzale (1989) for a
general case, and later by Prichard and Price (1992) and Shan et al. (1991) for space weather studies, that the
empirical technique could not differentiate between colored noise and deterministic chaos in geomagnetic
time series, due to long autocorrelation times inherent to the former.

Nonetheless, the ideas provided by deterministic chaos were extended to nonlinear stochastic systems
by the use of self-organized critical (SOC) models, which is cellular automata defined by a certain class
of discontinuous rules and appropriate boundary conditions (Lovejoy & Schertzer, 1998). SOC systems
were shown to evolve spontaneously to critical states describable by a low-dimensional dynamical systems
(Chang, 1992). Consequently, Pulkkinen et al. (2006), Balasis et al. (2006), Consolini and Marcucci (1997),
Dobias and Wanliss (2009), Klimas et al. (1996), Klimas et al. (2000), Uritsky and Pudovkin (1998), Uritsky
et al. (2001), Uritsky et al. (2006), Valdivia et al. (2003), Wanliss et al. (2005), and Wanliss and Dobias (2007)
extended these ideas to magnetospheric systems, demonstrating that nonlinear stochastic models were a
better representation than low-dimensional chaotic attractors. The emergence of dynamical correlations
and non-Markovian features during intense geomagnetic storms, analogous to the emergence of long-range
coherence in out-of-equilibrium systems, implied a reduction in the number of degrees of freedom of the
system and inherent nonlinearities (Consolini & De Michelis, 2014).
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In this study, we contribute to the decades-old discussions on the properties of geomagnetic processes by
using permutation entropy, a measure developed by Bandt and Pompe (2002), to quantify complexity in
measured time series. Whereas common measures of complexity, such as the Kolmogorov-Sinai entropy,
or the Shannon entropy, ignore temporal order of the values in the time series, entropy measures of ordi-
nal patterns preserve information of temporal order and provides for an alternative measure of complexity
(Riedl et al., 2013). Permutation entropy has now been tested across several scientific disciplines and is
now being used to characterize processes in laboratory and geophysical plasma experiments (Consolini &
De Michelis, 2014; Maggs & Morales, 2013; Weck et al., 2015).

For example, using the complexity-entropy measure developed by Rosso et al. (2007), Weck et al. (2015)
demonstrate that solar wind turbulent fluctuations are stochastic, rather than chaotic. In the context of
geomagnetic activity, it is of primary interest to determine whether, and under which time scales, geomag-
netic currents demonstrate signatures of low-dimensional dynamical systems, if any. Using the methodology
developed by Rosso et al. (2007), we hereafter revisit the question as to whether auroral geomagnetic indices
can be characterized as a low-dimensional chaotic attractor and use for the first time the Jensen-Shannon
complexity on auroral geomagnetic indices. In section 2 we describe the data set and the complexity-entropy
plane used for distinguishing between stochastic and chaotic time series. In section 3 we present the results.
In sections 4 and 5 we discuss our findings, their relation to previous studies, and trace out a plan for
future studies.

2. Methodology
2.1. Data Sets
The data are obtained from the OMNI database (http://omniweb.gsfc.nasa.gov), which provides estimates of
solar wind parameters at the bow shock nose (Farris & Russell, 1994) by propagating observations performed
by several spacecraft further upstream (King & Papitashvili, 2005) as well as measures of geomagnetic
activity. We focus primarily on the AL index, which is notoriously difficult to predict Newell et al. (2007),
presumably because of inherent nonlinearities in its dynamics.

AL provides an estimate of the maximum westward electrojet intensity using 12 magnetometer stations
around the northern auroral region (Berthelier & Menvielle, 1993). Outside of substorm intervals, AL can be
thought of as a measure of convection, while during substorms the largest deviations in the horizontal com-
ponent typically originate from the substorm current wedge. By nature, AL is therefore highly asymmetric
and peaks at low values, reflecting quiet time convection effects and heavy tails associated with substorms
occurrences (Newell et al., 2007; Tanskanen et al., 2002).

2.2. Permutation Entropy
Permutation entropy was proposed by Bandt and Pompe (2002) as a complexity measure for arbitrary time
series, that is, stationary or nonstationary, deterministic or stochastic, and periodical or noisy. However, it
should be pointed that a weak form of stationary assumption is required; that is, for s < d, the probabil-
ity for xt < xt + s should not depend on t (Rosso et al., 2013). The Bandt-Pompe permutation entropy is
computed on the basis of a probability distribution quantifying the rate of occurrence of amplitude order-
ings in a time signal  (t) ≡ {xt; t = 1, … ,N} measured at N evenly spaced discrete points. Computation of
the probability is done for an embedding space of dimension d, which translates in determining patterns of
length d in the order in which they appear in the time series. (For readers not familiar with the idea of an
embedding dimension and delay we recommend the book by Ott, 2002, Section 3.8.) The d values are called
d tuples. For instance, for d = 3, a number of d!= 6 possible sequences are possible, that is, (1,2,3), (1,3,2),
(2,1,3), (2,3,1), (3,1,2), and (3,2,1). For a signal with N elements, the relative frequency of each of the pos-
sible sequences is computed for three successive values of the time series. The number of successive values
for embedding dimension d and signal of N elements consists in 1 ≤ n ≤ N − d + 1 distinct d tuples
ordered as tj, tj + 1...tj + d− 1. Similarly, for the embedding dimension chosen in our analysis, that is, d = 6, a
signal with N = 10, 000 elements has 1 ≤ n ≤ N − d + 1 = 9, 995 distinct d tuples tj, tj + 1...tj + 5, or ordi-
nal patterns. Within each d tuplet, an ordering of the amplitude is obtained as a function of the d! possible
permutations, for example, 720 permutations for d = 6. The permutation entropy is then computed for a
particular signal by computing the frequency of occurrence of each possible permutations of the amplitude
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ordering. For a set of probabilities P, of dimension d! and probability of occurrence pj ≥ 0; j = 1, 2...d!, the
permutation entropy is defined in terms of the Shannon entropy, S, as

S(P) = −
d!∑
𝑗=1

p𝑗 log(p𝑗). (1)

In the following we use the normalized Shannon entropy, H, defined as

H(P) = S(P)∕ log(d!) = S(P)∕Pe, (2)

and the Shannon entropy per symbol, hn, defined as

hn(P) =
S(P)
d − 1

. (3)

The denominator in the equation of H(P) is the maximum Shannon entropy obtained when all states have
equal probabilities; that is, pj = 1∕d!; ∀j and this maximum probability is here denoted as Pe. The funda-
mental underlying idea behind the Bandt-Pompe permutation entropy is that some ordinal patterns may be
forbidden, whereas others may be favored, making the information content less random than in stochas-
tic systems. In theory, one might therefore be able to differentiate stochastic and deterministic fluctuations
through the use of the permutation entropy.

However, as with all mathematical tools, one has to be aware of the advantages and limitations. In terms
of advantages, the permutation entropy incorporates temporal order and is computationally very fast (Riedl
et al., 2013). Additionally, it is invariant under any monotonic transformation of the time series; for example,
scaling the data has no effect on the resulting distribution of permutation patterns. A consequence of the
latter property is that the permutation entropy does not preserve information of the amplitude in the ordinal
patterns. But more importantly, finite time series constrain the choice of the embedding dimension d. Since
the number of possible amplitude permutations increases rapidly as d!, the value of d must be chosen such
that N ≫ d!; that is, the number of points in our time series must be sufficiently large for us to sample the
relative distribution of each d! permutations. In our case, we use d = 6 for time series with N = 43, 200
points, corresponding to 30 days of 1-min sampling. The maximum embedded delay corresponds to 𝜏 =
600 min, and the minimum number of segments corresponds to N − (d − 1)𝜏 > 40, 000. (Applying our
analysis to delays ranging from days to months none of the conclusions presented hereafter were modified.
However, it was not possible to test the methodology for time scales ranging from years to solar cycle periods
due to data gaps.) Hence, we use more than 40,000 segments to distinguish the frequency of d! = 720
patterns. Consequently, for a given collection of d tuplets, the size in time of the structures, or patterns,
investigated is dΔt, where Δt is the sampling time. In order to study structures with size dΔt ≥ 10, it is often
not practically possible to increase the embedding dimension beyond d = 7 since 8! = 40, 320 and one must
keep in mind the requirement that N ≫ d!. In case of auroral indices, setting an embedding dimension of 8
would require a time series of length N > 4·106 and corresponding to 280 days of 1-min sampled data. Large
structures can nonetheless still be investigated by adding an additional parameter 𝜏 to subsample the time
series. In the subsampled signal the interval between successive data point is d𝜏 rather Δt. This technique
naturally reduces the Nyquist frequency and the number of points to N∕𝜏 but preserves the total time of
the signal (Maggs & Morales, 2013; Weck et al., 2015). For an embedding dimension d > 2 and embedded
delay 𝜏, a time series with N points contains N − (d − 1)𝜏 segments upon which the d! permutations are
computed. Once again, one needs to be very careful in selecting a sufficiently large number of points to make
sure that all possible permutations can be accounted for. If one only has 1,000 segments available to sample
the relative occurrence of 720 permutations, it is highly unlikely that even if the time series is stochastic,
all possible permutations would be appropriately sampled. One might therefore conclude, incorrectly, that
some patterns are forbidden and that the resulting entropy might be indicative of a deterministic time series.
The time series length must be sufficiently large in order for all permutation patterns to be measured and
thereby confirm the deterministic properties of the time series. This last constraint is particularly important
when studying colored noise with very long autocorrelation times (Takalo et al., 1994). The permutation
entropy analysis can be rendered useless if N is not sufficiently large, and one is therefore forced to seek
alternative approaches to differentiate stochastic from deterministic fluctuations.
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Figure 1. Top two panels show AL and 𝛿AL = ALi + 1 − ALi time series for an interval of 4 months spanning 1
January to 30 April 2009. The panels with blue traces show time series for the Lorenz attractor with parameters
a = 10, b = 8∕3, and c = 28. The bottom panel shows an example of fractional Brownian motion with Hurst
exponent hu = 0.8.

2.3. Jensen-Shannon Complexity
A solution to supersede this last limitation of the permutation entropy and a means to distinguish between
long correlated noise and deterministic time series was outlined by Rosso et al. (2007). Using Shannon's
formulation of entropy for ordinal patterns and the Jensen-Shannon complexity as a measure of statistical
complexity, Rosso et al. (2007) have shown that despite common properties (wideband power spectrum,
irregular behavior of measured signals) it is after all possible to distinguish between stochastic and chaotic
signals from their location in terms of an entropy-complexity plane. Hence, Rosso et al. (2007) combine the
complexity measure of Bandt and Pompe and the Jensen-Shannon complexity, here defined as

CS
J = D(P) × H(P) = −2

S( P+Pe
2

) − 1
2

S(P) − 1
2

S(Pe)
d!+1

d!
log(d! + 1) − 2 log(2d!) + log(d!)

H(P). (4)

This complexity measure is the product of the normalized Shannon entropy, H(P), and the Jensen
divergence:

D(P) = S
(

P + Pe

2

)
− 1

2
S(P) − 1

2
S(Pe), (5)

hence the Jensen-Shannon denomination. The argument in the denominator serves as normalization con-
stant for the Jensen divergence. The divergence can be interpreted as the distance between our distribution
of ordinal patterns and the distribution that maximizes the Shannon distribution, that is, Pe defined above. It
is easy to see that it takes the value of 0 when P = Pe, that is, when all ordinal patterns are equally likely the
Jensen-Shannon complexity is 0. Built from the square of the Shannon entropy, it has a parabolic shape when
plotted against the permutation entropy, but more crucially, the Jensen-Shannon complexity can hold multi-
ple values for a fixed Shannon entropy. It is this particular property that allows one to distinguish stochastic
noise with long autocorrelation times to deterministic and chaotic fluctuations. Thus, a fixed entropy value
maps into a range of Jensen-Shannon complexity values and one can differentiate between regimes that are
highly deterministic or highly stochastic and everything in-between. For more details on the permutation
entropy and Jensen-Shannon complexity we refer to the reviews of Riedl et al. (2013) and Zanin et al. (2012).

3. Results
3.1. Choice of Chaotic and Stochastic Time Series
In this study we benchmark our results for geomagnetic indices with the Lorenz chaotic attractor (Ott, 2002):

OSMANE ET AL. 2544



Journal of Geophysical Research: Space Physics 10.1029/2018JA026248

Figure 2. Permutation entropy as a function embedded delay 𝜏 and
parametrized for embedding dimension 3 ≤ d ≤ 7 for fractional Brownian
motion with Hurst exponent H = 0.75 (top panel), the Lorenz attractor
(center panel), and AL (bottom panel).

.
X = a(Y − X);

.
Y = X(c − Z) − Y ;

.
Z = XY − bZ, (6)

and fractional Brown motion (fBm) with Hurst exponent hu ∈ [0.01, 1]
(Mandelbrot & Van Ness, 1968). We note that the choice of the Lorenz
attractor rather than other well-known chaotic dynamical systems has no
effect on our results. The reader can find a longer list of chaotic maps plot-
ted in the complexity-entropy plane in reports by Rosso et al. (2007) and
Maggs and Morales (2013) showing a clear demarcation between stochas-
tic and chaotic time series. The parameters for the Lorenz attractor are
a = 10, b = 8∕3, c = 28. Figure 1 (top two panels) shows the time
series for AL in black, and 𝛿AL = ALj + 1 − ALj in magenta for 4-month
time interval. Time series for the Lorenz strange attractor used for this
study are shown as blue traces in Figure 1, and an example for the fBm
with Hurst exponent hu = 0.8 is shown on the bottom right panel of
Figure 1 in red. The fBm is stochastic but can nonetheless be structured
and contains trends (either persistent or antipersistent) and is used as the
boundary delimiting stochastic and chaotic time series.

3.2. Permutation Entropy Analysis
In Figure 2, we plot the permutation entropy per symbol, hn, for a stochas-
tic, a chaotic and the AL time series as a function of embedded delay 𝜏

and embedded dimension 3 ≤ d ≤ 7. Fractional Brownian motion with
Hurst exponent of 0.75 is on the top panel. As with very other stochas-
tic time series the permutation entropy is approximately constant across
various 𝜏 and d. The small increase in the entropy is due to the fact that
our choice of stochastic process has long autocorrelation times. Thus, for
very long time delays, patterns become marginally more decorrelated.

In contrast, the center panel for the chaotic Lorenz attractor shows a min-
imum permutation entropy for 𝜏 = 1. The permutation entropy then
increases linearly with 𝜏, until for sufficiently large delay of 𝜏 > 15 the
patterns become decorrelated. We also notice from the Lorenz attractor
panel that for 𝜏 < 10 the curves for d = 7 and d = 6 overlap. Hence,
embedded dimension d = 6 is sufficient to track all the possible permuta-
tions for the Lorenz attractor. Or, put differently, increasing the embedded
dimension to d > 6 does not provide more information about the com-
plexity of the time series. Increasing the embedding dimension increases
the range of patterns that are sampled in the time series. Thus, the result
plotted for the Lorenz attractor is not surprising, since according to the
well-known Takens' theorem (Ott, 2002), the embedded dimension must
scale as d = 2dS + 1 where dS is the dimension of the strange attractor,
which is well known to be between 2.03 and 2.06.

It is clear that the profile for AL, in the bottom panel, resembles the
stochastic fractional Brownian motion with persistent increments. How-
ever, the absence of overlap for the various curves, as seen for the Lorenz

attractor, does not necessarily imply that AL is stochastic. Instead, it could indicate that a higher embed-
ded dimension, that is, d > 7, is needed to samples all the patterns (Rosso et al., 2013). However, it is not
always possible to pick d > 7, and we resort to the methodology of Rosso et al. (2007) to determine possible
differences between AL and stochastic fluctuations.

3.3. Jensen-Shannon Complexity Plane
Before making use of the complexity-entropy plane, we first present the Jensen-Shannon complexity mea-
sure for AL as a function of embedded dimension and delay. The results are shown in Figure 3. The
Jensen-Shannon complexity is computed against the embedded delay 𝜏 on the abscissa for all 12 months of
the year 2010. The color represents the embedding dimension ranging between 3 and 6 with the same legend
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Figure 3. Jensen-Shannon complexity versus embedded delay 𝜏 for all 12 months of 2010 of AL values. The legend for
the color is the same as in Figure 2. The embedded delay 𝜏 has units of minutes, and the dashed vertical lines indicate
the 60- and 240-min marks.

as in Figure 2. Note that the complexity decreases for growing embedded delay. Hence, ordinal patterns are
more correlated on small time scales (𝜏 < 1 hr) and become decorrelated for 𝜏 > 200–240 min. Since the
embedding dimension of AL is high, the complexity curves for d = 6 and d = 5 highlights local maximum
and minimum that are missed by the d = 4 and d = 3 curve. For all months except May, June, July and
November, we notice an enhancement in the complexity for 14 < 𝜏 < 40 and d = 6 after the initial mono-
tonic decrease in complexity. A local maximum in complexity is particularly pronounced for the months of
August and September. This indication of the presence of correlational structures with time scales ranging
between 10 and 40 min is not a new result (Osmane et al., 2015) and will be discussed in the next section.

In Figure 4, we plot the complexity-entropy plane for d = 6, with minimum and maximum
complexity-entropy curves in blue. The complexity-entropy points for fBm are plotted in red circles for 𝜏 = 1
and Hurst exponents ranging between 0.01 and 1 by steps of 0.01. The points for fBm indicate a limit between
stochastic and structured time series. The complexity-entropy values for the chaotic attractor are computed
and plotted for the variable X , for d = 6 and 𝜏 = [1 − 10]. The complexity values for the Lorentz attractor
(cyan squares) have the smallest entropy for 𝜏 = 1 and the largest for 𝜏 = 60. We clearly see from Figure 4
that the complexity-entropy values for the Lorenz chaotic orbits skim the maximum curve; that is, for large
entropies, the orbits of a chaotic attractor have large complexity values.

Figure 4. Complexity-entropy plane for AL (black dots), 𝛿AL (magenta dots), the Lorentz strange attractor (cyan
squares), and fractional Brownian motion (red dash) on the left panel with a zoom in the low complexity high entropy
part on the right panel. The blue curves represent the minimum and maximum entropy-complexity curve for an
embedded parameter d = 6. The permutation entropy and Jensen-Shannon complexity values for AL and 𝛿AL are
computed for 4 ≤ 𝜏 ≤ 600 min. The complexity values for AL reside along those for fractional-Brownian motion of
Hurst exponents less than 0.5.
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Figure 5. Jensen-Shannon complexity versus embedded delay 𝜏 for all 12 months of 2010 of AE values. The legend for
the color is the same as in Figure 2.

Similarly, we plot on the same figure the complexity-entropy curve for both AL (black stars) and
𝛿AL =diff(AL) (magenta dots) for d = 6 and time delay values ranging between 𝜏 = 4 and 𝜏 = 600 min by
increments of 2 min. The lowest entropy values for AL and 𝛿AL are computed for 𝜏 = 4, while the larger
entropy values are for large 𝜏 > 500. Figure 4 indicates that complexity-entropy values of AL overlap the
fBm values for all subsampling parameters 𝜏. As we increase 𝜏, the entropy for AL increases, and the time
series becomes indistinguishable from fractional Brownian motion with antipersistent increments, that is,
with Hurst exponents less than 0.5.

It is natural to ask if the observed characterization of AL structures ranging between a few minutes to sev-
eral hours is shared by other auroral current indices. In Figures 5 and 6, we show the dependence of the
Jensen-Shannon complexity for all 12 months of 2010 for AE and AU, respectively. The range of parameters
d, 𝜏 and the legend are the same as in Figure 3. Once again, the complexity value is relatively small for both
indices. It peaks at low 𝜏 and decays for large 𝜏 values. Similarly to AL, we note that AE also experiences a
local maximum in complexity values for embedded delay ranging between 𝜏 ≃ 10 and 𝜏 ≃ 50, albeit more
pronounced and for different months (with the most obvious month being April). The complexity for AU on

Figure 6. Jensen-Shannon complexity versus embedded delay 𝜏 for all 12 months of 2010 of AU values. The legend for
the color is the same as in Figure 2.
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Figure 7. Complexity-entropy plane for AL (blue stars), AU (magenta lozenge), AE (black circles), and fractional
Brownian motion (red dots) and d = 6. The lowest entropy values are computed for 𝜏 = 4 min, while the larger
entropy values are for 𝜏 = 600 min. The complexity values for all three auroral geomagnetic indices reside along those
for fractional-Brownian motion with Hurst exponents less than one half.

the other hand experiences local maximum for embedded delay ranging between 𝜏 ≃ 30 and 𝜏 ≃ 200 min,
with the notable exception of June, July, and November where the complexity monotonically decreases until
𝜏 ≃ 200 and plateau at very low values thereafter. In Figure 7 we have reproduced the complexity-entropy
plane for AL (blue stars) and fBm (red dots) and complemented it with values for AE (black circles) and AU
(magenta lozenges) across the month of August 2010. Similarly as for AL, AU, and AE are highly stochastic
across time scales ranging between a few minutes to 10 hr. We note that the same conclusion are equally
valid for any other set of months (not shown).

4. Discussion and Conclusion
Using the permutation entropy developed by Bandt and Pompe (2002) and the complexity-entropy plane
methodology developed by Rosso et al. (2007), we have demonstrated that geomagnetic indices have larger
complexity (structures) and lower entropy (uncertainty) on small time scales of 𝜏 < 10 than on time scales
of 𝜏 > 10 min. Nonetheless, auroral geomagnetic indices are indistinguishable from stochastic processes,
overlapping with fractional Brownian processes on time scales ranging between a few minutes to 10 hr. Our
results are therefore inconsistent with earlier studies of Baker et al. (1990), Pavlos et al. (1992), D. Roberts et al.
(1991), D. A. Roberts (1991), and Vassiliadis et al. (1990, 1991) indicating that low-dimensional dynamical
systems with chaotic properties might arise in geomagnetic current patterns.

In a similar study, Consolini and De Michelis (2014) also use permutation entropy as a measure of complex-
ity to study the statistical properties of SYM-H time series spanning the period of January 2000 to December
2004. In their study, Consolini and De Michelis (2014) showed that permutation entropy computed on mov-
ing time windows was capable of capturing the rapid and local dynamical changes of SYM-H. During storms,
intermittency and the nonstationary nature of the fluctuations of SYM-H was shown to correlate with lower
permutation entropy and higher complexity during quiet times. This result is consistent with Figures 4 and 7
showing that for lower 𝜏 values, structures in auroral currents have higher complexity and lower entropy.

Following the work of Balasis et al. (2006), Consolini et al. (2013), and Osmane et al. (2015), our study also
provides additional means to characterize large-scale and small-scale fluctuations originating in different
physical processes. In a statistical study covering 17 years of OMNI data, Osmane et al. (2015) showed that
probability distribution functions of AL responded in a nontrivial yet coherent fashion to various solar wind
properties and ultralow frequency fluctuation amplitudes. For strongly southward interplanetary magnetic
field (IMF), the AL distribution was characterized by a decrease of the skewness, a shift of the peak from
−30 to −200 nT and a broadening of the distribution core. During northward IMF, the distribution in AL
was instead characterized by a large reduction in the standard deviation and weight in the tail. Despite the
different responses of the distribution function of AL for northward and southward IMF, the non-Gaussian
changes were all occurring on time scales ranging between 10 and 40 min, similarly to the larger complexity
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structures observed in AL and AE on comparable time scales (i.e., comparable 𝜏 values) and associated with
intermittent fluctuations. In Osmane et al. (2015), the authors argued that the non-Gaussian properties in
the Probability distribution function (Pdf) of AL occurring on time scales of the order of 𝜏 ∼ 10–20 min
could be driven in part by viscous processes (Axford & Hines, 1961), such as Kelvin-Helmholtz instability
(Nykyri & Otto, 2001) and kinetic Alfven waves (Johnson & Cheng, 1997, 2001).

Whereas the mapping of auroral indices into the complexity-entropy plane was done independently of solar
wind properties, follow-up studies could combine the methodology described in Osmane et al. (2015), and
the one presented here to distinguish coherent geomagnetic responses to upstream solar wind conditions
from internal magnetospheric dynamic processes. Future studies will be extended to other geomagnetic
indices and focus particularly on different solar wind driving conditions that might explain the enhancement
in complexity on small time scales of 𝜏 < 40 min. Of particular interest, delineating storms in terms of
solar wind conditions and statistics might indicate the contribution of magnetospheric dynamics in the
triggering of storm activity and the nature of the nonlinear driving on time scales of minutes where viscous
processes take place (Axford & Hines, 1961; Chaston et al., 2007; Freeman et al., 1968; Johnson & Cheng,
1997, 2001; Hasegawa et al., 2004, 2006; Lee et al., 1994; Nykyri & Otto, 2001; Nykyri et al., 2006), to hours
where geomagnetic storms unfold (Pulkkinen, 2007).

Finally, it should be kept in mind that auroral geomagnetic indices do not necessarily account for the detailed
spatial variations of the magnetic field. For instance, as the auroral electrojet expands in large storms,
high-latitude observatories at which AE is derived experience lower magnetic field variations. Addition-
ally, auroral geomagnetic indices cannot capture the complexity of the wider magnetospheric system since
they are constructed as a multidimensional mapping of several observatories and reduced to a single proxy
parameter. In the case of AL, it serves as a proxy for the energy transmitted into the ionosphere. We can
therefore not exclude the possibility that spatial and/or temporal variations associated with various magne-
tospheric processes could be modeled in terms of a deterministic set of equations, albeit one that is not as
low-dimensional as previous authors suggested. Rather, our analysis provides an answer to a much narrower
question: Can we model fluctuations in auroral geomagnetic indices as low-dimensional chaotic attractors
and consequently reduce a system a priori composed of a very large number degrees of freedom to one with
a few degrees of freedom? Though our answer is undoubtedly in the negative, our analysis does not preclude
the existence of a high-dimensional chaotic systems or one based on SOC models (Sharma et al., 2016).
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