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Purpose: Cherenkov emission (CE) is ubiquitous in external radiotherapy. It is also unique in that

it carries the promise of 3D micrometer-resolution perturbation-free in-water dosimetry with a beam

quality-independent detector response calibration. Our aim is to bring CE-based dosimetry into the

clinic and we motivate this here with electron beams. We Monte Carlo-calculate and characterize15

broad-beam CE-to-dose conversion factors in water for a clinically representative library of electron

beam qualities, address beam quality speci�cation and reference depth selection, and develop a

preliminary uncertainty budget based on our Monte Carlo results and relative experimental work of

a companion study (Paper I).

Methods: Broad electron beam CE-to-dose conversion factors kθ±δθ

C
include CE generated at polar20

angles θ ± δθ on beam axis in water. With modi�cations to the EGSnrc code SPRRZnrc, kθ±δθ

C

factors are calculated for a total of 20 electron beam qualities from 4 BEAMnrc models (Varian

Clinac 2100C/D, Clinac 21EX, TrueBeam, and Elekta Precise). We examine beam quality, depth,

and detection angle dependence for θ ± δθ = 90◦
± 90◦ (4π detection), 90◦

± 5◦, 45◦
± 45◦, and

90◦
±45◦. As discussed in Paper I, 4π detection o�ers the strongest CE-dose correlation and θ = 90◦

25

with small δθ is most practical. The two additional con�gurations are considered as a compromise

between these two extremes. We address beam quality speci�cation and reference depth selection

in terms of the electron beam quality speci�er R50, obtained from the depth of 50% CE C50, and

derive a best-case uncertainty budget for the CE-based dosimetry formalism proposed in Paper I at

each detection con�guration.30

Results: The kθ±δθ

C
factor was demonstrated to capture variations in the beam spectrum, angle,

photon contamination, and electron �uence below the CE threshold (∼260 keV in the visible) in

accordance with theory. The root-mean-square deviation and maximum deviation of a second-order

polynomial �t of simulated R50 values in terms of C50 were 0.05 mm and 0.11 mm at 4π and 0.20 mm

and 0.33 mm at 90◦
±5◦ detection, respectively. The �t performance on experimental data in Paper35

I was in agreement with these values within experimental uncertainties (±1.5mm, 95% CI). A two-

term power function �t of kθ±δθ

C
in terms of R50 at a reference depth dref = aR50 +b resulted in total

dref -dependent dose uncertainty contribution estimate of 0.8% and 1.1% and preliminary best-case

estimate of the combined standard dose uncertainty of 1.1% and 1.3% at 4π and 90◦
± 5◦ detection,

respectively. The results and corresponding uncertainties with the two intermediate apertures were40
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generally of the same order as the 4π case. In addition, a theoretically consistent downstream

shift of the PDC by the di�erence between R50 and C50 improved the depth dependence of the 4π

conversion by an order of magnitude (±2.8%). Therefore, a large aperture centered on a θ value

between 45◦ and 90◦ combined with a downstream PDC shift may be recommended for beam-axis

CE-based electron beam dosimetry in water.45

Conclusions: By delivering R50-based CE-to-dose conversion data and demonstrating the potential

for dosimetric uncertainty on the order of 1%, we bring CE-based electron beam dosimetry closer

to clinical realization.

∗ yana.zlateva@mail.mcgill.ca; http://www.mcgill.ca/medphys/
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I. INTRODUCTION

Detection of Cherenkov emission (CE)[1�3] from external radiotherapy beams is a promising tool for high-resolution50

perturbation-free 3D dosimetry in water.[4�6] It is unique in comparison to current dosimetry techniques in that

it is based on in-water CE detection with an out-of-�eld detector system of potential resolution of the order of

micrometers.[7, 8] In recent years, extensive research into CE-based in-water dosimetry of external radiotherapy

beams has been ongoing,[9�12] and yet CE-based dosimetry has not reached the clinic. There is a need for an

established CE-based dosimetry system and protocol and for CE-to-dose conversion datasets.55

This work is presented in two manuscripts. In a companion study (referred to as Paper I here),[6] we take steps

towards this goal by outlining a potential broad-beam central-axis CE-based dosimetry formalism, designing and

testing the Monte Carlo code for calculating CE-to-dose conversion factors, and validating the code through a relative

experimental study with a simple detector. As discussed in Paper I, detector development requires a small sensitive

volume at a distance from the optics, which will involve a considerable amount of resources and further investigation60

and may employ optical sectioning[8] or tomographic techniques. The clinical endpoint, e.g., absolute versus relative

and large versus small �eld CE-based dosimetry, as well as MR-linac applications, is a related issue as it calls for

detector design and characterization. We motivate these e�orts by �rst considering the absolute beam-axis CE-to-dose

conversion for a broad-beam geometry in water. In this paper (Paper II), we conduct Monte Carlo calculations and

characterize broad-beam CE-to-dose conversion factors in water for a clinically representative library of electron beam65

qualities.

In the literature, broad-beam CE detection in water has involved 2D projection imaging,[9, 11] as well as tomographic

reconstruction from 2D projections acquired at 90◦ to a 6 MV photon beam by rotating the collimator.[10] In the

experimental validation setup of Paper I,[6] we use instead a pair of plano-convex lenses with apertures focused on

beam axis and feeding into a single long multimode �ber optic cable, leading to a spectrometer outside of the treatment70

room. This is motivated by the fact that it is a simple detector, allowing for a more direct comparison with Monte

Carlo, it circumvents image distortion, vignetting,[11] and depth-dependent acceptance angles,[9] and it eliminates

scatter radiation noise.[11] This setup can be extended to 2D or 3D by means of focal spot scanning or by use of lens

and �ber arrays in combination with a multi-channel spectrometer.

The formalism considered in Paper I[6] relates the absorbed dose to water, D, on the central axis in a beam of75

quality Q, under reference conditions, to a measured CE reading, M , corrected to reference conditions, with the

following two equations:

D(Q) = M N kθ±δθ
C (Q) , (1)

M = Mraw(SSD, x, y, z, FS)PT . (1a)

The raw reading, Mraw, is background-subtracted and corrected to the reference conditions of SSD, point of measure-

ment, �eld size, FS, and temperature, T , for which the calibration, N , and the CE-to-dose conversion, kθ±δθ
C , apply.80

The kθ±δθ
C factor includes only and all CE generated at polar angles in the range θ±δθ relative to the beam direction.

Azimuthal integration is implied or alternatively the azimuthal component of the detection optics angular aperture

(i.e., acceptance angle) can be included in the calibration, N . The setup and involved quantities are described in
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detail in Paper I with angles de�ned in Figure 2 of Paper I.[6] The temperature correction factor, PT, is discussed in

Section IV. In contrast to ionization-based dosimetry, which involves measurements in a gas, pressure and humidity85

are not relevant in CE-based dosimetry in water.

Motivated by the experimental validation of Paper I,[6] in this work we conduct Monte Carlo calculations and

characterize the kC factor for a library of validated electron beam models representative of clinical beams and we

investigate the optimal detection con�guration. We then address beam quality speci�cation and evaluate an optimal

reference depth, where the CE-based dose measurement uncertainty is minimized for electron beams, in terms of90

the beam quality speci�er R50. Finally, based on our Monte Carlo and relative experimental results, we estimate a

potential uncertainty budget for the proposed CE-based dosimetry formalism.

II. MATERIALS AND METHODS

The envisioned setup for the purpose of CE-based dosimetry at θ±δθ detection on beam axis in water, using optical

sectioning or tomographic techniques, as well as the experimental validation setup and performance are discussed in95

Paper I.[6]

A. BEAMnrc models and parameters

A clinically representative library of electron beams was simulated with the BEAMnrc code[13, 14] of the particle

transport simulation package EGSnrc.[15, 16] BEAMnrc models include a Varian Clinac 2100C/D at Karolinska

University Hospital in Sweden (downloaded from the IAEA phase-space database),[17] Varian Clinac 21EX at the100

Montreal General Hospital,[18] Varian TrueBeam data provided by the vendor (Varian Medical Systems, Inc., Palo

Alto, CA),[19] and Elekta Precise at the National Research Council of Canada.[20] Twenty electron beams were

simulated with nominal energies of 4-20 MeV and 22 MeV at 10×10-cm2 and 20×20-cm2 �eld size, respectively, and

at SSD of 100 cm.[21] This list of models, summarized in Table I, accounts for variations in machine types and

manufacturers, encompassing most of the relevant clinical electron beams. The value of the depth of 50% dose, R50,105

in Table I was estimated from a linear interpolation of the simulated percent-depth dose (PDD) in water.

B. SPRRZnrc modi�cations and parameters

CE-to-dose conversion factors kθ±δθ
C are calculated in water with a modi�ed version[22] of the SPRRZnrc code,[23]

adapted for this purpose as described in Paper I.[6] The Spencer-Attix cut-o� ∆ for scoring the dose[24] was set to

10 keV[6] and the CE threshold for scoring CE was set to 257 keV by using a refractive index value of n = 1.34,[2]110

which corresponds to a minimum, at 475 nm, in optical absorption by water at room temperature.[25, 26]

The considered θ ± δθ, de�ned in Figure 2 of Paper I,[6] are 90◦ ± 90◦ (4π detection), 90◦ ± 5◦, 45◦ ± 45◦, and

90◦ ± 45◦. As discussed in Paper I, a 4π con�guration requires 4π detection or additional uncertainty considerations.

On the other hand, 42◦ is the CE angle of relativistic electrons in water,[3, 25] resulting in the highest signal within

a constrained angular aperture. However, it was shown in Paper I[6] that 42◦ ± δθ for small δθ is not suitable for115

CE-based dosimetry due to practical considerations for detection. Instead, we consider the extreme large aperture case
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of 45◦±45◦. As also explained in Paper I, 90◦ detection is simplest in terms of setup, allowing detector positioning in

air with conventional phantom geometries. Due to the strong depth sensitivity near the surface and the beam quality

dependence of 90◦ ± 5◦ noted in Paper I, a large aperture of 90◦ ± 45◦ is also considered in this case.

As explained in Paper I,[6] the code outputs dose per incident �uence and kθ±δθ
C as energy deposited per CE photon120

spectral density at n = 1.34 in units of MeV · eV · photon−1, from which we calculate CE photon spectral density

per mass per incident �uence. It is trivial to change the value of the refractive index or incorporate its wavelength

dependence in the code if deemed necessary. Unless otherwise speci�ed, the default EGSnrc transport parameters

were used.[16] The calculated values are therefore provisional, contingent on an investigation of the dependence on

the fractional energy loss limit per step, ESTEPE. The scoring bins were cylindrical along the beam axis with radius125

of 1 cm and length of 0.05 cm near the surface and 0.1 or 0.2 cm for depths larger than 0.5 cm and nominal energies

< 12MeV or ≥ 12MeV, respectively. A su�cient number of histories, typically of the order of 107-108 at incidence

(of the order of 1-10 CPU hours, Intel Xeon E5-2687W), was simulated to ensure a Type A dose uncertainty at dmax

within 0.3%.

III. RESULTS130

A. Beam quality e�ects

To ensure that the kθ±δθ
C factor is representative of beam quality and correctly captures beam quality and depth

variations as expected theoretically, we �rst examine the variation of the k90◦
±90◦

C factor, i.e., k4π
C , with beam quality

and depth. At δθ < 90◦, the kθ±δθ
C factor is further dependent on the CE signal anisotropy, which is also a function

of beam quality and depth, and therefore beam quality and depth e�ects are more pronounced relative to k4π
C .135

Representative Monte Carlo percent-depth dose (PDD), percent-depth CE (PDC), and k4π
C results are shown in

Figures 1 and 2. As in the work of Ding et al.[27] in the context of stopping powers for ion chamber dosimetry, the

e�ects of the beam photon contamination, electron angular spread, and electron energy spread on k4π
C are separated

for comparison as described in Table II. The �e- spectrum� data is not included in Figure 2 as it was found essentially

equivalent to the �e- only� data as discussed below. The �photons-only� data is also shown for reference in Figure 1.140

Due to the lack of CE below a certain threshold,[2] we also examined the e�ect of the CE threshold. The PDD,

PDC, and contributions to the PDD of various portions of the beam quality with energies lower than the CE threshold

are shown in Figure 3 for a 12 MeV beam. Track ends, deltas, and particles with energies below the threshold at

incidence (�incident�) were found to contribute up to 8%, 1%, and 0.5%, respectively, to the PDD with all beam

qualities studied. With the ∆ cut-o� set to a value of 10 keV,[24] well below the CE threshold of 257 keV,[2, 25] our145

calculated kθ±δθ
C factors include below-threshold dose and, as we show below in Section III C, they are uniquely de�ned

at each depth by the electron beam quality speci�er, R50, which can be obtained from Cherenkov measurements.

B. Calculated kθ±δθ

C
factors

In Figures 4 and 5 we show representative simulation results for the PDD, PDC generated in all directions (4π),

and PDC generated at polar angles of 90◦ ± 5◦, 45◦ ± 45◦, and 90◦ ± 45◦ relative to the beam axis, as well as the150
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corresponding PDD-to-PDC ratios. The latter are equivalent to CE-to-dose conversion factors, kθ±δθ
C for θ ± δθ ∈

{90◦±90◦ (4π), 90◦±5◦, 45◦±45◦, 90◦±45◦}, normalized by the ratio of dose to CE maximum. Absolute kC factors

are made available through the normalization constants provided in the legend.

C. Beam quality and reference depth speci�cation in terms of R50

Here we address beam quality speci�cation as well as the choice of a reference depth for CE-based dosimetry of155

electron beams. Because the kC factor is a function of beam quality and depth, accurate CE-based dosimetry by the

proposed method requires speci�cation of both. Based on the Monte Carlo results of this study, we propose electron

beam quality speci�cation and examine the uncertainty at a CE-based reference depth in terms of the electron beam

quality speci�er R50.[21]

At each detector con�guration, the Monte Carlo-calculated R50 values, listed in Table I, were �t as a function of160

the depth of 50% CE C50 (in units of cm), selected from a linear interpolation of the PDC, with a second order

polynomial, i.e.,

R50 = AC2
50 + BC50 + C . (2)

The �t parameters for 4π and 90◦ ± 5◦ detection are A = 0.000 395 0 cm−1, B = 1.0138, C = 0.1236 cm, and

A = −0.008 60 cm−1, B = 1.018, C = 0.053 cm, respectively. The �t root-mean-square deviation (RMSD) and165

maximum deviation are, respectively, 0.05 mm and 0.11 mm at 4π and 0.20 mm and 0.33 mm at 90◦ ± 5◦ detection.

The �t RMSD and maximum deviation of the remaining con�gurations considered in Section III B are between these

two extremes as one might expect. In addition, although exclusion of below-threshold[2] incident radiation would

be expected to decrease the R50 but not the C50, at 4π detection the di�erence between the full-beam and partial-

beam R50 was of the same order as the di�erence between the full-beam and partial-beam C50, due to the statistical170

nature of the simulations, and the performance of the full-beam �t (Equation 2) on predicting the partial-beam R50

was minimally a�ected (RMSD = 0.06 mm and maximum deviation = 0.19 mm). The 90◦ ± 5◦ �t, residuals, and

performance on the experimental data of Paper I[6] are plotted in Figure 6 as a function of C50.

In ionization-based reference dosimetry of electron beams according to AAPM's TG-51 protocol,[21] the reference

depth dref is given as a linear function of R50. This ensures that dref corresponds to dmax for low-energy beams,175

avoiding uncertainties associated with corrections related to steep dose gradients, and optimizes the correlation of the

stopping-power ratio with beam quality at dref for high-energy beams.[28]

To �nd an optimal reference depth where the CE-based dref -dependent dose uncertainty is minimized for electron

beams, based on our Monte Carlo study, the calculated kC factor, cubic spline-interpolated at various beam quality-

dependent as well as constant depths, was �t as a function of R50 (in units of cm) with an equation of the form180

kC(R50, dref) = A(R50)
B + C(R50)

D. (3)

The considered reference depths include the depth of maximum dose dmax, constant depths at 1 mm intervals, and

beam quality-dependent depths linear in R50 (in units of cm, listed in Table I), i.e.,

dref = AR50 + B . (4)
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The dref optimization aimed to minimize contributions to the relative combined standard uncertainty of the dose185

at dref from depth uncertainties due to the dose gradient, the Monte Carlo statistical uncertainty of calculated kC

factors, and the kC �t RMSD (Equation 3).

The lowest dref -dependent combined dose uncertainty contribution was achieved with a beam quality-dependent

dref according to Equation 4 and was the same as in ionization-based dosimetry, namely dref = 0.6R50 − 0.1 cm. The

�t parameters are summarized in Table III and the �t residuals for 90◦ ± 5◦ detection as well as the experimental190

performance[6] are plotted in Figure 7. The �t RMSD and maximum deviation are, respectively, 0.42% and 0.89%

at 4π and 0.78% and 2.0% at 90◦ ± 5◦ detection. The �t RMSD and maximum deviation of the remaining two large-

aperture con�gurations were of the same order as the 4π case. If the 4π PDC is shifted downstream by the di�erence

between R50 and C50 in order to improve its correlation with the PDD (see Figures 1 - 5), the RMSD and maximum

deviation decrease to 0.30% and 0.71%, respectively. As discussed below in Section V, a PDC shift may potentially195

be employed in CE-based relative electron beam dosimetry in order to improve the CE-to-dose correlation.

A �t of the relative CE-to-dose conversion, PDkC (i.e., PDD/PDC), at the proposed dref for 90◦ ± 5◦ acquisition

(see Table III) was also carried out and its accuracy and performance on predicting the experimental PDkC data are

plotted in Figure 7. In part because dref is selected to minimize the uncertainty of absolute kC factors, the PDkC �t

is less accurate, although it evidently performs well on the experimental data.[6] The larger deviations of the PDkC200

�t are also a result of the additional uncertainty contribution of the CE-to-dose maximum ratio. Furthermore, the

PDkC �t was done on the ratio of PDD on the central axis to PDC within the optics acceptance volume (described

in Paper I),[6] which varies more strongly with beam quality than central-axis PDD-to-PDC ratios.

IV. UNCERTAINTY BUDGET

In ionization-based photon beam dosimetry, an uncertainty of 1% could be achievable with the use of calibrated205

equipment and by adhering to recommended procedures.[29] To paint a quantitative picture of the uncertainty that

could potentially be achievable by CE-based dosimetry, we estimate a preliminary uncertainty budget from our Monte

Carlo and relative experimental results[6] at the optimal reference depth for electron beams (Section III C), as well as

from approximations and best-case assumptions based on the available literature. The uncertainty budget, shown in

Table IV, was evaluated according to the GUM protocol[30] from the expression for dose given in Equation 1, with210

the corrected reading expressed explicitly as in Equation 1a, and under the assumption that CE at the beam central

axis is detected with a system which has been designed to have narrow and well-characterized response centered on

the beam axis. As discussed in Paper I,[6] this could potentially be achieved via tomographic or optical sectioning

techniques[8] and is a matter of further investigation.

A. Components of uncertainty215

1. Raw measured counts, Mraw

This is the raw reading, from which has been subtracted the background acquired during irradiation and with the

optics input shielded. The Table IV value is the mean experimental robustness uncertainty contribution near dref with

This	article	is	protected	by	copyright.	All	rights	reserved

A
u
th

o
r 

M
a
n
u
s
c
ri
p
t



8

a 12 MeV TrueBeam electron beam (0.3%), which was estimated for expected setup variations in Paper I,[6] and an

additional 0.1% component is included in the 90◦ case, which arises from a 0.01◦ achievable optics angle tolerance.[6]220

2. SSD, Mraw(SSD, x, y, z, FS)

In Table IV, a best-case uncertainty component of Mraw due to the uncertainty of setting the SSD to 100 cm is

assumed to be the same as that given in the TG-51 addendum.[29] The latter was calculated from the inverse square

law.

3. Position, Mraw(SSD,x,y, z, FS)225

The positioning uncertainty contribution due to aligning the focal point of the objective at the central axis and

at dref will likely be dominated by the dref positioning uncertainty, since the dose gradient is larger along the depth

direction and relatively �at in the lateral direction. The dref positioning uncertainty is envisioned to arise from setting

the origin of the measurement system, which as in ion chamber dosimetry would constitute aligning the optical input

at the water surface (demonstrated in Paper I),[6] as well as from the uncertainty of R50 used in the calculation of230

dref according to Equation 4. The Table IV values are evaluated as the product of the maximum dose gradient over

all beam qualities studied normalized to local dose at dref and a combined dref uncertainty, which is based on a 0.5

mm uncertainty estimate of aligning the optics at the surface[29] as well as the 0.5 mm maximum error of our R50

measurements (see Figure 6).[6] Note that the di�erence between the two detection con�gurations is of a statistical

nature. For dose measurements at R50, where the dose gradient is largest, the positioning uncertainty component due235

to a 0.5 mm R50 uncertainty is of the order of 10%. Therefore, it is imperative that single-depth dose measurements

are performed at a position of low dose gradient.

4. Field size, Mraw(SSD, x, y, z,FS)

This is the uncertainty in Mraw due to the uncertainty in setting the �eld size to 10×10 cm2 or 20×20 cm2 (see

Section IIA) and is evaluated as the product of typical values for the relative change in dose with �eld size and the240

�eld size uncertainty. Values for photon beams are provided by McEwen et al. (2014).[29] For electron beams, a

similar variation with �eld size of approximately 1%/cm at R50 is typical[31] and is assumed in Table IV together

with a �eld size uncertainty of 1 mm.

5. Temperature correction, PT

This is the correction to the reading due to deviations of the water temperature from the reference temperature245

for which kC(Q) values are calculated. The dominant e�ect is anticipated to be due to the variation of the index of

refraction n with temperature (0.03%-0.04% increase from 19 ◦C to 24 ◦C at 200-1000 nm wavelengths, respectively)[25]

and the corresponding variation in M due to its dependence on n.[2] From the Frank-Tamm equation,[2] or equivalently
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from the CE power de�ned in Equation 1c of Paper I,[6] the contribution to PT due solely to the CE signal variation

with n can be expressed as250

PT =
1 − 1

n(T0)2
1

β2

1 − 1
n(T )2

1
β2

, (5)

where T0 is the reference temperature, T is the water temperature at the time of measurement, β is the charged

particle velocity normalized to the speed of light in vacuum, and the two averaged terms are over the CE acquisition

bandwidth and the charged particle �uence spectrum, respectively. For variations on the order of a few degrees near

room temperature and acquisition bandwidth of 200 nm to 1000 nm, PT corresponds to corrections of 0.07% to 0.1%,255

respectively, for relativistic electrons and 0.04% for electron energies near the CE threshold.[25] In addition, the CE

angle variation[3] due to variations of a few degrees at room temperature and for the same wavelength range is at

most 0.02◦ for relativistic electrons. If taken into account, the uncertainty of this correction will be evaluated from

the uncertainty of n. If ignored due to its small magnitude (i.e., setting PT = 1.000), a Type B uncertainty can be

assigned based on its magnitude. The Table IV value is based on a rectangular distribution on a 0.1% correction.260

6. Calibration, N

The speci�cs of the calibration procedure and corresponding uncertainty require detector development and char-

acterization via optical design and are therefore a matter of further investigation. Here we estimate a provisional

calibration uncertainty by considering that the entire detection system is calibrated in the clinic with a calibration

light source traceable to a primary standards lab. The uncertainty of the calibration coe�cient N then arises from265

the uncertainty of the light source calibration and the transfer of the calibration to the optical detector system. The

standard uncertainty (k = 1) of the primary luminous intensity scale of the National Research Council, Canada, is

0.5%. For lack of a better approximation at this stage, we assume a transfer uncertainty of the same order, which

leads to a combined provisional estimate of 0.7% in Table IV. This is potentially the largest source of uncertainty of

our proposed method.270

7. Calibration stability, N stability

The stability of the calibration will depend on the stability of the calibration light source if the system is calibrated

at the time of measurement, or on the stability of the optical detector system if it is calibrated in advance. The

corresponding stability in either case is dependent on the particular light source or detector used and must be

monitored by the user. The Table IV value corresponds to the light ripple speci�cation of calibrated light sources275

supplied by Newport Corporation.

8. CE-to-dose conversion, kC

This component is due to the relative combined standard uncertainty of the Monte Carlo-calculated kC(Q) values.

Its complete evaluation is a matter of further investigation and would include the statistical uncertainty of the
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calculated values, uncertainty of the index of refraction, uncertainty of the approximations used in EGSnrc, and280

uncertainties in the interaction cross sections used in the simulation. The overall Type B uncertainty can be estimated

by looking at the di�erence between calculation and measurement. Table IV values are based on a rectangular

distribution on the maximum di�erence (over all beam qualities studied) between simulated and experimental relative

kC factors (0.3%, although a conservative estimate was made of 0.5%), as well as the RMSD Monte Carlo statistical

uncertainty of simulated kC factors (0.07% and 0.3% for 4π and 90◦ ± 5◦ detection, respectively) and the Type A285

uncertainty of relative kC measurements with 2◦ angular aperture (0.5%) at dref .[6]

9. kC assignment

The uncertainty due to the assignment of the kC(Q) factor at dref includes contributions from the beam quality

speci�er Q and interpolation of the kC(Q) data to the measured Q. The latter may constitute the variation of

kC(Q) with Q in the case of interpolation from neighboring data points or the data �t uncertainty if a �t is used for290

interpolation. Because this value depends on the beam quality and the chosen method of interpolation, it must be

determined by the user. Table IV values are based on the RMSD of the kC(R50) �t (Equation 3) and the uncertainty

of the assigned kC(R50) value due to the RMSD of the R50(C50) �t (Equation 2).

10. Linac stability

This component accounts for the short-term repeatability of the machine output for a �xed measure of the beam-on295

time. The value in Table IV is that reported by McEwen et al.[29] based on a review of the literature on the stability

of modern linacs.

B. Combined dose uncertainty

Our baseline estimate of the combined standard uncertainty of D(Q), based on the stated assumptions, approxima-

tions, and assuming that all components are uncorrelated, is on the order of 1%. As in the case of ionization-based300

dosimetry, determining the achievable level of uncertainty with CE-based dosimetry will require a great deal of re-

search e�ort and collaboration.[29] Here we provide a starting point by calculating an approximate ballpark of the

achievable uncertainty from our Monte Carlo and relative experimental results with a simple detector design[6] as

well as from best-case assumptions and approximations based on the available literature.

V. DISCUSSION305

With the aim of bringing CE-based dosimetry of external radiotherapy beams to routine clinical use, we have

Monte Carlo-calculated provisional electron beam CE-to-dose conversion factors, kθ±δθ
C , for a clinically representative

library of beam qualities to be used with the formalism presented in the companion Paper I, which also provides

supportive experimental results.[6] The simulations presented here are validated through the relative experimental

study of Paper I. In Section III C, we address beam quality speci�cation as well as the choice of a reference depth310
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for CE-based dosimetry of electron beams. In Section IV, based on the Monte Carlo and experimental results of the

current study and accompanying Paper I, we then estimate a best-case preliminary uncertainty budget for CE-based

dose measurement at a representative clinically-relevant reference depth.

The ratio of stopping power to CE power[6] in water is ∼10% greater for 1 MeV electrons compared to 20 MeV

electrons. That is, the 4π CE-to-dose ratio of electron beams decreases with electron energy and increases with315

depth. We �rst take a look at the depth dependence of the full beam CE generated within a 4π solid angle and

the corresponding dose-to-CE conversion in Section IIIA. For any poly- or mono-energetic electron beam in the

therapeutic energy range, we have observed that the PDC is upstream of the PDD (see Figures 1 and 2) due to

the lack of CE contribution from the portion of the charged particle �uence spectrum lower than the CE threshold

(260 keV in water at 500 nm).[2, 25] This e�ect was also observed and brie�y discussed in a previous study.[12] The320

upstream shift is equal to the projected distance along the depth direction over which charged particles lose 260 keV.

The discrepancy is more pronounced near the surface because of smaller mean scattering angles and therefore longer

charged particle projected ranges. For high-energy charged particles, this distance is in the range of 1-2 mm at

larger depths.[32] Since at high energies stopping power and CE power are both only weakly dependent on energy,

dose deposition and CE generation by high-energy beams are mainly determined by the total �uence and less by the325

spectral distribution of the �uence. The total �uence generating CE, i.e., with energy > 260 keV, is the same as the

total �uence depositing dose downstream at a distance of 1-2 mm at high energies. Quantitatively, for electrons of

energy E, mass restricted stopping power L(E), and energy loss Ethr = 260 keV, the CSDA approximation of this

distance is −
∫ E−Ethr

E
dE′/L(E′) ≈ Ethr/L(E), which is 1.1-2.2 mm for E > 300 keV and cut-o� energy ∆= 1-100 keV

in water.[32]330

We now turn our attention to beam quality e�ects on k4π
C , which were evaluated as illustrated in Table II. Although

lower-energy electrons are scattered at larger angles and are therefore expected to increase k4π
C near the surface,

angular spread appears to have a minimal e�ect on k4π
C , as seen by the small di�erence between the �e- only� and �e-

spectrum� curves (≤∼0.2% of �full beam� at dmax) in Figure 1. For this reason, the �e- spectrum� curve was excluded

from Figure 2. In addition, since high-energy radiation is more deeply penetrating, a low-energy component of the335

beam spectrum increases k4π
C at shallow depths and a high-energy component decreases k4π

C at large depths. Therefore,

the �full beam� k4π
C exhibits less variation with depth than the corresponding �mono-energetic� k4π

C due both to the

energy spread of photon contamination (�full beam� versus �e- only� in Figures 1 and 2) and the electron energy

spread (�e- spectrum� or �e- only� versus �mono-energetic�). For the lowest-energy beams (Figure 2), the electron

energy spread has the largest e�ect on k4π
C in the build-up and at dmax (≤∼0.8% of �full beam�), giving way to the340

e�ect of photon contamination (≤∼3% of �full beam� at dmax) with increasing beam energies (Figure 1). As one might

expect, k4π
C of all beams is largely determined by the electron energy spread in the drop-o� region and by photon

contamination in the bremsstrahlung tail.

Comparing machines from the same manufacturer, similar results were obtained with the Clinac 2100C/D (Figure

2) and 21EX (not shown for this reason). Meanwhile, the TrueBeam has a broader electron spectrum, due to its345

di�erent scattering foil geometry, which has a notably larger e�ect on k4π
C in the drop-o� region (�e- only� versus

�mono-energetic� in Figure 2). Comparing manufacturers, the e�ect of the lower photon contamination of the Elekta

Precise relative to the Varian machines was also readily observed as a decrease in the separation between the �full

beam� and �e- only� k4π
C (see Figure 1 for the TrueBeam case). Because of the non-negligible e�ect of beam quality,
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from here onward we perform full beam simulations.350

In contrast to the 4π PDC, the PDC at polar angles of θ ± δθ for small δθ depends on the scattering of the beam due

to the anisotropy of CE.[3] Therefore, as in the TrueBeam case of the accompanying Paper I,[6] the PDC at 90◦ ± 5◦

in Figures 4 and 5 is characterized by a steeper build-up and larger depth of maximum CE than the 4π PDC. On the

other hand, the larger two considered ±45◦ apertures more closely resemble the 4π case, with the PDC at 45◦ ± 45◦

appearing upstream of the 4π PDC as it includes the 42◦ CE angle of relativistic electrons in water[3, 25] and it355

generally corresponds to higher-energy more forward-directed charged particles. It is evident in Figures 4 and 5 that

the reduced depth and beam quality dependence of k4π
C could be attained with a large aperture at an intermediate θ

value to 45◦ and 90◦ without the requirement of 4π detection. Referring to Figure 12b of Paper I[6] reveals that this

could entail a symmetric integration of the CE angular distribution (e.g., over its full width at half maximum at a

given depth).360

In Section III C, the R50 (C50) �t RMSD and maximum deviation, ranging from 0.05 mm and 0.11 mm at 4π

to 0.20 mm and 0.33 mm at 90◦ ± 5◦ detection, respectively, is on par with ionization-based dosimetry, where R50

is estimated from a �t in terms of the depth of 50% ionization I50 to within 0.4 mm.[21, 27] The kC(R50, dref) �t

RMSD and maximum deviation of 0.42% and 0.89% at 4π and 0.78% and 2.0% at 90◦ ± 5◦ detection, respectively,

can be improved by �tting low and high-energy beams separately as is done for electron beam quality speci�cation365

in ionization-based dosimetry.[21] Alternatively or in addition to this, a downstream shift of the 4π PDC can be

performed in order to improve the correlation with the PDD. It is important to note that with the default ESTEPE

value of 0.25[16] our Monte Carlo calculations of the TrueBeam 20 MeV k90◦
±5◦

C near dref were 1.1% ± 0.3% lower

relative to an equivalent single scattering simulation, while in the 4π case this di�erence was zero within uncertainties.

It is therefore rooted in the assumption of a straight transport step in scoring CE within a constrained aperture.[6]370

The small-aperture calculations are therefore provisional and contingent on a full ESTEPE investigation and code

optimization in the case that CE-based dosimetry will involve small apertures instead of the large apertures envisioned

in this study.

As explained at the end of Section IIIA, the PDD contribution of portions of the beam quality of energies below the

CE threshold is included in the calculated CE-to-dose conversion for our library of clinically representative electron375

beam models. The value of the conversion can be interpolated to the clinical beam quality as shown in Section III C.

For di�erences between the user beam and the interpolated conversion arising solely from exclusion (or equivalently

doubling) of the portion of the incident beam spectrum below the CE threshold, the R50 value obtained from a �t

in terms of C50 will be the same (Section III C) and the dose error relative to the dose at dmax will be at most 0.5%

(Section IIIA).380

It becomes apparent from the results of this study that the value of the electron beam CE-to-dose conversion, kC,

is a function of both beam quality and depth. This is also the case for the electron beam water-to-air stopping ratio

used in ionization-based dosimetry[27, 28] as well as for the electron beam quality conversion factor, kQ, which is

analogous to kC at depth dref in ionization-based reference dosimetry.[21] The kQ factor is also a function of ionization

chamber type and make.385

As de�ned in the AAPM TG-51 protocol,[21] kQ = PQ
grkR50

. The gradient correction factor, PQ
gr , involves a shift

of the percent-depth ionization (PDI) to correct for the �uence gradient across the ionization chamber volume and to

better match the PDD in water. This may also potentially be done in CE-based dosimetry, where the PDC will be
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shifted downstream to better match the PDD by the di�erence between R50, estimated as in Equation 2, and C50.

The water-to-air stopping-power ratio variation with depth up to R50 for clinical electron beam energies of 9 MeV and390

higher can be up to ±10%.[27] The variation of the 4π kC with depth up to R50, before shifting the PDC, for energies

of 4 MeV and higher is up to ±24% (±17% for energies of 9 MeV and higher). If the PDC is shifted, this variation

decreases to ±2.8%. The variation of kR50
(i.e., after shifting the PDI) with beam quality speci�er R50 of 2-9 cm,

at the electron beam reference depth for ionization-based dosimetry, is up to ±2% to ±3%, depending on ionization

chamber type and make.[21] The corresponding variation of the 4π kC, without a PDC shift, is up to ±3.0% and with395

a shift it is up to ±2.8%.

The beam quality and depth dependence of the electron beam 4π kC (before shifting the PDC) is therefore of the

same order as the conversions used in ionization-based electron beam dosimetry and potentially better if a shift is

applied. For smaller angular apertures than 4π, the variation is higher. A larger numerical aperture detector will

therefore be preferable.400

VI. CONCLUSIONS

In this study, we pave the way towards possible clinical implementation of CE-based external beam dosimetry

by Monte Carlo-calculating provisional broad-beam central-axis CE-to-dose conversion factors in water, considering

detection con�gurations, beam quality speci�cation, and reference depth selection, and estimating a preliminary

uncertainty budget for electron beams of the order of 1%. This is motivated and facilitated by the formalism, code405

design, and relative experimental validation of an accompanying Paper I.[6] It is our hope that these �ndings will

inspire and inform future e�orts toward dedicated optical design and characterization of a CE-based detector with

narrow response on beam axis, which may involve optical sectioning[8] or tomographic methods. Energy spectra

and angular distributions of CE, presented in Paper I, can provide necessary input into the optical design platform.

With advances in CE-based detector development, potentially building upon the 3D reconstruction techniques already410

available,[4, 5, 10] clinical implementation of CE-based electron beam dosimetry is now within reach.
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TABLE I. BEAMnrc[13, 14] models, nominal electron beam energies, and beam quality speci�er R50.

Model Nominal energies / MeV R50 / cm

Clinac 2100C/D 6, 9 2.531, 3.769

Clinac 21EX 6, 9, 12, 16, 20 2.533, 3.718, 5.170, 6.819, 8.481

TrueBeam 6, 9, 12, 15, 16, 18, 20, 22 2.302, 3.509, 4.943, 6.195, 6.594, 7.540, 8.240, 8.816

Precise 4, 8, 12, 18, 22 1.785, 3.286, 4.933, 7.051, 8.832
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TABLE II. Beam quality e�ects were examined by calculating and comparing 4π CE-to-dose conversion factors, k4π
C , of various

portions of the beam quality as described here, with the �<� symbol designating the comparison. The �photons only� k4π
C is

also calculated for reference.

Beam quality factor k4π
C calculation Description

photon contamination <
full beam all particles of the beam

angular spread <
e- only only the electrons of the beam

energy spread <
e- spectrum electron point source at 100-cm SSD, same spectrum as �e- only� on axis at z = 0

mono-energetic mono-energetic parallel electrons at the beam central-axis mean incident energy

photons only only the contaminant photons of the beam

TABLE III. Reference depth dref according to Equation 4, kC �t parameters according to Equation 3, and kC factors at dref

for selected values of the electron beam quality speci�er R50 for 4π and 90◦
± 5◦ detection.

kC �t parameters in Equation 3 kC /
�
MeV · eV · photon−1

�
at R50 =

Detector dref A B C D 2 cm 4 cm 6 cm 8 cm

4π 0.6R50 − 0.1 cm 0.0092127 -0.36444 0.0045298 0.23895 0.01250 0.01187 0.01175 0.01176

90◦
± 5◦ 0.6R50 − 0.1 cm 0.2095 -0.3044 0.03334 1.017 0.237 0.274 0.328 0.388
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FIG. 1. Simulated (a) percent-depth dose, PDD, percent-depth Cherenkov emission (CE), PDC, and (b) CE-to-dose conversion

factor for CE generated within a 4π solid angle, k4π
C , in water for a TrueBeam 22 MeV electron beam. Beam quality e�ects on

k4π
C are separated for comparison as described in Table II.
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TABLE IV. Preliminary best-case uncertainty budget of the proposed Cherenkov emission-based formalism (Paper I[6] and

Equation 1) for the measurement of absorbed dose to water in electron beams at an optimal depth dref (Section III C) under

reference conditions. Estimates are given as relative standard uncertainties (k = 1). Detector angles listed are relative to

the beam direction and correspond to the same number of histories. The combined estimate assumes all components are

uncorrelated.

Component Section 4π detection 90�± δθ, δθ ≤ 5�, detection

dref = 0.6R50 − 0.1 cm dref = 0.6R50 − 0.1 cm

Measurement

Mraw

IVA1
0.3% 0.3%

SSD

IVA2
0.10% 0.10%

x, y, z

IVA3
0.39% 0.46%

FS

IVA4
0.10% 0.10%

PT

IVA5
0.06% 0.06%

Calibration

N

IVA6
0.7% 0.7%

N stability
IVA7

0.1% 0.1%

Conversion

kC

IVA8
0.56% 0.58%

kC assignment
IVA9

0.43% 0.80%

In�uence quantities

Linac stability
IVA10

0.05% 0.05%

COMBINED (k = 1)
IVB

1.1% 1.3%

R50 (C50) �t RMSD
IIIC

0.05 mm 0.20 mm
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FIG. 2. Same as Figure 1 but for Clinac 2100C/D (�◦�, CD) and TrueBeam (TB) 6 MeV electrons, excluding the �photons

only� and �e- spectrum� curves.
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FIG. 3. Simulated (a) percent-depth dose, PDD, percent-depth Cherenkov emission, PDC, and (b) contributions to the PDD of

various portions of the beam quality with energies lower than the Cherenkov emission (CE) threshold in water (260 keV)[2, 25]

for a TrueBeam 12 MeV electron beam.

This	article	is	protected	by	copyright.	All	rights	reserved

A
u
th

o
r 

M
a
n
u
s
c
ri
p
t



19

     
     0

    20

    40

    60

    80

   100

P
D

D
 o

r 
P

D
C

 / 
%

Clinac 21EX, 6 MeV

PDD

PDC4π

PDC90°±5°

PDC45°±45°

PDC90°±45°

0 1 2 3 4
Depth / cm

0.5

1.0

1.5

2.0

2.5

3.0

3.5

   

P
D

k C
 =

 P
D

D
/P

D
C

k
C
4π / ( 0.0122 MeV · eV / ph )

k
C
90°±5° / ( 0.223 MeV · eV / ph )

k
C
45°±45° / ( 0.014 MeV · eV / ph )

k
C
90°±45° / ( 0.020 MeV · eV / ph )

(a)

(b)

FIG. 4. Simulated (a) percent-depth dose, PDD, percent-depth Cherenkov emission (CE), PDCθ±δθ, and (b) their ratio,

PDkθ±δθ

C
, equivalent to the CE-to-dose conversion, kθ±δθ

C
, normalized by the dose-to-CE maximum ratio (given in the legend),

in water, at polar angles θ± δθ of 90◦
± 90◦ (4π detection), 90◦

± 5◦, 45◦
± 45◦, and 90◦

± 45◦ relative to the beam, for a Clinac

21EX 6 MeV electron beam.
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FIG. 5. Same as Figure 4 but for Precise 22 MeV electrons.

This	article	is	protected	by	copyright.	All	rights	reserved

A
u
th

o
r 

M
a
n
u
s
c
ri
p
t



20

          
 1
 2
 3
 4
 5
 6
 7
 8
 9

10

R
5
0
/
cm

Clinac 2100C/D
Clinac 21EX
TrueBeam
Precise
fit
Experiment (TrueBeam)

1 2 3 4 5 6 7 8 9 10
C50 / cm

-0.2

-0.1

 0.0

 0.1

 0.2

R
5
0
−
R

5
0
(fi
t)

/
cm

FIG. 6. Accuracy and experimental performance of �t to the Monte Carlo-calculated depth of 50% dose R50 in terms of the

depth of 50% Cherenkov C50 for 90◦
± 5◦ detection as R50 = −0.00860C2

50 +1.018C50 +0.053 (in units of cm, Equation 2). The

experimental error bars de�ne an interval estimated to have 95% level of con�dence, based on the t-distribution for 4 degrees

of freedom (5 acquisitions), and are calculated solely from the experimental standard deviation of the mean.[6]
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FIG. 7. Accuracy and experimental performance of �t to the Monte Carlo-calculated kC (and PDkC = PDD/PDC) factors at

the optimized reference depth for 90◦
± 5◦ detection, dref = 0.6R50 − 0.1 cm, in terms of R50 (in units of cm) as kC(R50, dref) =

0.2095(R50)
−0.3044 + 0.03334(R50)

1.017 (in units of MeV · eV · photon−1, Equation 3). The �t was optimized over absolute kC

factors at dref . The PDkC �t accuracy (smaller gray markers) is shown here for reference and for comparison with experiments,

which measured PDkC. The experimental error bars are calculated as in Figure 6.
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