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Purpose: Cherenkov emission (CE)-based external beam dosimetry is envisioned to involve the de-
tection of CE directly in water with placement of a high-resolution detector out of the field, avoiding
perturbations encountered with traditional dosimeters. In this work, we lay out the groundwork for
its implementation in the clinic and motivate CE-based dosimeter design efforts. To that end, we
examine a formalism for broad-beam in-water CE-based dosimetry of external radiotherapy beams,
design and test a Monte Carlo simulation framework for the calculation of CE-to-dose conversion
factorsiused by the formalism, and demonstrate the experimental feasibility of this method.

Methods: The formalism is conceptually analogous to ionization-based dosimetry and employs CE-

k%ﬂe, including only and all CE generated within polar angles 6 & 86 on

to-dose conversion factors,
beam axis:iThe EGSnrc user code SPRRZnrc is modified to calculate k‘éﬂe, as well as CE spectral
and angular distributions. The modified code is tested with monoenergetic parallel electrons on a
thin water slab. Detector configurations are examined for broad 6-22 MeV electron beams from a
BEAMnrc TrueBeam model, with a focus on §+86 = 90° +90° (47 detection), 90° +5°, and 42° +5°
(6 = 42°1is the CE angle of relativistic electrons in water). We perform a relative experimental
validation at 90° with electron beams, using a simple detector design with spherical optics and
geometrical optics approximation of the sensitive volume, which spans the water tank. Due to
tranSient charged particle equilibrium, broad photon beams are generally less sensitive to beam
quality;depth, and angle.

Results;: For 0.1-50 MeV electrons on a thin water slab, the code outputs CE photon spectral density
per unitzmass (calculated from dose and k%%’) and angle in agreement with theory within +0.03%
and £0.019, respectively, corresponding to the output precision. The 42° configuration was found
impractical.due to detection considerations. Detection at 90°+86 for small 80 exhibited beam quality
dependence of the same order as well as strong superficial depth dependence. A 4w configuration
ameliorates, these effects. A more practical approach may employ a large numerical aperture. In
comparing with literature, we find that these effects are less pronounced for broad photon beams
in water, as expected. Measured relative k%ooﬂg at small 80 were within 1% of simulated factors
(relative to their local average) for percent-depth CE (PDC) > 50%. At other depths, deviations

were in accordance with signal-to-noise, known detector limitations, and approximations. It was

found that the CE spectrum is beam quality and depth invariant, while for electron beams the CE
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angular distribution is strongly dependent on beam quality and depth. However, the uncertainty of
CE and PDC measurement at 90° 4+ 80 detection for small 80 due to £0.1° deviations around 36
was shown to be < 1% and < 0.1% (k = 1), respectively. The robustness to expected detector setup
variations was found to result in < 1% (k = 1) local uncertainty contribution for PDC > 50%.

Conclusions: Based on our Monte Carlo and experimental studies, we conclude that the CE-
based method is promising for high-resolution perturbation-free 3D dosimetry in water, with specific

applications contingent on comprehensive detector development and characterization.

* yana.zlateva@mail.mcgill.ca; http://www.mcgill.ca/medphys/
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I. INTRODUCTION

Current routine radiotherapy dosimetry methods employ non-water equivalent detectors, resulting in a necessary
dose-to-water conversion as well as possibly significant field perturbation and volume averaging across the detection
medium. In this work, we examine the feasibility of Cherenkov emission (CE)[1-3] dosimetry based on in-water CE
detection with an out-of-field detector system with potential resolution of the order of micrometers.[4, 5] Despite
recent progress,[6, 7] a clinically-implementable CE-based dosimetry system and protocol have not been established
and data for converting CE to dose is not yet available. We motivate CE-based dosimetry detector and protocol
development studies by considering a potential broad-beam|8] central-axis in-water CE-to-dose conversion formalism
and modifying and experimentally evaluating EGSnrc[9] for the calculation of the broad-beam CE-to-dose conversion
on beam axis in water, which is a useful starting point.

Quantitative studies of CE by external radiotherapy beams for the purpose of dosimetry have been published by
Helo et al.[6] and, Glaser et al.[7] Helo et al. investigate CE for use in quality assurance tests, such as range and
field size verification of electron beams via Monte Carlo and experiment. They find that CE imaging can be used to
predict the practicalsrange to within 3 mm for the 6, 9, and 12 MeV clinical electron beams studied and to measure
the field width at 50%<of the maximum dose. They conclude that CE can be used for quick routine quality assurance
spot checks of eleetronzbeam range and field width constancy. Glaser et al.[7] carry out Monte Carlo studies of CE by
photon, electron,sand proton beams in water. They state that in order for a CE-based dosimetry method to be viable,
the CE-to-dose ratiosmust ideally be independent of position in the irradiated medium. They conclude that CE-based
dosimetry is not feasible for clinical beams, with some exceptions including treatment plan verification of specialized
applications suchrassVIMAT and IMRT. Here, we confirm that CE-to-dose ratios are position-dependent and can be
calculated via Montés€arlo for clinical beams. The primary objective of this work is to incorporate and examine,
from first prin€iples, the broad-beam CE-to-dose conversion in a mathematical context as part of a formalism.

Our work is organized into two complementary papers. In this paper (Paper I), we (1) present a potential broad-
beam central-axis CE-to-dose conversion formalism, (2) design and test the Monte Carlo method for calculating
conversion factors,.and (3) validate our code through a relative experimental study with electron beams in water
and with a simple detector design. The formalism applies to both photon and electron beams, while the calculation
framework is validated experimentally with electron beams in water, for which we find that the relative conversion is
more strongly dependent on depth, beam quality, and angle by comparison with the literature on broad photon beam
CE-based dosimetry in; water.[7, 10, 11] In the companion paper (Paper II),[12] which is motivated by the results
of this paper (Paper I) and is focused entirely on electron beams, we calculate and examine the conversion for a
clinically-representative library of validated electron beam models, address electron beam quality specification, and

evaluate a potential dosimetric uncertainty budget at a reference depth in water.

II. SETUP AND FORMALISM

The setup we envision for CE-based dosimetry on beam axis in water is shown in Figure 1. The broad-beam CE-
based formalism presented below applies to CE detection with narrow response on the beam axis, indicated by the

square in Figure 1. This requires optical design and characterization of a dedicated CE detection system, potentially
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including a customized phantom geometry and extension to 2D or 3D via focal spot scanning or a detector array.
Out-of-focus removal and narrowing of the response at a distance from the optics is done in confocal microscopy as
well as in optical section microscopy (without an excitation laser) by means of, e.g., nearest-neighbour de-blurring.[5]
Detector development is beyond the scope of this work and will require a considerable amount of resources and
further investigation. The aim of this paper is to motivate this investigation by examining the broad-beam CE-to-
dose conversion en beam axis in water, from first principles and with a simple detector.

The clinical endpeint, e.g., CE-based absolute versus relative dosimetry, large versus small field dosimetry, and MR-
linac applications, is a/related issue as it requires detector design and characterization. Absolute conversion of CE to
dose may be feasible in a controlled phantom environment. No matter the outcome of a detector development study,
it is nevertheless of scientific interest to examine the absolute beam-axis CE-to-dose conversion for a broad-beam
geometry in water;

To this end, we calculate the conversion via Monte Carlo and we validate our code through a relative experimental
study with a simple detector, built in-house with two plano-convex lenses 4 apertures feeding into a multimode optical
fiber, as outlined \below in Section ITI B. Therefore, the sensitive volume spans the entire water tank, as indicated by
the gray double €onetin the water in Figure 1, and we compare Monte Carlo-calculated to measured CE depth scans
within this large,sensitive volume, approximated via ray optics and assuming uniform response across it.

We now describe"arpotential broad-beam central-axis CE-based dosimetry formalism. A sample schematic for this
purpose is showmingFigure 2. Under reference conditions for which the calibration and conversion apply, we have
a broad beam|[8]sofquality @@ depositing dose D in a small volume on beam axis and generating an anisotropic CE
signal.[3] A portien'of the CE angular distribution within the polar angle range 6 4+ 86, defined by the optics angular
aperture (diseussedsbelow), is sampled and detected as a reading M. The equation we propose for relating M to D

under reference conditions is the following:

D(Q) = M N kg=(Q) (1)
where
M = Myow(SSD, z,y, 2z, FS)Pr, (1a)
Emax
/ Pp(E) La(E)dE + ®5(A) Sco(A) A
kgﬂ:&e _ JA = , (].b)
/ 95 (E) Sop(E, €) dE
Einr
Son(B.0) = = (1- (10)
T e U n(eP(ER ) )
where the involved"quantities are defined as:
Q: beam®quality specifier, which may or may not be the same as in current protocols[8, 13] based on the
associated umeertainty contributions.
M: measured background-subtracted optical spectral density reading, M..y, under the reference conditions of

SSD, point of measurement, field size, 'S, and temperature, T', for which the calibration and conversion
apply. The temperature correction factor, Pr, stems from the temperature dependence of the refractive

index, n,[14] and is discussed in greater detail in Paper IL.[12]
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response calibration of the optical detector system, corresponding to the ratio of CE per unit mass generated
at polar angles in the range 6 + 30 relative to the beam direction to detector reading. The angles are
discussed below. The calibration would be obtained via a calibration lamp, traceable to a primary standards
laboratory, and independent of ionizing radiation beam quality for optical systems with uniform response in

the CE signal range, which may give CE-based dosimetry a distinct advantage over current methods.

CE-to-dose conversion factor, including only and all CE at polar angles in the range 6 4 80 relative to the
beam direction, which is determined by the detection optics angular aperture (AA), i.e., the acceptance
half-anglem™The"A A is defined as the angular size, relative to the optical axis, of the optical aperture as
seen from the focal point. Because CE is anisotropic[3] and optics have a limited AA, it is necessary to
consider theportion of the CE angular distribution sampled by the optics. Only polar angles are considered,
because the azimuthal component of the optics AA can be made 2% via azimuthal integration (e.g., rotation
about the 'beam axis) or it can be included in the calibration, N, (together with the detector response) and
would not/vary in the azimuthal direction for symmetric beams. This also serves to improve the simulation

statistics.

Spencer=Attix cut-off energy.[15]

CE threshold energy (260 keV over the visible spectrum in water).[3, 14]
maximum) particle kinetic energy at the point of measurement.

totalw(primary and secondary) charged particle fluence spectrum, differential in energy, at the point of

measurement:

total fluence spectrum, differential in energy, of charged particles with CE polar angles in the range 6 + 86

at the point of measurement.
chargedparticle restricted collision stopping power.

CE power, expressed as the Frank-Tamm differential[2] and defined as the CE photon count differential in
CE energy, ¢, and path length of a charged particle of energy E corresponding to velocity 8 (in units of the

speed of light in vacuum, c).

Integration overcharged particle types is implicit in Equation 1b. Note that in contrast to ion chamber dosimetry,

where the measurement medium is a gas,[8, 16] pressure and humidity do not have any effect on M in CE-based

dosimetry (see Equation 1a).

Equation 1“applies to both photon and electron beams. The conversion from M to CE at 6 £ 86, including the

system response and azimuthal AA, is contained in the system calibration N. The conversion from CE at 6 + 86 to D

is contained in the CE-to-dose conversion factor k%ﬂe. The k(’cﬂe factor in Equation 1b is the ratio of dose according

to Spencer-Attix theory[15] to CE per unit mass within 6 + 86, under reference conditions. Note that these should

be mass stopping and CE powers, but the density of the cavity material is the same. In addition, the CE integral has

no track-end term as there is no CE below the threshold Eyy,.
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The unrestricted collision stopping power[17] and CE power[2] (Equation 1c) are plotted as a function of electron
kinetic energy in Figure 3 for energies in the range 0.1-10 MeV in water (Equation 1c with n = 1.34).[14] It is clear from
this figure and from Equation 1b that the kgiw factor is beam quality and depth dependent, because the stopping
power and CE power are different functions of charged particle energy integrated from different low-energy thresholds

in the charged particle fluence spectrum.

III. MATERIALS AND METHODS
A. Monte Carlo calculation of conversion factors

1. BEAMnrc model and parameters

Beams are simulated with the BEAMnrc code[18, 19] of the particle transport simulation package EGSnrc.[9, 20]
The experimental validation study focuses on electron beams, which tests the limits of the code performance due to
higher overall semsitivity to beam quality, depth, and angle than for photon beams.[7, 10, 11] Our clinical machine is a
Varian TrueBeam, whose BEAMnrc model data and parameters were provided by the vendor (Virtual Linac, Varian
Medical SystemsgineszPalo Alto, CA).[21] Eight electron beams were simulated with nominal energies of 6-20 MeV
and 22 MeV at 10x10-cm? and 20x20-cm? field size, respectively, and 100-cm SSD.|[8]

2. SPRRZnrc modifications and parameters

BEAMnrc-generated incident phase space data were input into a modified version[22] of the SPRRZnrc code,[23]
which calculates“Spencer-Attix mass restricted collision stopping-power ratios[15] by summing contributions from

charged particle steps on-the-fly. SPRRZnrc was adapted to calculate k%ﬂe

factors according to Equation 1b by: (1)
using a homogeneousywater phantom; (2) modifying the code to score CE power within 6 4 80 in water instead of
stopping power ina“different medium;[2] and (3) setting the Spencer-Attix cut-off A for scoring the dose to 10 keV
(electron CSDA ‘range/= 3pnm in water)[17] and the CE threshold for scoring CE to 257 keV for refractive index of
1.34,[2] which corresponds to a minimum (at 500 nm) in optical absorption by water at room temperature.[14, 24]

Detection of,CE.depends on the overlap of the detection geometry with the CE cone, which varies with charged
particle energymandsdirection. A sample geometry for scoring CE by an electron with momentum unit vector pe =
[u, v, w], correspondinig to CE cone angle cosfcr = (nﬁ)_l,[?)] is shown in Figure 4. The CE photons generated
within the polar.angle'range 6 + 80 are indicated as the solid green (online version only) areas of the cone surface.
The fractional CE_pho6ton yield within 6 4 86 is equivalent to the fractional arc length 2¢)/2n. The latter is related to
charged particlesenérgy and direction for a given step through the CE angle 0cg[3] and the particle z direction cosine
|[w]|, respectively. The 21 /2w term is included in (I>0Ei30 in Equation 1b and used to weight the CE power Scg in
scoring the k%ﬂ@ factor in the code.

The code outputs dose per incident fluence, as well as k%ﬂe

as energy deposited per CE photon spectral density at
n = 1.34 in units of MeV - ¢V - photon™'. From this, we calculate CE photon spectral density per mass per incident

fluence (under the same conditions). A thin-slab test was performed to ensure the modified code behaves correctly
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in accordance with the CE theory.[3] This entailed simulating monoenergetic parallel electron beams of 0.1-50 MeV
energies and 1-cm radius incident on a water slab of 10-cm radius and 1-pm width along the beam axis. The width
was chosen to ensure that electrons traverse the thin slab without energy loss and in a straight line, so that their
energy, path length, and direction are exactly known. This allows to calculate the theoretical CE photon spectral
density per unit mass as the denominator of Equation 1b (using Equation lc and normalizing by mass density) and
the theoretical GE angle, cosfcp = (n8)”".[3, 14]

The considered 82280 for the clinical electron beam simulation are 90°+£90° (4w detection), 90°+£5°, and 42°+5°. The
42° angle is the CE angle of relativistic electrons in water,[3, 14] which constitute the bulk of the fluence spectrum,
scatter the least, and have the highest CE power.[2] Therefore, the 42° configuration provides the highest signal
within a constrained angular aperture. However, 42° relative to the surface tangent is also the angle of total internal
reflection at a watersair interface[14] and, therefore, the detector must be placed in the water with conventional
phantom geometries (e.g., cubic/cylindrical). Alternatively, reflection losses can be mitigated with a non-conventional
phantom geometry. /On the other hand, detection at 90° is simplest in terms of setup, allowing detector positioning
in air with the use©f a'simple phantom as it entails minimal reflectance loss at a phantom exit surface that is parallel
to the beam (sueh"asifor a cubic or a cylindrical phantom). Lastly, the 4% configuration may require 47w detection
geometry or completesconversion to an isotropic signal with the use of a fluorophore as has been suggested in previous
work.[25] This, iewever, would introduce additional uncertainty contributions of the fluorophore quantum yield,
potential deviation-frem isotropic fluorescence, and scintillation contamination.[26] The CE scoring polar angle range
0 4+ 80 was addedrasran input to the modified SPRRZnrc code, with a default value of 90° +90° (i.e., 4% detection).

Unless otherwise specified, the default EGSnrc transport parameters were used.[20] For the Monte Carlo validation
study, the lergth"ofthe scoring bins along the depth direction was 0.2 cm. Typically of the order of 107-10% histories
were simulated at incidence (of the order of 1-10 CPU hours, Intel Xeon E5-2687W) to ensure dose uncertainty at
dmax within 0:3%smTesinitiate future efforts towards detector development via optical design of a CE-based dosimeter,

we also extended the code to score CE spectral and angular distributions.[3]

B. Experimental validation

Experiments were'¢arried out on a Varian TrueBeam with nominal electron beam energies of 6, 12, and 20 MeV, at
90° detectiongandswith the setup shown in Figure 1. The beam was centered on a 30-cm? polycarbonate water tank
with 6-mm walls-filled’ with deionized water. We use a simple detector prototype, built in-house from a minimum
number of components; including two spherical lenses and a multimode optical fiber, with a detection volume that is
focused on beam.axis.and spans the water tank as indicated by the gray double cone in the water in Figure 1. This
serves to also validatethe Monte Carlo calculations in the penumbra region, which is included in the sensitive volume,
and for angularmyariations about the 90° detection angle. In addition, by focusing the optics to the central beam axis,
we take account of the lateral positioning uncertainty contribution of focusing on beam axis, as opposed to focusing
away from beam axis or using an unfocused setup, e.g., a fiber without lenses.

The detector system was composed of a diffraction grating spectrometer (Shamrock 193i, SR2-GRT-0300-0500
grating, Andor Technology Ltd, Belfast, United Kingdom), with a pair of plano-convex spherical lenses (N-BK7, AR
Coating: 350-700 nm, Thorlabs, Inc., Newton, NJ) focusing into a 15-m, high-OH, NA = 0.22, MFD = 0.1 mm optical
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fiber input (93% transmittance at 500 nm, source: Thorlabs, Inc.), and a cooled to —80°C back-illuminated CCD
(Newton EMCCD, 1600 x 200, 16 pmn pixels, Andor Technology Ltd). To reduce readout noise, the full CCD chip
was used and binned in the vertical direction (200 pixels) and, because CE is a broadband signal, the (horizontal)
wavelength resolution was binned to 2 nm during readout. For the depth scan studies, spectra were binned from 400
nm to 600 nm during post-processing. A long fiber was used to allow positioning of the spectrometer and CCD outside
the treatment room tojavoid their irradiation. To minimize spherical aberration, the focusing optical assembly made
use of a pair of plane-convex lenses oriented as in Figure 2 and the AA was limited with a pair of apertures adjacent
and on the outside of the lens pair.[27] The focal point cross-section (perpendicular to the optical axis) in water was
0.5 mm with the largest AA (£2°). The optics were mounted on a cage system attached to a laser table, which was

positioned on the couch for remote depth scanning and aligned with the treatment room lasers.

Optical alignment Wyas achieved with a broadband LED source passed through the fiber (disconnected from the
spectrometer) and,optics in the reverse direction of CE detection. The fiber was positioned at the focal point of the
focusing lens (i.e® thejright lens in Figure 2, which focuses CE into the fiber) by checking collimation of the light
source with thatlénsgalone in air. The focal point in water together with the radiation beam were centered on the
water phantom to ensure a symmetric measurement volume (and thus minimize its depth extent) by verifying that
the AA diameterssatsthe near and far tank walls were within 0.5 mm of each other. Depth positioning was achieved
by aligning the light source image, shown in Figure 5, at the water surface in the far field, in a manner analogous to

ionization-basedrdosimetry.[28]

Experiments were done with optical blackout material covering the entire setup to eliminate stray light, as well as
on the far wall of the'tank, as seen in Figure 1, to eliminate reflections. The background readings in the fiber and
in the tank wallynear the detector were acquired with the inside of the wall covered with blackout material. Depth
CE was scanned remotely with the couch controls. Depth dose was scanned with an IBA CC13 ionization chamber.
The purpose 'of the experimental validation is to make a first-order estimate of the uncertainty on the CE-to-dose
conversion based on the difference between Monte Carlo and experiment. The results reported here are relative and
could be improvedrandsextended by use of diffraction-limited optics and absolute irradiance calibration of the detector

system.

IV. RESULTS

A. Thin slab test of the Monte Carlo CE calculation framework

It was verified forsmonoenergetic parallel electrons in the 0.1-50 MeV energy range that the simulated CE photon

spectral densitymper unit mass (calculated from dose and kéﬁe)

and the simulated CE angle in a 1-pm thin slab
of water are in agreement with theory[3, 14] to £0.03% and +0.01°, respectively, within the simulation precision of
1 x 107* MeV / (photon/eV). The relative difference between the theoretically calculated and simulated CE spectral
density scored within +0.01° of the theoretically calculated CE polar angle is plotted in Figure 6 as a function of
incident electron energy. It was also verified that the simulated CE spectral density at other angles is zero within the

simulation precision.
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B. Calculated kgiae factors for electron beams from our clinical machine and detection angle optimization

The experimental validation with electron beams in Section IV C involves a comparison of calculated and measured
CE depth scans within the large double cone sensitive volume indicated in gray in Figure 1 (Section IIIB). As
will become evident below in Section IV D 2, the shape of the angular distribution is minimally affected by lateral
integration of the sensitive volume. Therefore, since we are ultimately interested in the central-axis CE and k¢
distributions, we. takeya closer look at them here and based on this we optimize the detection configuration for the

experimental validation study that follows.

In Figures™7 and“8 we show representative simulation results of the electron beam percent-depth dose (PDD),
percent-depth CEn(PDC) generated in all directions (4w) and at polar angles of 90° + 5° and 42° £ 5° relative to
the beam axis, as well'as the corresponding PDD-to-PDC ratios. The latter are equivalent to CE-to-dose conversion
factors, k%ﬁe, forv@=£0660 € {90° 4+ 90° (4m), 90° £ 5°, 42° 4+ 5°}, normalized by the ratio of dose to CE maximum,
which is provided in the legend.

C. Agreement of calculated and experimental relative k:(gjoojt20 factors

In Figures 9 and| 10;,we show representative experimental and corresponding simulation results with two electron
beam qualities of the®™PDD, PDC at 90° to the beam with 2° AA, as well as the corresponding PDD-to-PDC ratios,
which are essentially normalized CE-to-dose conversion factors kc. The locally-normalized difference between simu-
lated and experimental relative k¢ factors (i.e., PDD/PDC ratios), or equivalently between calculated PDD (as the
product of the experimental PDC and the simulated relative k¢) and experimental PDD, is within 1% for PDC values
higher than 50%. At shallow and large depths, the discrepancies are attributable to optical aberrations as well as

reflections at the-water=air interface.[14] This is discussed further in Section V.

D. Detection considerations at § = 90°
1. CE spectrum

In Figure 11, wesshow simulated CE spectra in water and measured spectra at 90° to the beam for a range of
electron beam“qualities and depths, together with the Frank-Tamm equation for the CE spectrum of relativistic
electrons (8 = 1) in water.[2, 14] The difference between the measured and simulated spectra arises mainly from the
detector system spectral sensitivity. As mentioned previously, we perform a relative experimental validation study of
the Monte Carlo code in order to motivate detector development efforts. Therefore, as discussed below in Section V,
the depth invariance of the CE spectrum observed in Figure 11 indicates that the spectral sensitivity is not relevant

in the current context.
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2. CE angular distribution

Simulated broad electron beam central-axis CE angular distributions at n = 1.34 in water|[2, 3, 14] for a range of
beam qualities and depths, normalized to their respective maxima, are shown in Figures 12a and 12b, normalized to
solid angle and polar angle range 86, respectively. Normalization constants are also provided in terms of CE photons
per unit CE energy bandwidth, solid angle or 86, mass, and incident fluence to allow the reader to estimate the optical
power (typically ingthe pW-nW range) for a specific application. The length of the scoring voxels was 2 mm in the
depth direction. Please note that these values are provisional, contingent on absolute experimental validation and
optimization of the code. For comparison with a 6 MV photon beam study,[10] in Figure 12c the distributions are

laterally averaged over a 100-cm radius water volume.

3. Angular aperture

Figure 13 shows simulation results at 90° detection with varying 86 for a 12 MeV beam as representative of both high
and low beam energies. For illustrative purposes, the PDC is shown for +4° variations in 86 about the §+80 = 90° +5°
configuration. However, the k%ﬂe factor is non-linear with 86 variations. Therefore, to examine the dependence on
small 80 variations, simulations were performed for +0.1° variations about the 6 + 80 = 90° + 5° configuration. The

locally-normalized difference, also shown in Figure 13, was found to be within +2.2% at all depths and beam energies.

Figure 14 is the experimental equivalent of Figure 13 with AA of 2° (10-mm maximum aperture diameter at the
tank wall) and 1°%(5:mm maximum diameter). The 2° AA is the largest achievable with our setup and optics.
The locally-nosmalized % difference in this case is calculated from the absolute background-subtracted and mass-
normalized optical readings (counts/s per ray optics-approximated sensitive volume mass) at 1° and 2° AA and

therefore corresponds to £0.5° variation about the average AA (1.5°).

4. Robustness

The uncertainty_cortribution stemming from the robustness of the measurement system, calculated from two
measurement segsionspsseparated by 7 days and involving reassembly, refocusing, and re-collimation of the detector
head, as well as changes in lens material and +1cm changes in lens focal length and position, was found to be up to
1% (k = 1) at PDC _yalues higher than 50%. The results of this study at 90° detection with 2° and 0° AA are shown
in Figure 15.

The repeat measurement at 2° involved a switch from a 2-cm focal length (f/2) fused silica to a 5-cm focal length
(f/2) N-BK7 focusing lens (right lens in Figure 1), as well as insertion of an aperture between the fiber and the
focusing lens to limit the AA. The 0° measurement in Figure 15 involved the use of only a focusing lens. The
repeat measurement, at 0° involved decreasing the aperture diameter from 12 mm to 6 mm and normalizing by the

corresponding volume ratio.
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5. Background signal

There was no change in the CE background acquired by blacking out only the input optics instead of the inside face
of the water tank wall near the detector, as described in Section IIIB, indicating that there is no CE contribution
from the near wall. The CE background varied little in the z direction, which is characteristic of photon scatter, and
it generally constituted,up to 10% of the maximum raw signal with all energies depending on the aperture size and
for couch shifts of the order of +1cm. Variations in position and focal distance of the optics of 1 cm at constant
couch position had no jeffect on the CE background, indicating that the background is mainly due to couch scatter.
Contributions from the far-field wall of the water tank were estimated from measurements with and without blackout
of the far wall and found to be up to ~ 5% of the local background-subtracted signal with all beam energies and
characteristic of the electron PDC at 90°. This indicates that they are due to reflections of the in-field CE and not CE
from the wall itself. To eliminate this effect, all measurements were done with blackout of the far wall as explained
in Section III B. Einally, increasing the radius of curvature of the curved side of the lens by 1 cm, or equivalently the
focal distance by.2/5 cm, of the collimating lens (i.e., the left lens in Figure 1) at constant (ray optics-approximated)
sensitive volumesinereased the signal by up to 2% of the maximum, which indicates that optical aberrations result in

contributions from points outside the sensitive volume.

V. DISCUSSION

With recent progress[6, 7, 29, 30] and increasing interest in the field for more than five years,[10] CE-based dosimetry
is on its way to:the clinic. However, a clinically-implementable CE-based dosimetry protocol has not been established.
Accurate CE-to-doseseonversion factors have not yet been made available. Furthermore, a high-resolution CE-based
dosimeter of demonstrated sufficient accuracy has yet to be designed. In this work, we provide necessary means to
move the field further forward. In comparison with ionization-based dosimetry,[8, 13] the sensitive volume in CE-
based dosimetryzisswater and resolutions of the order of micrometers may potentially be achievable, contingent on a
detector developmiéntistudy.[4, 5, 27] The absolute versus relative CE-based dosimetry endpoint is a matter of further
investigation andyalsefrequires detector development. Here we motivate this by considering, from first principles,
a potential broad=beam central-axis CE-based dosimetry formalism applicable to both photon and electron beams,
developing angEGSnrc[9] simulation framework for the calculation of the CE-to-dose conversion, and performing a
relative experimentalsvalidation and feasibility study in water using a simple detector and with electron beams for
which the relativeseonversion is more sensitive to depth, beam quality, and angle than for photon beams.[7, 10, 11]
Although CE-based.desimetry might ultimately provide solutions to the challenges faced by ionization chambers in a
different clinical situation, e.g., small fields and MR-linacs, we begin the investigation with a look into the broad-beam
CE-to-dose conversion on beam axis in water.

Because CE is anisotropic,[3] we first investigate potential detection configurations for the experimental validation
study with electron beams. In Figures 7 and 8, we see that the electron beam central-axis PDC generated in 47 is
upstream of the PDD. This is a consequence of the CE threshold energy[2] and is in agreement with Glaser et al.
2014[7] and Helo et al. 2014,[6] where the Geant4-calculated[31] PDC generated in 41 was compared with the PDD

of 6 and 9 MeV electron beams. A quantitative justification is provided in the companion Paper II, which is focused
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solely on electrons beams.[12] As a result, the CE-to-dose conversion is beam quality and depth dependent. The

implications of this on CE-based electron beam dosimetry are also discussed in Paper II.

In contrast to the central-axis PDC generated in 4w, the PDC at polar angles of § 4+ 86 for small 86 depends not
only on the charged particle fluence, but also on the scattering state of the beam due to the anisotropy of CE.[3]
Therefore, as can be seen for electron beams in Figures 7 and 8, the PDC at 90° £ 5° to the beam exhibits a steeper
build-up, in agréementiwith Helo et al. 2014[6] for 6-12 MeV electrons, and is peaked at a larger depth than the 47
PDC, while the PD€Guat the 42° CE angle of relativistic electrons[3, 14] is peaked at z = 0 cm and decreases drastically
away from the surface/as electrons lose energy and become less forward-directed. Therefore, although it provides a
strong signal withinsa,constrained angular aperture,[2] the 42° configuration is impractical for dosimetric purposes as
it not only requires in-water detector placement, or conversely a non-conventional phantom geometry, to correct for
total internal reflection at the phantom wall,[14] but also normalization at z = 0cm, which makes the measurement
dependent on the size/of the scoring volume. This in turn leads to a high uncertainty in the PDC-derived electron
beam quality specifiérjie.g., R50[8] derived from the depth of 50% CE (discussed in Paper II).[12] Furthermore, at 42°
we expect a highieontribution from both depth and beam quality uncertainties due to the strong variation of k‘goise

with depth and beam quality for small 86.

The 90° configuration, on the other hand, appears to be the most practicable of the three because it allows in-air
detector positioning with minimal reflectance losses with conventional phantoms. However, although 90° £386 for small
80 is less susceptibleto depth positioning uncertainties for CE-based dosimetry performed at a reference depth near
dmax, it exhibits/beam quality dependence of the same order as 42° and it is very depth-sensitive near the surface. With
a 47 configuration, the beam quality and depth dependence is greatly reduced; however, a 4% detection geometry is
required. This eould potentially be achieved in water, e.g., via tomographic reconstruction or with a small integrating
sphere positioned onbeam axis. The latter will, however, diminish the value of CE-based dosimetry as a perturbation-
free technique."Amore'practical approach may employ an objective with a large numerical aperture and definition of
the sensitive volume by means of a de-blurring technique, such as nearest neighbor.[5] Larger numerical apertures are
considered in Paper.IL[12] For broad photon beams in water, these effects are less pronounced[7, 10, 11] due to the
existence of transientycharged particle equilibrium (i.e., less variation of the charged particle fluence spectrum and
angular distribution with depth). The experimental validation and feasibility here is performed with electron beams
in water at 90° with=AA of up to 2°.

As mentionedsingSection 11, the CE-based formalism involves CE detection with narrow response centered on the
beam axis.[4] dn oursexperiments, the response is broadened largely due to the use of simple spherical lenses and
a multimode fiber=optic input. In the experimental analysis, we therefore assume a uniform response across the
entire ray opticssappreximated acceptance volume in water (the solid gray double cone in the water tank in Figure 1)
and compare with.Ménte Carlo depth scans of CE scored within this large volume. In Section IV C, the dosimetric
uncertainty comtribution of the electron beam CE-to-dose conversion due to the difference between Monte Carlo-
calculated and experimental PDD-to-PDC ratios is estimated at 1% to first order at depths where the PDC is > 50%.
This excludes the contribution from absolute calibration of the CE-based dosimeter, which is a matter of further
investigation. This is an improvement from Helo et al. 2014,[6] where a ruler was used for depth positioning and
camera magnification was shown to have a significant effect. At shallow and large depths, the discrepancies observed

between the measured and Monte Carlo-calculated PDD-to-PDC ratios are attributable to optical aberrations and
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reflections at the water surface where the angle of total internal reflection is 48° with respect to the surface normal.[14]
Because the point of interest is on the optical axis (see Figure 2), the major aberrations at play are chromatic and
spherical.[4] Off-axis aberrations likely also play a minor role, because a broad radiation beam (see Section III) results
in a spatially broad CE signal (an extended light source). Due to spherical aberration, marginal rays that are focused
into the optical fiber originate from points on the optical axis closer to the optics than the point of best focus, while
paraxial rays originategfrom points further away.[4] Therefore, because the point of best focus was centered on the
radiation beam central axis, as explained in Section III, spherical aberration increases the contribution of points lateral
to the beam axis. At these lateral positions, the PDC at 90° is larger in the build-up and photon tail, which was also

observed to be the case in our simulations.

The excellent ‘agreement with the analytical Frank-Tamm spectrum|[2] as well as the lack of variation with beam
quality and depthsobserved in both simulation and experiment in Figure 11 serve as further validation of our EGSnrc
CE calculation framework.[9, 20, 23] The CE spectrum of high-energy electron beams is independent of the electron
fluence spectrumssin@éthe electron energy dependence stems from the 1/3? term (see Equation 1c), which is slowly
varying at relativisticgénergies.[2] The dose-CE relationship is therefore largely determined by the total fluence. This
finding will facilitate detector design by relaxing the detector spectral response requirements. Furthermore, because
the results of thesexperimental validation study of Section IV C are relative and because the CE spectrum is depth-

invariant, the syStem quantum efficiency and spectral sensitivity are not required for this part of the work.

Because the OE"angle is a function of 1/3,[3] which is slowly varying at high energies, the CE angular distribution of
high-energy beamsis largely determined by the angular distribution of the charged particles and not by their energies.
Due to scattering] ineFigure 12 we therefore observe a strong variation of the simulated electron beam CE angular
distribution with beam quality and depth, with a narrower distribution at high beam qualities and shallow depths
peaked at the 42°_CE angle of relativistic electrons in water[3, 14] and a shift of the peak towards higher 6 with
increasing depths®in™12b. In comparing Figure 12¢ with a corresponding 6 MV photon beam study,[10] we see that,
as expected, due to transient charged particle equilibrium, the photon beam CE angular distribution is much less
depth-dependent.»Note, that 90° detection may not be optimal in terms of signal intensity. As we have shown in this
study, however, GE®By, high-energy electron beams is readily detectable at 90°, even at superficial depths. Although
this appears not to be the case in Figure 12a, this is an effect of normalization. In fact, the distribution with the
lowest normalizedsvalue at 90° (20 MeV, 1 mm) corresponds to 50% of the absolute CE power of the distribution with
the highest normalized value (6 MeV, Rso). At all depths and energies shown, the CE power at 90°, integrated over
a 400-600 nm optical.bandwidth, within an optical AA of £5°, in a 1cm? volume of water, and at a dose rate of 400

MU /min is of thesorder of 1-10 pW.

It is also evidentsindigure 12a that 90° detection is less sensitive to angle variations than detection near 42° and,
in Figure 13, we furthier show that the simulated PDC at 90° 4+ 5° is relatively insensitive to +4° variation in 80. The
0.5-mm upstream,shift with a 80 increase from 1° to 9° is due to an increasing contribution from electrons of higher
energies, which are more forward-directed (see Equation 1c). The locally-normalized absolute CE (per mass) variation
for £0.1° variations about the 6 4+ 80 = 90° £ 5° configuration was found to be within £2.2% at all depths and beam
energies. This corresponds to a relative standard uncertainty component (rectangular distribution) of < 1.3% (k = 1).
This was also confirmed experimentally in Figure 14, where a +10% variation in the mass-normalized optical readings

was observed on average per +0.5° variation in the optics AA. However, manufacturers (e.g., Edmund Optics Ltd)[32]
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cite achievable angle tolerances of the order of arcseconds (< 0.01°), which would bring the corresponding uncertainty
down to < 0.1%. Furthermore, for relative CE-based dosimetry, the relevant uncertainty is that of the PDC, which

was found to be < 0.1% for 80 variations of 0.1°.

In Figure 15, we further demonstrate < 1% (k = 1) uncertainty contribution of the robustness of our provisional
detector design (Figure 1) for PDC > 50% to reassembly, refocusing, collimation, lens material composition, and
+1cm changes in _the focusing lens position and focal length (i.e., £0.5 cm changes in the convex radius of curvature
of the right lens dm=Figure 1). The switch from a 2-cm to 5-cm focal length plano-convex focusing lens (f/2) and
insertion of an aperture between the fiber and focusing lens to limit the 2° AA in Figure 15 is expected to reduce
optical aberrations,due,to the decreased curvature of the 5-cm lens and restriction of the marginal acceptance by the
aperture.[27] The agreement between the 2° curves in Figure 15, however, indicates that the effectiveness of these
changes in reducing the aberrations is minor with this setup. The aberrations are expected to be minimized with
detection optics‘optimization through modeling using diffraction-limited optics. An effort was made in this study to
minimize the aberrations by use of two plano-convex lenses oriented as in Figure 2 and apertures on both sides of
the lens assemblyu(seg’Section ITIB). In addition, the lack of observable volume averaging differences with the two
apertures (12 versus 6.mm) at 0° in Figure 15 may be due to weighting of the optics acceptance towards the optical
axis or to changessinsthe aberrations as a result of stopping down. On the other hand, volume averaging is evident in

comparing the PDC curves with 0° versus 2° AA.

Background céntributions to the measurements from points outside the (ray optics-approximated) sensitive volume
in the water wergé also evaluated in Section IV D 5. The background signal was found to be mainly due to couch scatter
entering the opties (fiber/lenses) and generating CE within the optics themselves. This is because the background
signal was (1)'characteristic of photon scatter, (2) strongly dependent on the longitudinal couch position for the same
numerical apertureand (3) independent of the longitudinal position of the optics for the same couch position and
numerical aperturer™In addition, CE contributions from the water tank wall near the detector (see Figure 1) were
negligible, while contributions from the far-field wall constituted up to ~ 5% of the local background-subtracted signal
and were due to reflections. Therefore, while the background signal (generated in the fiber and optics) with this setup
can be acquired by €losing the detector end aperture, we recommend blacking out the far wall. Finally, background
contributions from points outside the ray optics-approximated sensitive volume, due to optical aberrations, were
shown to increasesbysup to 2% of the maximum CE reading per 1 cm increase in the radius of curvature of the curved
(non-plano) side of the collimating lens (i.e., the left lens in Figure 1).

In place of hes2Dsimaging systems used in the literature to detect CE in water,[6, 10, 11] we use a pair of
plano-convex lenses™with apertures focused on beam axis and feeding into a single long multimode fiber optic cable,
leading to a spectzemeter outside the treatment room (see Figure 1). This is motivated by the fact that it is a
simple detector, individual optical components can be readily modified and reassembled, and more importantly it
can be easily moedeled and allows for a more direct comparison between Monte Carlo and experiment. There is
no image distortion, vignetting,[6] or varying acceptance angles with depth.[10] With the exception of superficial
measurements, the sensitive volume is constant with depth within the experimental uncertainties. In addition, the
use of a spectrometer provides spectral measurements (Section IV D 1) and its positioning outside of the treatment
room eliminates scatter radiation noise.[6] This setup can be extended to 2D by use of lens and fiber arrays in

combination with a multi-channel spectrometer.
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A limitation of our detector design is the use of spherical lenses, which nevertheless made possible the evaluation
of the effect of optical aberrations (Sections IVD 4 and IVD 5). In addition, the response spanned the entire water
tank (Figure 1) and our results are relative. As discussed throughout, this work aims to motivate optical design and
characterization of a CE-based dosimeter with narrow response on beam axis, which requires further investigation
and may potentially involve optical sectioning techniques[5] or 4 detection via, e.g., tomographic reconstruction
combining projections from non-parallel sets of planes. CE detector optical design, absolute irradiance calibration, and
characterization willallow evaluation of detector-related uncertainties specific to CE-based dosimetry and comparison
with current practice in reference and relative dosimetry. CE may be especially promising for small-field dosimetry[33]
due to the small resolutions achievable via, e.g., optical sectioning techniques.[5]

A limitation of the formalism outlined in Section II is the beam quality and depth dependence of the CE-to-dose
conversion. We takegan in-depth look at the corresponding uncertainty contributions to CE-based electron beam
dosimetry in Paper IL[12] For photon beams, weaker overall dependencies are expected as discussed throughout this
work and observed immthe literature.[7, 10, 11] These limitations pave important venues to be explored in the future

efforts towards full/clinical implementation of CE-based dosimetry.

VI. CONCLUSIONS

CE-based dosimetey=of both large and small-field external radiotherapy beams has received much attention over the
last decade as itfearries promise as an in-water perturbation-free high-resolution technique. That is, it involves detec-
tion of CE from the heam directly in water with a detector positioned out of the beam at resolutions potentially of the
order of micrometers. In this study, we consider a broad-beam central-axis CE-to-dose conversion formalism, modify
the SPRRZnrc Monte Carlo code for calculation of the conversion, and carry out relative experimental validation of
the code with assimpleldetector in electron beams. Photon beams are expected to be less sensitive to experimental
uncertainties and this is confirmed by comparison with the literature. Electron beam CE-based dosimetric uncer-
tainties related to,the CE-to-dose conversion are addressed in greater detail in a companion study. The aim of the
current study is temmetivate detector development and characterization of a CE-based dosimeter and phantom system,
which is envisioned to/employ optical sectioning or tomographic techniques and will make possible evaluation of the
detector-related anecertainties specific to CE-based dosimetry in relation to specific applications in current practice.

CE may carry_premise as a small-field technique due to the small resolutions achievable in optical imaging.
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FIG. 1. Experimental setup for the detection of Cherenkov emission in water. Diagram is not to scale.
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FIG. 2. Schematic.ofi€herenkov emission (CE) detection setup for CE-based dosimetry of external radiotherapy beams, with

variables defined in Equation 1. Diagram is not to scale.

FIG. 3. Cherenkoy emission (CE) power (Equation lc with n = 1.34) and unrestricted collision stopping power (right y-axis,
dashed line) as functions of electron kinetic energy in the range 0.1-10 MeV in water.[2, 14, 17]

=-:

FIG. 4. (b) Sample geometry for scoring the fraction, 2¢)/2n, of CE photons generated by an electron of momentum unit vector
Pe (corresponding to.€E cone angle Ocg) that fall within the detection angle range of § £+ 80. Note that the axes are rotated

180° with respecttorthex-axis in Figure 2 to facilitate visualization.

FIG. 5. Image of the light circle formed in the far field at the water tank surface by an LED source illuminating the detector

end of the optical fiber in Figure 1. The camera is positioned outside the tank and below the surface.

FIG. 6. Relative difference between theoretical and Monte Carlo-calculated Cherenkov emission (CE) photon spectral density

generated at the theoretically calculated CE angle[3, 14] £0.01° in a thin water slab in terms of incident electron energy.
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FIG. 7. Simulated (a) percent-depth dose, PDD, percent-depth Cherenkov emission, PDC*% and (b) normalized Cherenkov-
to-dose conversion factors, k%ﬂ:se, in water, at polar angles 6 36 of 90° £90° (4m), 90° £5°, and 42° +5° relative to the beam,

for a TrueBeam 6 MeV electron beam.

FIG. 8. Same as Figure 7 but for TrueBeam 22 MeV electrons.

FIG. 9. (a) Simulated (Sim) and experimental (Exp) percent-depth dose, PDD, percent-depth Cherenkov emission, PDC, at 90°
to the beam with [#£2° angular aperture, and (b) corresponding PDD-to-PDC ratios, representing normalized Cherenkov-to-dose
conversion factors] ke, and their locally-normalized % difference, in water for a TrueBeam 6 MeV electron beam, using the setup
of Figure 1. The error bars define an interval estimated to have 95% level of confidence, based on the t-distribution for 4 degrees
of freedom (5 acquisitions) and calculated solely from the experimental standard deviation of the mean background-subtracted

optical reading atfeach depth.
FIG. 10. Same as Figure 9 but for TrueBeam 20 MeV electrons.

FIG. 11. Simulateds@Esand measured spectra at 90° to the beam of TrueBeam 6 and 20 MeV electron beams at various depths

in water. The Frank-Tamm equation for relativistic electrons (5 = 1) is also shown for reference.[2, 3]

FIG. 12. (a) Simulated;broad-beam central-axis CE angular distributions of TrueBeam 6 and 20 MeV electron beams at n=1.34
in water[2, 3, 14] at various depths. Normalization constants are shown in terms of CE photons per unit CE energy bandwidth,
solid angle, massgand incident fluence. (b) The CE angular distributions of (a) per unit polar angle instead of solid angle (i.e.,

azimuthally integrated). (c) The CE angular distributions of (b), but integrated over 100-cm water radius.

FIG. 13. Simulatéd"(a)"percent-depth dose, PDD, percent-depth Cherenkov emission (CE), PDC?*%  at polar angles 6 + 86 of
90° +90° (4x), 90° + 9°)and 90° + 1° relative to the beam, and (b) corresponding normalized CE-to-dose conversion factors,
k%ﬂg, and locally-normalized % difference on absolute CE values corresponding to 86 variations of +0.1° about 5°, in water

for a TrueBeam 12:MeVielectron beam.

FIG. 14. Experimental equivalent of Figure 13 but for optical angular aperture (AA) of 2° and 1° and corresponding locally-
normalized % difference on the absolute background-subtracted and mass-normalized optical readings (counts/s per ray optics-

approximated sensitive volume mass). The error bars are computed as in Figure 9.

FIG. 15. (a) Experimental Cherenkov emission (CE) reading at 90° to the beam from repeat measurements at 2° and 0° angular
aperture with opties,reassembly, refocusing, and slight change of setup (namely, focusing lens shape for 2° and collimation for
both 2° and 0°). The reproduced 0° curve (repr, 90° £ 0°) is volume-ratio normalized to account for aperture differences
between the two experiments. (b) Corresponding averaged percent-depth CE, PDC, at 90° to the beam (error bars are not
computed as they have no relevance to the discussion) and robustness, represented as relative standard uncertainty (k = 1).
These results are for CE measurements in water from a TrueBeam 12 MeV electron beam, using the setup of Figure 1. The

error bars are computed as in Figure 9.
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