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DisaggregaRng	
substaRon	load	data	

J.	Mathieu,	University	of	Michigan	

Power	consumpRon	of	all	the	
loads/generators	we	care	about	
(e.g.,	Air	CondiRoning)	

Power	consumpRon	of	all	the	
loads/generators	we	DON’T	care	about	
(“Other	loads”)	

	
DistribuRon	
substaRon	

	

Meter	
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In	this	talk,	we	use	measurements	of	real	power	only.	
	

We	could	consider	addiRonal	measurements	(reacRve	
power,	voltage,	etc.)	from	mulRple	meters	at	different	
points	in	the	distribuRon	network.	



Why	disaggregate	the	
substaRon	load?	

•  Load	coordinaRon	feedback	
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Why	disaggregate	the	
substaRon	load?	

•  Load	coordinaRon	feedback	
–  (noisy)	measurements	of	the	aggregate	power	of	
coordinated	loads	are	assumed	in	Mathieu	et	al.	2013;	
Can	Kara	et	al.	2013;	Bušić	and	Meyn	2016;	Callaway	2009;	…	
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Load	1	

Load	2	

Load	N	

…
	

Controller	reference	 aggregate	power	control	input		



Why	disaggregate	the	
substaRon	load?	

AddiRonal	uses	in	demand	response…	
•  Load	aggregator	bidding	
•  Demand	response	event	signaling	(when/how	much)	
	
Beyond	demand	response…	
•  Energy	efficiency	via	conservaRon	voltage	reducRon	

–  Disaggregate	by	load	type		
•  ConRngency	planning	

–  Disaggregate	motor	loads		
•  Reserve	planning	

–  Disaggregate	PV	producRon	
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ConnecRons	to	other	
problems	

•  Non-intrusive	load	monitoring	(NILM)	[Hart	2010;	
Ziefman	and	Roth	2011;	Berges	et	al.	2009;	Zoha	et	al.	2012;	Dong,	
Sastry,	et	al.	2014;	…]	

•  Energy	disaggregaRon	[Wytock	&	Kolter	2013;	Kolter	and	
Jaakkola	2012;	Dong,	Satsry,	et	al.	2013;	Kim	et	al.	2010	…]	

	
Problem:	Infer	individual	load	behavior	from	a	single	power	
measurement	(usually)	sampled	at	high	frequency	
(10kHz-1MHz)	from	the	household	main	
	

SoluRon	approaches:	offline	algorithms	including	change	
detecRon,	supervised	learning,	unsupervised	learning	
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Key	differences	

•  We	assume	measurements	at	the	substaRon,	not	
the	household		

•  We	infer	aggregate	load	(e.g.,	all	air	condiRoning	
load),	not	individual	load	behavior	

•  We	solve	the	problem	online,	not	offline	

•  We	use	lower	frequency	measurements	(e.g.,	
taken	every	second	to	minute)	

•  In	some	cases,	we	may	get	to	be	“intrusive,”	but	
not	in	this	talk!	
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Possible	Methods	

•  State	esRmaRon		
–  Linear	techniques	require	linear	system	models	
– Nonlinear	techniques	can	be	computaRonally	
demanding	

	

•  Online	learning	
– Data-driven,	model-free	
	

•  Hybrid	approach:	Dynamic	Mirror	Descent		
					[Hall	&	Willet	2015]	
– Admits	dynamic	models	of	arbitrary	forms	
– OpRmizaRon-based	method	to	choose	a	weighted	
combinaRon	of	the	esRmates	of	a	collecRon	of	models		
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Outline	

•  Dynamic	Mirror	Descent	
•  Problem	setng:	Plant	data/models	
•  Algorithm	Models	
•  Results	
•  Next	steps	
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Dynamic	Mirror	Descent	

•  Mirror	Descent:	online	algorithm	to	esRmate	a	
fixed	state	

	

•  Dynamic	Mirror	Descent:	online	algorithm	to	
esRmate	a	dynamic	state	using	a	collec%on	of	
models	[Hall	&	Willet,	“Online	Convex	OpRmizaRon	in	Dynamic	
Environments,”	IEEE	Journal	of	Selected	Topics	in	Signal	Processing	2015]	

	
1.  Compute	the	error	between	the	model	predicRons	

and	the	measured	data	(i.e.,	loss	funcRon																)	
2.  Update	the	state	in	the	direcRon	of	the	negaRve	

gradient	of	the	loss	funcRon	
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
t and ✓o,LTV2

t ,
two alternative trajectories used to generate the models in Section V-B.3.

The vector dit =
⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the environ-

mental heat sources that influence the on/off cycling of the
air conditioners. The values Q

a,i and Q

m,i capture heating
from appliances and occupants within the house as well as
solar irradiance. In this work they are assumed constant. The
outdoor temperature is ✓

o
t , and its trajectory for August 3 is

shown in Fig. 2. The Dataport weather data has is sampled
hourly, and we interpolated to the necessary time-step. Future
work should investigate time-varying values for Q

a,i and
Q

m,i that depend on weather conditions, time of day, and
uncontrollable load. We mention uncontrollable load because
in our scenario it contains household appliances that are on,
and larger uncontrollable load values should correspond to
more internal heat gain.

To create the model’s dynamics, we first form continuous
time matrices from the parameters sampled from Table I
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We discretize these using [19] and use the discrete-time
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether
the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

Finally, the values transmitted to the aggregator, e.g., at
the end of the day, are a history of the house’s internal air
temperature and the air conditioner’s on/off mode y

ac,i
t =⇥

✓

a,i
m

i
t

⇤T . We do not include the house’s internal mass
temperature as it is not directly available for measurement.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm TCL Mass Heat Gain [kW] 0.5
Qa TCL Air Heat Gain [kW] 0.5
Qh TCL Heat Transfer [kW] [-17.7, -13.1]
⌘ Coef. of Performance [-] 3

measurement intervals. The y

c
t values are averaged over

the time-steps within a one minute interval to form the
controllable demand component of the measurement.

IV. DYNAMIC MIRROR DESCENT

In this section, we detail DMD [14] and adapt it to the
scenario under consideration. In our scenario, DMD seeks to
estimate the controllable demand component, yc

t , of the total
demand measurements, yt = y

c
t + y

uc
t , as they arrive. To do

this, we define the set of Nmdl models used within DMD as
Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each i 2 Nmdl,
then uses the corresponding model to advance the predictions
in time. The second process determines a weight associated
with each i 2 Nmdl and forms an overall estimate, byt = byc

t+

byuc
t , using a weighted combination of the byc,i

t and byuc,i
t values.

The value of interest to the aggregator is byc
t , the controllable

demand component of this weighted combination. We first
detail the prediction process, then the weighting process that
forms the estimate.

We associate with each model i 2 Nmdl a prediction b
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and a specified model of arbitrary structure �

i
t(·). Note

that in our scenario, �

i
t(·) contains a separate model for
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i
t in time, i.e., b✓it+1 = �

i
t(
e
✓

i
t). The gradient descent

and model-based update process is analogous to a Kalman
filter’s separate steps of incorporating a new observation then
advancing the prediction using a model. In contrast with a
Kalman filter, the models can have an arbitrary structure and
there are no assumptions on the underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as

e
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m,i capture heating
from appliances and occupants within the house as well as
solar irradiance. In this work they are assumed constant. The
outdoor temperature is ✓

o
t , and its trajectory for August 3 is

shown in Fig. 2. The Dataport weather data has is sampled
hourly, and we interpolated to the necessary time-step. Future
work should investigate time-varying values for Q

a,i and
Q

m,i that depend on weather conditions, time of day, and
uncontrollable load. We mention uncontrollable load because
in our scenario it contains household appliances that are on,
and larger uncontrollable load values should correspond to
more internal heat gain.
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We discretize these using [19] and use the discrete-time
matrices to update ✓
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether
the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

Finally, the values transmitted to the aggregator, e.g., at
the end of the day, are a history of the house’s internal air
temperature and the air conditioner’s on/off mode y

ac,i
t =⇥

✓

a,i
m

i
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⇤T . We do not include the house’s internal mass
temperature as it is not directly available for measurement.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh
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Qm TCL Mass Heat Gain [kW] 0.5
Qa TCL Air Heat Gain [kW] 0.5
Qh TCL Heat Transfer [kW] [-17.7, -13.1]
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measurement intervals. The y

c
t values are averaged over

the time-steps within a one minute interval to form the
controllable demand component of the measurement.

IV. DYNAMIC MIRROR DESCENT

In this section, we detail DMD [14] and adapt it to the
scenario under consideration. In our scenario, DMD seeks to
estimate the controllable demand component, yc

t , of the total
demand measurements, yt = y

c
t + y

uc
t , as they arrive. To do

this, we define the set of Nmdl models used within DMD as
Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each i 2 Nmdl,
then uses the corresponding model to advance the predictions
in time. The second process determines a weight associated
with each i 2 Nmdl and forms an overall estimate, byt = byc

t+

byuc
t , using a weighted combination of the byc,i

t and byuc,i
t values.

The value of interest to the aggregator is byc
t , the controllable

demand component of this weighted combination. We first
detail the prediction process, then the weighting process that
forms the estimate.
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and model-based update process is analogous to a Kalman
filter’s separate steps of incorporating a new observation then
advancing the prediction using a model. In contrast with a
Kalman filter, the models can have an arbitrary structure and
there are no assumptions on the underlying noise distribution.
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Dynamic	Mirror	Descent	

3.  Use	the	esRmated	states	to	evaluate	the	models	
for	the	next	Rme	step	

4.  Compute	a	weighted	version	of	the	esRmates	

5.  Update	the	model	weights	
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⇤T collects the environ-

mental heat sources that influence the on/off cycling of the
air conditioners. The values Q

a,i and Q

m,i capture heating
from appliances and occupants within the house as well as
solar irradiance. In this work they are assumed constant. The
outdoor temperature is ✓

o
t , and its trajectory for August 3 is

shown in Fig. 2. The Dataport weather data has is sampled
hourly, and we interpolated to the necessary time-step. Future
work should investigate time-varying values for Q

a,i and
Q

m,i that depend on weather conditions, time of day, and
uncontrollable load. We mention uncontrollable load because
in our scenario it contains household appliances that are on,
and larger uncontrollable load values should correspond to
more internal heat gain.

To create the model’s dynamics, we first form continuous
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether
the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m
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where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

Finally, the values transmitted to the aggregator, e.g., at
the end of the day, are a history of the house’s internal air
temperature and the air conditioner’s on/off mode y

ac,i
t =⇥

✓

a,i
m

i
t

⇤T . We do not include the house’s internal mass
temperature as it is not directly available for measurement.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
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�C ] [4.48, 6.07]
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measurement intervals. The y

c
t values are averaged over

the time-steps within a one minute interval to form the
controllable demand component of the measurement.

IV. DYNAMIC MIRROR DESCENT

In this section, we detail DMD [14] and adapt it to the
scenario under consideration. In our scenario, DMD seeks to
estimate the controllable demand component, yc

t , of the total
demand measurements, yt = y
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uc
t , as they arrive. To do

this, we define the set of Nmdl models used within DMD as
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
minimize over the variable ✓. The term ⌘thr`t(
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captures the alignment of the variable ✓ with the positive
gradient of the loss function. To minimize this term alone,
we would choose ✓ to be exactly aligned with the negative
gradient direction. The term D(✓kb✓it) is a Bregman diver-
gence that penalizes the deviation between the new variable
✓ and the old variable b

✓

i
t. It can be thought of as a term that

trades-off matching the noisy data points with trusting the
predictions. The value ⌘t is a step-size parameter, r`t(·, ·) is
the gradient of the loss function, h·, ·i is a dot product. Within
this work, we set `t(b✓it, yt) = 10
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The second DMD process forms the overall estimate from
a weighted combination of the i 2 Nmdl predictions
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The weights are based on each model’s historical accuracy
with respect to the measurements yt, and models that incur
larger loss values have less influence in the overall estimate.
The algorithm generating the weights is
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where w

i
t+1 is the weight associated with model i at time-

step t+1, � 2 (0, 1) dictates the portion of weighting that is
shared among models, ewi

t+1 is preliminary weight for model
i based on the loss of each model and the total loss of all
models, and ⌘

r is a parameter.
Ref. [14] describes � as a parameter that allows fast

switching between models. Another aspect of this is that �
sets the default combination of models used for predictions.
For example, when � is nearly one, all N

mdl models have
almost equal share in the overall estimate regardless of their
previous loss. Additional results, which we do not include,
investigated DMD’s accuracy as we increase �. The RMS
error in the controllable demand estimate increases with
larger values for �. Understanding this behavior in more
detail and investigating an alternative weighting function that
avoids this are proposed for future work.

V. DMD MODELS

Each of the N

mdl models used within DMD consists of
a controllable demand model paired with an uncontrollable
demand model. We detail the various models used within
DMD in this section.

A. Uncontrollable Demand Model

There exist many methods of forecasting demand, for
example [20], which takes the time of week and weather
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Fig. 3. The plant’s true uncontrollable demand and three predictions of
the uncontrollable demand.

into account. Within this work we use simple forecasting
methods, and we instead rely on DMD’s ability to select
and switch between the most accurate model (or combination
of models) in real-time. While advanced models may be
accurate more frequently, they will invariably be incorrect
at some point. DMD has the ability to find an alternative
model in these scenarios, provided an alternative model
or combination of models is accurate. For this reason we
include simpler forecasting methods and rely on DMD to
find the appropriate demand forecast combination.

The uncontrollable demand model is simply a lookup table

byuct = ↵t. (11)

The ↵t values are predetermined power values for each
time-step t over the desired prediction horizon. Within this
work, an ↵t value exists for each one minute interval over
the course of the day, and we generate the ↵t values from
some previous day’s true uncontrollable demand. The true
uncontrollable demand over a time period, e.g., a day, is
found by removing the total controllable demand, which is
known from the smart meters’ measurement transmissions,
from the total demand measurements. After constructing the
uncontrollable demand signal for a previous day, the time
series is broken into fifteen minute intervals. A linear least
squares fit is generated for each fifteen minute interval, and
we combine the linear predictors into a piecewise linear, con-
tinuous function. The ↵t values are this function’s predicted
uncontrollable demand for each time of day.

We generate the uncontrollable demand models for this
work using uncontrollable demand data from the Dataport
for July 27-29 – the Monday, Tuesday, and Wednesday
of the week preceding the simulated day. We note their
uncontrollable demand predictions as byuc,Mon

t , byuc,Tues
t , and

byuc,Wed
t respectively, and the models are noted as �

uc,Mon
t ,

�

uc,Tues
t , and �

uc,Wed
t respectively. Figure 3 depicts the plant

uncontrollable demand y

uc
t and the three uncontrollable de-

mand predictions.

B. Controllable Demand Models

We use three controllable demand models within the
DMD algorithm. Similar to the construction of the plant’s
controllable demand signal, the first uncontrollable demand
model is a collection of hybrid models where the individual
hybrid models capture individual air conditioner’s power
draw. In contrast to the hybrid models within the plant, these

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
minimize over the variable ✓. The term ⌘thr`t(
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The second DMD process forms the overall estimate from
a weighted combination of the i 2 Nmdl predictions
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The weights are based on each model’s historical accuracy
with respect to the measurements yt, and models that incur
larger loss values have less influence in the overall estimate.
The algorithm generating the weights is
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where w

i
t+1 is the weight associated with model i at time-

step t+1, � 2 (0, 1) dictates the portion of weighting that is
shared among models, ewi

t+1 is preliminary weight for model
i based on the loss of each model and the total loss of all
models, and ⌘

r is a parameter.
Ref. [14] describes � as a parameter that allows fast

switching between models. Another aspect of this is that �
sets the default combination of models used for predictions.
For example, when � is nearly one, all N

mdl models have
almost equal share in the overall estimate regardless of their
previous loss. Additional results, which we do not include,
investigated DMD’s accuracy as we increase �. The RMS
error in the controllable demand estimate increases with
larger values for �. Understanding this behavior in more
detail and investigating an alternative weighting function that
avoids this are proposed for future work.

V. DMD MODELS

Each of the N

mdl models used within DMD consists of
a controllable demand model paired with an uncontrollable
demand model. We detail the various models used within
DMD in this section.

A. Uncontrollable Demand Model

There exist many methods of forecasting demand, for
example [20], which takes the time of week and weather
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Fig. 3. The plant’s true uncontrollable demand and three predictions of
the uncontrollable demand.

into account. Within this work we use simple forecasting
methods, and we instead rely on DMD’s ability to select
and switch between the most accurate model (or combination
of models) in real-time. While advanced models may be
accurate more frequently, they will invariably be incorrect
at some point. DMD has the ability to find an alternative
model in these scenarios, provided an alternative model
or combination of models is accurate. For this reason we
include simpler forecasting methods and rely on DMD to
find the appropriate demand forecast combination.

The uncontrollable demand model is simply a lookup table

byuct = ↵t. (11)

The ↵t values are predetermined power values for each
time-step t over the desired prediction horizon. Within this
work, an ↵t value exists for each one minute interval over
the course of the day, and we generate the ↵t values from
some previous day’s true uncontrollable demand. The true
uncontrollable demand over a time period, e.g., a day, is
found by removing the total controllable demand, which is
known from the smart meters’ measurement transmissions,
from the total demand measurements. After constructing the
uncontrollable demand signal for a previous day, the time
series is broken into fifteen minute intervals. A linear least
squares fit is generated for each fifteen minute interval, and
we combine the linear predictors into a piecewise linear, con-
tinuous function. The ↵t values are this function’s predicted
uncontrollable demand for each time of day.

We generate the uncontrollable demand models for this
work using uncontrollable demand data from the Dataport
for July 27-29 – the Monday, Tuesday, and Wednesday
of the week preceding the simulated day. We note their
uncontrollable demand predictions as byuc,Mon

t , byuc,Tues
t , and

byuc,Wed
t respectively, and the models are noted as �

uc,Mon
t ,

�

uc,Tues
t , and �

uc,Wed
t respectively. Figure 3 depicts the plant

uncontrollable demand y

uc
t and the three uncontrollable de-

mand predictions.

B. Controllable Demand Models

We use three controllable demand models within the
DMD algorithm. Similar to the construction of the plant’s
controllable demand signal, the first uncontrollable demand
model is a collection of hybrid models where the individual
hybrid models capture individual air conditioner’s power
draw. In contrast to the hybrid models within the plant, these

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
minimize over the variable ✓. The term ⌘thr`t(
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captures the alignment of the variable ✓ with the positive
gradient of the loss function. To minimize this term alone,
we would choose ✓ to be exactly aligned with the negative
gradient direction. The term D(✓kb✓it) is a Bregman diver-
gence that penalizes the deviation between the new variable
✓ and the old variable b
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t. It can be thought of as a term that

trades-off matching the noisy data points with trusting the
predictions. The value ⌘t is a step-size parameter, r`t(·, ·) is
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this work, we set `t(b✓it, yt) = 10
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The second DMD process forms the overall estimate from
a weighted combination of the i 2 Nmdl predictions
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The weights are based on each model’s historical accuracy
with respect to the measurements yt, and models that incur
larger loss values have less influence in the overall estimate.
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where w

i
t+1 is the weight associated with model i at time-

step t+1, � 2 (0, 1) dictates the portion of weighting that is
shared among models, ewi

t+1 is preliminary weight for model
i based on the loss of each model and the total loss of all
models, and ⌘

r is a parameter.
Ref. [14] describes � as a parameter that allows fast

switching between models. Another aspect of this is that �
sets the default combination of models used for predictions.
For example, when � is nearly one, all N

mdl models have
almost equal share in the overall estimate regardless of their
previous loss. Additional results, which we do not include,
investigated DMD’s accuracy as we increase �. The RMS
error in the controllable demand estimate increases with
larger values for �. Understanding this behavior in more
detail and investigating an alternative weighting function that
avoids this are proposed for future work.

V. DMD MODELS

Each of the N

mdl models used within DMD consists of
a controllable demand model paired with an uncontrollable
demand model. We detail the various models used within
DMD in this section.

A. Uncontrollable Demand Model

There exist many methods of forecasting demand, for
example [20], which takes the time of week and weather
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Fig. 3. The plant’s true uncontrollable demand and three predictions of
the uncontrollable demand.

into account. Within this work we use simple forecasting
methods, and we instead rely on DMD’s ability to select
and switch between the most accurate model (or combination
of models) in real-time. While advanced models may be
accurate more frequently, they will invariably be incorrect
at some point. DMD has the ability to find an alternative
model in these scenarios, provided an alternative model
or combination of models is accurate. For this reason we
include simpler forecasting methods and rely on DMD to
find the appropriate demand forecast combination.

The uncontrollable demand model is simply a lookup table

byuct = ↵t. (11)

The ↵t values are predetermined power values for each
time-step t over the desired prediction horizon. Within this
work, an ↵t value exists for each one minute interval over
the course of the day, and we generate the ↵t values from
some previous day’s true uncontrollable demand. The true
uncontrollable demand over a time period, e.g., a day, is
found by removing the total controllable demand, which is
known from the smart meters’ measurement transmissions,
from the total demand measurements. After constructing the
uncontrollable demand signal for a previous day, the time
series is broken into fifteen minute intervals. A linear least
squares fit is generated for each fifteen minute interval, and
we combine the linear predictors into a piecewise linear, con-
tinuous function. The ↵t values are this function’s predicted
uncontrollable demand for each time of day.

We generate the uncontrollable demand models for this
work using uncontrollable demand data from the Dataport
for July 27-29 – the Monday, Tuesday, and Wednesday
of the week preceding the simulated day. We note their
uncontrollable demand predictions as byuc,Mon

t , byuc,Tues
t , and

byuc,Wed
t respectively, and the models are noted as �

uc,Mon
t ,

�

uc,Tues
t , and �

uc,Wed
t respectively. Figure 3 depicts the plant

uncontrollable demand y

uc
t and the three uncontrollable de-

mand predictions.

B. Controllable Demand Models

We use three controllable demand models within the
DMD algorithm. Similar to the construction of the plant’s
controllable demand signal, the first uncontrollable demand
model is a collection of hybrid models where the individual
hybrid models capture individual air conditioner’s power
draw. In contrast to the hybrid models within the plant, these
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PHDVXUHV LWV SUHGLFWLYH SHUIRUPDQFH DFFRUGLQJ WR D FRQYH[ ORVV
IXQFWLRQ� DQG ZLWK HDFK QHZ REVHUYDWLRQ LW FRPSXWHV WKH QHJD�
WLYH JUDGLHQW RI WKH ORVV DQG VKLIWV LWV SUHGLFWLRQ LQ WKDW GLUHFWLRQ�
6WRFKDVWLF JUDGLHQW GHVFHQW PHWKRGV VWHP IURP VLPLODU SULQFL�
SOHV DQG KDYH EHHQ VWXGLHG IRU GHFDGHV� EXW UHFHQW WHFKQLFDO
EUHDNWKURXJKV DOORZ WKHVH DSSURDFKHV WR EH XQGHUVWRRG ZLWKRXW
VWURQJ VWRFKDVWLF DVVXPSWLRQV RQ WKH GDWD� HYHQ LQ DGYHUVDULDO
VHWWLQJV� OHDGLQJ WR PRUH HI¿FLHQW DQG UDSLGO\ FRQYHUJLQJ DOJR�
ULWKPV LQ PDQ\ VHWWLQJV�
7KLV SDSHU GHVFULEHV D QRYHO IUDPHZRUN IRU SUHGLFWLRQ LQ

WKH LQGLYLGXDO VHTXHQFH VHWWLQJ ZKLFK LQFRUSRUDWHV G\QDPLFDO
PRGHOV²HIIHFWLYHO\ D QRYHO FRPELQDWLRQ RI VWDWH XSGDWLQJ
IURP VWRFKDVWLF ¿OWHU WKHRU\ DQG RQOLQH FRQYH[ RSWLPL]DWLRQ
IURP XQLYHUVDO SUHGLFWLRQ� :H HVWDEOLVK WUDFNLQJ UHJUHW ERXQGV
IRU RXU SURSRVHG DOJRULWKP� Dynamic Mirror Descent (DMD)�
ZKLFK FKDUDFWHUL]H KRZ ZHOO ZH SHUIRUP UHODWLYH WR VRPH
DOWHUQDWLYH DSSURDFK �e.g., D FRPSXWDWLRQDOO\ LQWUDFWDEOH EDWFK
DOJRULWKP� RSHUDWLQJ RQ WKH VDPH GDWD WR JHQHUDWH LWV RZQ
SUHGLFWLRQV� FDOOHG D ³FRPSDUDWRU VHTXHQFH�´ 2XU QRYHO UHJUHW
ERXQGV VFDOH ZLWK WKH GHYLDWLRQ RI WKLV FRPSDUDWRU VHTXHQFH
IURP D G\QDPLFDO PRGHO� 7KHVH ERXQGV VLPSOLI\ WR SUHYLRXVO\
VKRZQ ERXQGV ZKHQ WKHUH DUH QR G\QDPLFV� ,Q DGGLWLRQ� ZH
GHVFULEH PHWKRGV EDVHG RQ '0' IRU DGDSWLQJ WR WKH EHVW
G\QDPLFDO PRGHO IURP HLWKHU D ¿QLWH RU SDUDPHWULF FODVV RI
FDQGLGDWH PRGHOV� ,Q WKHVH VHWWLQJV� ZH HVWDEOLVK WUDFNLQJ
UHJUHW ERXQGV ZKLFK VFDOH ZLWK WKH GHYLDWLRQ RI D FRPSDUDWRU
VHTXHQFH IURP WKH best sequence RI G\QDPLFDO PRGHOV�
:KLOH RXU PHWKRGV DQG WKHRU\ DSSO\ LQ D EURDG UDQJH RI VHW�

WLQJV� ZH DUH SDUWLFXODUO\ LQWHUHVWHG LQ WKH VHWWLQJ ZKHUH WKH GL�
PHQVLRQDOLW\ RI WKH SDUDPHWHU WR EH HVWLPDWHG LV YHU\ KLJK� ,Q
WKLV UHJLPH� WKH LQFRUSRUDWLRQ RI ERWK G\QDPLFDO PRGHOV DQG
VSDUVLW\ UHJXODUL]DWLRQ SOD\V D NH\ UROH� :LWK WKLV LQ PLQG� ZH
IRFXV RQ D FODVV RI PHWKRGV ZKLFK LQFRUSRUDWH UHJXODUL]DWLRQ DV
ZHOO DV G\QDPLFDO PRGHOLQJ� 7KH UROH RI UHJXODUL]DWLRQ� SDUWLF�
XODUO\ VSDUVLW\ UHJXODUL]DWLRQ� LV LQFUHDVLQJO\ ZHOO XQGHUVWRRG LQ
EDWFK VHWWLQJV DQG KDV UHVXOWHG LQ VLJQL¿FDQW JDLQV LQ LOO�SRVHG
DQG GDWD�VWDUYHG VHWWLQJV >��@±>��@� 0RUH UHFHQW ZRUN KDV H[�
DPLQHG WKH UROH RI VSDUVLW\ LQ RQOLQH PHWKRGV VXFK DV UHFXUVLYH
OHDVW VTXDUHV �5/6� DOJRULWKPV� EXW GR QRW DFFRXQW IRU G\QDPLF
HQYLURQPHQWV >��@�

A. Organization of Paper and Main Contributions

7KH UHPDLQGHU RI WKLV SDSHU LV VWUXFWXUHG DV IROORZV� ,Q
6HFWLRQ ,,� ZH IRUPXODWH WKH SUREOHP DQG LQWURGXFH QRWDWLRQ
XVHG WKURXJKRXW WKH SDSHU� DQG 6HFWLRQ ,,, LQWURGXFHV WKH
Dynamic Mirror Descent (DMD) PHWKRG� DQG JLYHV EULHI
FRPSDULVRQ WR H[LVWLQJ PHWKRGV� DORQJ ZLWK QRYHO WUDFNLQJ
UHJUHW ERXQGV� 7KLV VHFWLRQ DOVR GHVFULEHV WKH DSSOLFDWLRQ RI
GDWD�GHSHQGHQW G\QDPLFDO PRGHOV DQG WKHLU FRQQHFWLRQ WR UH�
FHQW ZRUN RQ RQOLQH OHDUQLQJ ZLWK SUHGLFWDEOH VHTXHQFHV� '0'
XVHV RQO\ D VLQJOH VHULHV RI G\QDPLFDO PRGHOV� EXW ZH FDQ XVH
LW WR FKRRVH DPRQJ D IDPLO\ RI FDQGLGDWH G\QDPLFDO PRGHOV�
7KLV LV GHVFULEHG IRU ¿QLWH IDPLOLHV LQ 6HFWLRQ ,9 XVLQJ D ¿[HG
VKDUH DOJRULWKP� DQG IRU SDUDPHWULF IDPLOLHV LQ 6HFWLRQ 9�
6HFWLRQ 9, VKRZV H[SHULPHQWDO UHVXOWV RI RXU PHWKRGV LQ D
YDULHW\ RI FRQWH[WV UDQJLQJ IURP LPDJLQJ WR VHOI�H[FLWLQJ SRLQW
SURFHVVHV� )LQDOO\� 6HFWLRQ 9,, PDNHV FRQFOXGLQJ UHPDUNV
ZKLOH SURRIV DUH UHOHJDWHG WR $SSHQGL[ $�

,,� 352%/(0 )2508/$7,21

7KH SUREOHP RI VHTXHQWLDO SUHGLFWLRQ LV SRVHG DV DQ LWHUDWLYH
JDPH EHWZHHQ D )RUHFDVWHU DQG WKH (QYLURQPHQW� $W HYHU\ WLPH
SRLQW� � WKH )RUHFDVWHU JHQHUDWHV D SUHGLFWLRQ IURP D ERXQGHG�
FORVHG� FRQYH[ VHW � $IWHU WKH )RUHFDVWHU PDNHV D SUH�
GLFWLRQ� WKH (QYLURQPHQW UHYHDOV WKH ORVV IXQFWLRQ ZKHUH
LV D FRQYH[ IXQFWLRQ ZKLFK PDSV WKH VSDFH WR WKH UHDO QXPEHU
OLQH� :H ZLOO DVVXPH WKDW WKH ORVV IXQFWLRQ LV WKH FRPSRVLWLRQ
RI D FRQYH[ IXQFWLRQ IURP WKH (QYLURQPHQW DQG
D FRQYH[ UHJXODUL]DWLRQ IXQFWLRQ ZKLFK GRHV QRW
FKDQJH RYHU WLPH� )UHTXHQWO\ WKH ORVV IXQFWLRQ� ZLOO PHDVXUH
WKH DFFXUDF\ RI D SUHGLFWLRQ FRPSDUHG WR VRPH QHZ GDWD SRLQW

ZKHUH LV WKH GRPDLQ RI SRVVLEOH REVHUYDWLRQV� 7KH UHJ�
XODUL]DWLRQ IXQFWLRQ SURPRWHV ORZ�GLPHQVLRQDO VWUXFWXUH �VXFK
DV VSDUVLW\� ZLWKLQ WKH SUHGLFWLRQV� :H DGGLWLRQDOO\ DVVXPH WKDW
ZH FDQ FRPSXWH D VXEJUDGLHQW RI RU DW DQ\ SRLQW �
ZKLFK ZH GHQRWH DQG � 7KXV WKH )RUHFDVWHU LQFXUV WKH
ORVV �
7KH JRDO RI WKH )RUHFDVWHU LV WR FUHDWH D VHTXHQFH RI SUHGLF�

WLRQV WKDW KDV D ORZ FXPXODWLYH ORVV �
%HFDXVH WKH ORVV IXQFWLRQV DUH EHLQJ UHYHDOHG VHTXHQWLDOO\� WKH
SUHGLFWLRQ DW HDFK WLPH FDQ RQO\ EH D IXQFWLRQ RI DOO SUHYLRXVO\
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VHWWLQJ ZLWK IXOO NQRZOHGJH RI SDVW DQG IXWXUH REVHUYDWLRQV�
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PHDVXUHV LWV SUHGLFWLYH SHUIRUPDQFH DFFRUGLQJ WR D FRQYH[ ORVV
IXQFWLRQ� DQG ZLWK HDFK QHZ REVHUYDWLRQ LW FRPSXWHV WKH QHJD�
WLYH JUDGLHQW RI WKH ORVV DQG VKLIWV LWV SUHGLFWLRQ LQ WKDW GLUHFWLRQ�
6WRFKDVWLF JUDGLHQW GHVFHQW PHWKRGV VWHP IURP VLPLODU SULQFL�
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VWURQJ VWRFKDVWLF DVVXPSWLRQV RQ WKH GDWD� HYHQ LQ DGYHUVDULDO
VHWWLQJV� OHDGLQJ WR PRUH HI¿FLHQW DQG UDSLGO\ FRQYHUJLQJ DOJR�
ULWKPV LQ PDQ\ VHWWLQJV�
7KLV SDSHU GHVFULEHV D QRYHO IUDPHZRUN IRU SUHGLFWLRQ LQ

WKH LQGLYLGXDO VHTXHQFH VHWWLQJ ZKLFK LQFRUSRUDWHV G\QDPLFDO
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EDWFK VHWWLQJV DQG KDV UHVXOWHG LQ VLJQL¿FDQW JDLQV LQ LOO�SRVHG
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
t and ✓o,LTV2

t ,
two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I
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We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
m

i
t + E

i
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i
t i 2 N ac (4)
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0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
+ ✓
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m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
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i
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byc,i
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t

⇤T
, a modified prediction e
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t =
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, and

a specified model of arbitrary structure �i
t(·). Note that in our

scenario, �i
t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
✓

i
t is an adjusted version of b

✓

i
t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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their values, where [↵,�] indicates a uniform distribution.
We generate the N
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the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
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Q

a,i and Q

m,i that depend on weather conditions, time of day,
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t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
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two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].
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well as solar irradiance. In this work, they are assumed
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t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P
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where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y
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t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We

measurements arrive. Knowledge of the real-time control-
lable demand has several uses: i) to bid demand response
capacity into ancillary services markets [8], [9], or ii) as
the feedback control signal within a load control algorithm
[10]–[14]. While this knowledge enables feedback control,
in this work we do not incorporate any control action that
manipulates the controllable loads.

We apply an online learning algorithm, dynamic mirror
descent (DMD) [7], to achieve the goal of estimating the
controllable demand in real-time. DMD uses a bank of
models, some for the controllable demand and some for the
uncontrollable demand, to predict the former. The algorithm
forms overall demand predictions from various combina-
tions of the controllable and uncontrollable demand models.
These model combinations are weighted based on their
recent predictions’ accuracy – better prediction-measurement
matching leads to larger weighting and more influence in
the overall estimate. DMD’s controllable demand estimate
is then the controllable demand component of this weighted
combination of the various model predictions.

Within this work, we assume that the controllable demand
corresponds to the active power usage of a population of
thousands of air conditioners. We assume the air conditioners
are all connected to a single distribution feeder. Each air
conditioner cycles between drawing power (the on mode) and
not drawing power (the off mode) to maintain a household’s
indoor temperature within a dead-band around a user-defined
temperature setting. We also assume that smart meters mea-
sure the indoor temperature and on/off mode of each air
conditioner on the time-scale of seconds. We assume this
information is not available in real-time, but historical data,
e.g., from a previous day, are available.

In the following section, we describe the general simula-
tion setting and the construction of the plant, which is the
representation of the physical system within our simulations.

III. PLANT CONSTRUCTION

In this section, we detail the construction of a 24-hour sig-
nal representing one day of the distribution feeder’s measured
power values, which are the summation of a controllable
demand signal and an uncontrollable demand signal. We
generate the uncontrollable demand signal using a feeder
from GridLAB-D’s feeder taxonomy [15] and household
power usage data from the Pecan Street Inc. Dataport [16].
We generate the controllable demand signal from a set
of models that simulate the power draw of individual air
conditioners.

Figure 1 shows the time series corresponding to the
controllable demand, denoted y

c
t , and uncontrollable demand,

denoted y

uc
t . The measured demand time series yt is the

sum of these two signals, yt = y

c
t + y

uc
t , and the 1 minute

sampling intervals for the Dataport’s household data dictates
the time-step of our simulation. The following sections detail
the construction of the uncontrollable demand signal and the
controllable demand signal.
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Fig. 1. Time series of the controllable and uncontrollable demand
components of the measured signal.

A. Uncontrollable Demand Signal

The active power draw of the loads on GridLAB-D feeder
R3-12.47-1 determines the uncontrollable demand signal’s
average value over the day. The chosen feeder contains
only residential and commercial loads, and we assume the
commercial load served by the feeder is constant over the
day. To add some variability to the commercial load, we
add zero-mean, normally distributed demand with a standard
deviation of 5% of the mean commercial load.

The residential loads served by the feeder provide the
average value of the uncontrollable household load. We
construct the uncontrollable household load signal from the
Dataport’s historical household active power demand data.
The data used to construct the uncontrollable residential load
was that of single family homes in Austin, Texas on Monday,
August 3, 2015, and we removed any air conditioning loads
from the data. The individual houses’ usage signals for the
day were randomly drawn with replacement and added to
the uncontrollable residential signal until the uncontrollable
residential signal’s mean matched that dictated by the feeder
model. Finally, the commercial and residential components
were added to generate the overall uncontrollable demand
signal. Note that we do not model power lines or power
flows within this work.

B. Controllable Demand Signal

A population, or set, of hybrid models, i.e., models con-
taining continuous and discrete states, generates the con-
trollable demand signal. Each hybrid model captures the
heat transfer driving the on/off cycling of an individual air
conditioner. The total controllable demand at time t, yc

t , is
the sum of the individual hybrid models’ power usage.

The number of models within the population, N ac, equals
the number of houses with air conditioners used to generate
the uncontrollable demand signal, and we model an individ-
ual air conditioner’s power usage with the equivalent thermal
parameter (ETP) model [17]. The set of ETP models are
N ac

= {1, 2, . . . , N ac}, and we index them with i 2 N ac.
The ETP model contains a vector of continuous states ✓it =⇥

✓

a,i
t ✓

m,i
t

⇤T
that capture the house’s internal temperatures

and a discrete state m

i
t that captures whether the appliance is

drawing power. The ✓

m,i
t value is the house’s internal mass

temperature, and ✓

a,i
t is the house’s internal air temperature.

Table I summarizes the parameters used within the model and
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The active power draw of the loads on GridLAB-D feeder
R3-12.47-1 determines the uncontrollable demand signal’s
average value over the day. The chosen feeder contains
only residential and commercial loads, and we assume the
commercial load served by the feeder is constant over the
day. To add some variability to the commercial load, we
add zero-mean, normally distributed demand with a standard
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Dataport’s historical household active power demand data.
The data used to construct the uncontrollable residential load
was that of single family homes in Austin, Texas on Monday,
August 3, 2015, and we removed any air conditioning loads
from the data. The individual houses’ usage signals for the
day were randomly drawn with replacement and added to
the uncontrollable residential signal until the uncontrollable
residential signal’s mean matched that dictated by the feeder
model. Finally, the commercial and residential components
were added to generate the overall uncontrollable demand
signal. Note that we do not model power lines or power
flows within this work.

B. Controllable Demand Signal

A population, or set, of hybrid models, i.e., models con-
taining continuous and discrete states, generates the con-
trollable demand signal. Each hybrid model captures the
heat transfer driving the on/off cycling of an individual air
conditioner. The total controllable demand at time t, yc

t , is
the sum of the individual hybrid models’ power usage.
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t and ✓o,LTV2

t ,
two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I
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a,i
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m,i

�
. (3)

We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
m

i
t + E

i
d

i
t i 2 N ac (4)

m

i
t+1 =

8
><

>:

0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
+ ✓

db,i
/2

m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
✓

i
t =⇥

byc,i
t byuc,i

t

⇤T
, a modified prediction e

✓

i
t =

⇥
eyc,i
t eyuc,i

t

⇤T
, and

a specified model of arbitrary structure �i
t(·). Note that in our

scenario, �i
t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
✓

i
t is an adjusted version of b

✓

i
t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as

e
✓

i
t = argmin

✓2⇥
⌘t

D
r`t(

b
✓

i
t, yt), ✓

E
+ D

⇣
✓kb✓it

⌘
, (6)

b
✓

i
t+1 = �

i
t(
e
✓

i
t) , (7)

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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used to generate the controllable demand signal, with ✓o,LTV1
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two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I
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. (3)

We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
m

i
t + E

i
d

i
t i 2 N ac (4)

m

i
t+1 =
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>:

0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
+ ✓

db,i
/2

m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
✓

i
t =⇥

byc,i
t byuc,i

t

⇤T
, a modified prediction e

✓

i
t =

⇥
eyc,i
t eyuc,i

t

⇤T
, and

a specified model of arbitrary structure �i
t(·). Note that in our

scenario, �i
t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
✓

i
t is an adjusted version of b

✓

i
t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as

e
✓

i
t = argmin

✓2⇥
⌘t

D
r`t(

b
✓

i
t, yt), ✓

E
+ D

⇣
✓kb✓it

⌘
, (6)

b
✓

i
t+1 = �

i
t(
e
✓

i
t) , (7)

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
t and ✓o,LTV2

t ,
two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I

A

c,i
=


�
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a,i
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m,i
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a,i
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E
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a,i
1/⇤

a,i
0

0 0 1/⇤

m,i

�
. (3)

We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
m

i
t + E

i
d

i
t i 2 N ac (4)

m

i
t+1 =

8
><

>:

0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
+ ✓

db,i
/2

m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
✓

i
t =⇥

byc,i
t byuc,i

t

⇤T
, a modified prediction e

✓

i
t =

⇥
eyc,i
t eyuc,i

t

⇤T
, and

a specified model of arbitrary structure �i
t(·). Note that in our

scenario, �i
t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
✓

i
t is an adjusted version of b

✓

i
t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as

e
✓

i
t = argmin

✓2⇥
⌘t

D
r`t(

b
✓

i
t, yt), ✓

E
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⌘
, (6)

b
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i
t+1 = �
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t) , (7)

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
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two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I

A

c,i
=


�
�
U

a,i
+ U

m,i
�
/⇤

a,i
U

m,i
/⇤

a,i

U

m,i
/⇤

m,i �U

m,i
/⇤

m,i

�
(1)

B

c,i
=

⇥
Q

h,i
/⇤

a,i
0

⇤T (2)

E

c,i
=


U

a,i
/⇤

a,i
1/⇤

a,i
0

0 0 1/⇤

m,i

�
. (3)

We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
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t + E

i
d

i
t i 2 N ac (4)
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t+1 =
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0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
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db,i
/2

m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.
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i
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descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We

measurements arrive. Knowledge of the real-time control-
lable demand has several uses: i) to bid demand response
capacity into ancillary services markets [8], [9], or ii) as
the feedback control signal within a load control algorithm
[10]–[14]. While this knowledge enables feedback control,
in this work we do not incorporate any control action that
manipulates the controllable loads.

We apply an online learning algorithm, dynamic mirror
descent (DMD) [7], to achieve the goal of estimating the
controllable demand in real-time. DMD uses a bank of
models, some for the controllable demand and some for the
uncontrollable demand, to predict the former. The algorithm
forms overall demand predictions from various combina-
tions of the controllable and uncontrollable demand models.
These model combinations are weighted based on their
recent predictions’ accuracy – better prediction-measurement
matching leads to larger weighting and more influence in
the overall estimate. DMD’s controllable demand estimate
is then the controllable demand component of this weighted
combination of the various model predictions.

Within this work, we assume that the controllable demand
corresponds to the active power usage of a population of
thousands of air conditioners. We assume the air conditioners
are all connected to a single distribution feeder. Each air
conditioner cycles between drawing power (the on mode) and
not drawing power (the off mode) to maintain a household’s
indoor temperature within a dead-band around a user-defined
temperature setting. We also assume that smart meters mea-
sure the indoor temperature and on/off mode of each air
conditioner on the time-scale of seconds. We assume this
information is not available in real-time, but historical data,
e.g., from a previous day, are available.

In the following section, we describe the general simula-
tion setting and the construction of the plant, which is the
representation of the physical system within our simulations.

III. PLANT CONSTRUCTION

In this section, we detail the construction of a 24-hour sig-
nal representing one day of the distribution feeder’s measured
power values, which are the summation of a controllable
demand signal and an uncontrollable demand signal. We
generate the uncontrollable demand signal using a feeder
from GridLAB-D’s feeder taxonomy [15] and household
power usage data from the Pecan Street Inc. Dataport [16].
We generate the controllable demand signal from a set
of models that simulate the power draw of individual air
conditioners.

Figure 1 shows the time series corresponding to the
controllable demand, denoted y

c
t , and uncontrollable demand,

denoted y

uc
t . The measured demand time series yt is the

sum of these two signals, yt = y

c
t + y

uc
t , and the 1 minute

sampling intervals for the Dataport’s household data dictates
the time-step of our simulation. The following sections detail
the construction of the uncontrollable demand signal and the
controllable demand signal.
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Fig. 1. Time series of the controllable and uncontrollable demand
components of the measured signal.

A. Uncontrollable Demand Signal

The active power draw of the loads on GridLAB-D feeder
R3-12.47-1 determines the uncontrollable demand signal’s
average value over the day. The chosen feeder contains
only residential and commercial loads, and we assume the
commercial load served by the feeder is constant over the
day. To add some variability to the commercial load, we
add zero-mean, normally distributed demand with a standard
deviation of 5% of the mean commercial load.

The residential loads served by the feeder provide the
average value of the uncontrollable household load. We
construct the uncontrollable household load signal from the
Dataport’s historical household active power demand data.
The data used to construct the uncontrollable residential load
was that of single family homes in Austin, Texas on Monday,
August 3, 2015, and we removed any air conditioning loads
from the data. The individual houses’ usage signals for the
day were randomly drawn with replacement and added to
the uncontrollable residential signal until the uncontrollable
residential signal’s mean matched that dictated by the feeder
model. Finally, the commercial and residential components
were added to generate the overall uncontrollable demand
signal. Note that we do not model power lines or power
flows within this work.

B. Controllable Demand Signal

A population, or set, of hybrid models, i.e., models con-
taining continuous and discrete states, generates the con-
trollable demand signal. Each hybrid model captures the
heat transfer driving the on/off cycling of an individual air
conditioner. The total controllable demand at time t, yc

t , is
the sum of the individual hybrid models’ power usage.

The number of models within the population, N ac, equals
the number of houses with air conditioners used to generate
the uncontrollable demand signal, and we model an individ-
ual air conditioner’s power usage with the equivalent thermal
parameter (ETP) model [17]. The set of ETP models are
N ac

= {1, 2, . . . , N ac}, and we index them with i 2 N ac.
The ETP model contains a vector of continuous states ✓it =⇥

✓

a,i
t ✓

m,i
t

⇤T
that capture the house’s internal temperatures

and a discrete state m

i
t that captures whether the appliance is

drawing power. The ✓

m,i
t value is the house’s internal mass

temperature, and ✓

a,i
t is the house’s internal air temperature.

Table I summarizes the parameters used within the model and
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A. Uncontrollable Demand Signal

The active power draw of the loads on GridLAB-D feeder
R3-12.47-1 determines the uncontrollable demand signal’s
average value over the day. The chosen feeder contains
only residential and commercial loads, and we assume the
commercial load served by the feeder is constant over the
day. To add some variability to the commercial load, we
add zero-mean, normally distributed demand with a standard
deviation of 5% of the mean commercial load.

The residential loads served by the feeder provide the
average value of the uncontrollable household load. We
construct the uncontrollable household load signal from the
Dataport’s historical household active power demand data.
The data used to construct the uncontrollable residential load
was that of single family homes in Austin, Texas on Monday,
August 3, 2015, and we removed any air conditioning loads
from the data. The individual houses’ usage signals for the
day were randomly drawn with replacement and added to
the uncontrollable residential signal until the uncontrollable
residential signal’s mean matched that dictated by the feeder
model. Finally, the commercial and residential components
were added to generate the overall uncontrollable demand
signal. Note that we do not model power lines or power
flows within this work.

B. Controllable Demand Signal

A population, or set, of hybrid models, i.e., models con-
taining continuous and discrete states, generates the con-
trollable demand signal. Each hybrid model captures the
heat transfer driving the on/off cycling of an individual air
conditioner. The total controllable demand at time t, yc

t , is
the sum of the individual hybrid models’ power usage.

The number of models within the population, N ac, equals
the number of houses with air conditioners used to generate
the uncontrollable demand signal, and we model an individ-
ual air conditioner’s power usage with the equivalent thermal
parameter (ETP) model [17]. The set of ETP models are
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= {1, 2, . . . , N ac}, and we index them with i 2 N ac.
The ETP model contains a vector of continuous states ✓it =⇥
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and a discrete state m
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t that captures whether the appliance is

drawing power. The ✓
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t value is the house’s internal mass

temperature, and ✓
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t is the house’s internal air temperature.

Table I summarizes the parameters used within the model and
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
t and ✓o,LTV2

t ,
two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].

The vector d

i
t =

⇥
✓

o
t Q

a,i
Q

m,i
⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I
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We form the discrete-time matrices using [19, p. 315] and
use them to update ✓

i
t and m

i
t

✓

i
t+1 = A

i
✓

i
t +B

i
m

i
t + E

i
d

i
t i 2 N ac (4)
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8
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>:

0 if ✓a,it+1 < ✓

set,i � ✓

db,i
/2

1 if ✓a,it+1 > ✓

set,i
+ ✓

db,i
/2

m

i
t otherwise

i 2 N ac
. (5)

The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
✓

i
t =⇥

byc,i
t byuc,i

t

⇤T
, a modified prediction e

✓

i
t =

⇥
eyc,i
t eyuc,i

t

⇤T
, and

a specified model of arbitrary structure �i
t(·). Note that in our

scenario, �i
t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
✓

i
t is an adjusted version of b

✓

i
t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as

e
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b
✓

i
t+1 = �

i
t(
e
✓

i
t) , (7)

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].
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m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓
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t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
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We form the discrete-time matrices using [19, p. 315] and
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P

i
t = (|Qh,i| m

i
t)/⌘

i

where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute

TABLE I
AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
�t Time-Step Duration [s] 2
✓set Temperature Set-Point [�C] [24, 26]
✓db Temperature Dead-band [�C] [2.0, 2.5]
Um Envelope Conductance [ kW

�C ] [0.84, 1.14]
U a Internal Conductance [ kW

�C ] [0.2, 0.27]
⇤m Mass Heat Capacitance [ kWh

�C ] [4.48, 6.07]
⇤a Air Heat Capacitance [ kWh

�C ] [0.16, 0.21]
Qm Internal Mass Heat Gain [kW] 0.5
Qa Internal Air Heat Gain [kW] 0.5
Qh Appliance Heat Transfer [kW] [-17.7, -13.1]
⌘ Coefficient of Performance [-] 3

measurement intervals. The y

c
t within each one minute inter-

val are averaged to form the controllable demand component
of the measurement.

IV. DYNAMIC MIRROR DESCENT
In this section, we detail DMD [7] and adapt it to the

scenario under consideration. In our scenario, DMD seeks
to estimate the controllable demand component, yc

t , of the
total demand measurements, yt = y

c
t + y

uc
t , as they arrive.

To do this, we define the set of N

mdl models used within
DMD as Nmdl

= {1, . . . , Nmdl}.
DMD estimates y

c
t using two general processes. The first

process forms predictions byc,i
t and byuc,i

t for each model
i 2 Nmdl, and then uses the corresponding model to advance
the predictions in time. The second process determines a
weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the

byc,i
t and byuc,i

t values. The value of interest to the aggregator
is byc

t , the controllable demand component of this weighted
combination. We first detail the prediction process, then the
weighting process that forms the estimate.

We associate with each model a prediction b
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t(·). Note that in our
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t(·) contains a separate model for the controllable

and uncontrollable demand, i.e., �i
t(·) = {�c,i

t (·),�uc,i
t (·)}.

The modified prediction e
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t is an adjusted version of b
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t that

incorporates information from the newly arrived measure-
ment yt using a gradient descent-based update. The specified
model �i

t(·) advances the estimate e
✓

i
t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.

DMD forms predictions for models i 2 Nmdl as
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where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
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Fig. 2. Time series plots comparing ✓o
t , the outdoor temperature trajectory

used to generate the controllable demand signal, with ✓o,LTV1
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two alternative trajectories used to generate the models in Section V-B.3.

their values, where [↵,�] indicates a uniform distribution.
We generate the N

ac ETP models by randomly sampling
the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].
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⇤T collects the en-

vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q

m,i capture
heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓

o
t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q

a,i and Q

m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
gains.

To create the dynamical models, we first form continuous
time matrices from the parameters sampled from Table I
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P
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t = (|Qh,i| m

i
t)/⌘
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where heat is removed, i.e., Qh,i
< 0, for cooling appliances.

The controllable demand value at each time-step is y

c
t =PN ac

i=1 P
i
t . Note that the ETP models operate on time-steps

of two seconds while the demand signals have one minute
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AIR CONDITIONER MODEL PARAMETERS [18]

Parameter Description Value
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✓set Temperature Set-Point [�C] [24, 26]
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weight associated with each model and forms an overall
estimate, byt = byc

t +byuc
t , using a weighted combination of the
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t in time. The gradient

descent-based then model-based update process is analogous
to a Kalman filter’s separate steps of incorporating a new
observation then advancing the prediction using a model.
In contrast with a Kalman filter, the models can have an
arbitrary structure and there are no assumptions on the
underlying noise distribution.
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their values, where [↵,�] indicates a uniform distribution.
We generate the N
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the parameter distributions. The nominal parameters for the
parameter distributions are based on [18].
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vironmental heat sources that influence the on/off cycling
of the air conditioners. The values Q

a,i and Q
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heating from appliances and occupants within the house as
well as solar irradiance. In this work, they are assumed
constant. The outdoor temperature is ✓
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t , and its trajectory

for August 3 is shown in Fig. 2. The Dataport weather data
is sampled hourly, and we interpolated to the necessary time-
step. Future work should investigate time-varying values for
Q
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m,i that depend on weather conditions, time of day,
and uncontrollable load. These values are a function of the
uncontrollable load because the uncontrollable load includes
uncontrollable appliances, e.g., computers, that induce heat
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The first equation updates the internal temperatures. The
second equation updates the on/off mode based on whether or
not the air temperature has exited the allowable temperature
range. The resulting power draw is P
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where heat is removed, i.e., Qh,i
< 0, for cooling appliances.
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arbitrary structure and there are no assumptions on the
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Fig. 4. Time series plots comparing of the plant’s controllable demand to
the predicted demand of the two-state hybrid model population.

hybrid models have less detail. The predicted controllable
demand at a given time is the sum of the each hybrid model’s
demand.

The second two models are versions of an aggregate model
developed in [21]. Whereas each hybrid model attempts to
capture the heat transfer driving the air conditioner’s cycling,
the aggregate model seeks to describe the probabilistic
behavior of the entire air conditioner population. The first
aggregate model is a set of linear time-invariant (LTI) models
that characterize air conditioner switching based on different
outdoor temperatures. The second aggregate model is a linear
time-varying (LTV) model generated from a previous day’s
air conditioner data.

The following sections detail these models. Note that all
of these models operate with two second time-steps, and the
one minute demand predictions are formed from averaging
the previous minute of predictions.

1) Hybrid Model Population: Since we do not have access
to a history of a house’s internal mass temperature, this
hybrid model incorporates only the house’s internal temper-
ature, i.e., ✓it = ✓

a,i
t and the on/off mode of the appliance

m

i
t. The vector of environmental heat sources is the outdoor

temperature d

i
t = ✓

o
t .

The resulting continuous-time matrices are
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⇤
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where b
⇤ and b

U are identified using a nonlinear least squares
algorithm. The nonlinear least squares algorithm inputs are
1) historical data for the house’s internal air temperature, 2)
historical data for the air conditioner’s on/off mode, and 3)
the corresponding outdoor air temperature data for a given
appliance or household. The predicted power draw for an
individual model is b

P

i
t = (|Qh,i| mi

t)/⌘
i where Q

h,i and ⌘

i

are assumed to be known.
The predicted controllable demand at each time-step is

byc,Hyb
t =

PN ac

i=1
b
P

i
t where the byc,Hyb

t values are averaged
over the time-steps within a one minute interval to form the
controllable demand prediction. Because the hybrid model
population results in a single controllable demand prediction,
we note it collectively as �

c,Hyb
t .

Figure 4 depicts the modeled controllable demand versus
the plant’s controllable demand using b

⇤ and b
U values that

are identified once at the beginning of the day. Note that
the model performs poorly over the course of the day; it’s
resulting weight in the DMD algorithm will be small. Future
work should investigate estimating the environmental heat
injections, which would allow a more detailed d

i
t vector

in the two-state model. Additional future work should in-
vestigate hybrid system identification techniques that allow
identification of the model parameters and model order based
on input-output data.

2) LTI Aggregate Model Set: The aggregate model for
a controllable appliance population predicts the portion of
appliances that draw power versus the portion of appliances
that are not drawing power. It does so by forming a state
vector x 2 RN x

that consists of the portion of controllable
appliances within discrete state bins. In this work, one bin
captures the portion of controllable appliances that are on
and another captures those that are off, i.e., N x

= 2. The
state transition matrix, A 2 RN x⇥N x

, is a transposed Markov
transition matrix. Its entries capture 1) the probability that
appliances stay within a given state bin during the time-step,
and 2) the probability of switching state bins. The output
matrix is C = N

ac
P

⇥
0 1

⇤
where P is the average power

draw of appliances that are on.
We denote a set integers corresponding to outdoor temper-

atures of interest as Ntemps. The LTI model set is generated
by constructing A

i and C

i matrices for i 2 Ntemps. The
matrices are generated by separating controllable appliances’
historical on/off values based on the outdoor temperature of
the model. The on/off values are then used to generate a state
transition and output matrix for each outdoor temperature of
interest. The output byc,LTI,i

t is the predicted power draw of
the controllable appliance population. The resulting model is

x

i
t+1 = A

i
x

i
t i 2 Ntemps (15)

byc,LTI,i
t = C

i
x

i
t i 2 Ntemps

. (16)

Note a separate state value exists for each model. We note
the set of LTI models as �

c,LTI
t and their predictions as byc,LTI

t .
3) LTV Aggregate Model: The previous approach used

controllable appliances’ historical on/off data and outdoor
temperature data to develop LTI models that each correspond
to a different outdoor temperature. In contrast, this approach
uses a previous day’s controllable appliance data to develop
a trajectory of At matrices. We associate an At matrix
with each time-step, and we generate the matrix using
the controllable appliances’ on/off transitions within that
time-step in the data. Note that the state transition matrix
implicitly has a dependence on the outdoor air temperature;
hotter temperatures will force more appliances to draw power
at a given time.

The output matrix is Ct = N

ac
P t

⇥
0 1

⇤
where P t

corresponds to the average demand of appliances that are
on during a given time-step. The corresponding model is

xt+1 = At xt (17)
byc,LTV
t = Ct xt. (18)
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Fig. 4. Time series plots comparing of the plant’s controllable demand to
the predicted demand of the two-state hybrid model population.

hybrid models have less detail. The predicted controllable
demand at a given time is the sum of the each hybrid model’s
demand.

The second two models are versions of an aggregate model
developed in [21]. Whereas each hybrid model attempts to
capture the heat transfer driving the air conditioner’s cycling,
the aggregate model seeks to describe the probabilistic
behavior of the entire air conditioner population. The first
aggregate model is a set of linear time-invariant (LTI) models
that characterize air conditioner switching based on different
outdoor temperatures. The second aggregate model is a linear
time-varying (LTV) model generated from a previous day’s
air conditioner data.

The following sections detail these models. Note that all
of these models operate with two second time-steps, and the
one minute demand predictions are formed from averaging
the previous minute of predictions.

1) Hybrid Model Population: Since we do not have access
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The resulting continuous-time matrices are
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where b
⇤ and b

U are identified using a nonlinear least squares
algorithm. The nonlinear least squares algorithm inputs are
1) historical data for the house’s internal air temperature, 2)
historical data for the air conditioner’s on/off mode, and 3)
the corresponding outdoor air temperature data for a given
appliance or household. The predicted power draw for an
individual model is b

P

i
t = (|Qh,i| mi

t)/⌘
i where Q

h,i and ⌘

i

are assumed to be known.
The predicted controllable demand at each time-step is

byc,Hyb
t =

PN ac

i=1
b
P

i
t where the byc,Hyb

t values are averaged
over the time-steps within a one minute interval to form the
controllable demand prediction. Because the hybrid model
population results in a single controllable demand prediction,
we note it collectively as �

c,Hyb
t .

Figure 4 depicts the modeled controllable demand versus
the plant’s controllable demand using b

⇤ and b
U values that

are identified once at the beginning of the day. Note that
the model performs poorly over the course of the day; it’s
resulting weight in the DMD algorithm will be small. Future
work should investigate estimating the environmental heat
injections, which would allow a more detailed d

i
t vector

in the two-state model. Additional future work should in-
vestigate hybrid system identification techniques that allow
identification of the model parameters and model order based
on input-output data.

2) LTI Aggregate Model Set: The aggregate model for
a controllable appliance population predicts the portion of
appliances that draw power versus the portion of appliances
that are not drawing power. It does so by forming a state
vector x 2 RN x

that consists of the portion of controllable
appliances within discrete state bins. In this work, one bin
captures the portion of controllable appliances that are on
and another captures those that are off, i.e., N x

= 2. The
state transition matrix, A 2 RN x⇥N x

, is a transposed Markov
transition matrix. Its entries capture 1) the probability that
appliances stay within a given state bin during the time-step,
and 2) the probability of switching state bins. The output
matrix is C = N

ac
P

⇥
0 1

⇤
where P is the average power

draw of appliances that are on.
We denote a set integers corresponding to outdoor temper-

atures of interest as Ntemps. The LTI model set is generated
by constructing A

i and C

i matrices for i 2 Ntemps. The
matrices are generated by separating controllable appliances’
historical on/off values based on the outdoor temperature of
the model. The on/off values are then used to generate a state
transition and output matrix for each outdoor temperature of
interest. The output byc,LTI,i

t is the predicted power draw of
the controllable appliance population. The resulting model is

x

i
t+1 = A

i
x

i
t i 2 Ntemps (15)

byc,LTI,i
t = C

i
x

i
t i 2 Ntemps

. (16)

Note a separate state value exists for each model. We note
the set of LTI models as �

c,LTI
t and their predictions as byc,LTI

t .
3) LTV Aggregate Model: The previous approach used

controllable appliances’ historical on/off data and outdoor
temperature data to develop LTI models that each correspond
to a different outdoor temperature. In contrast, this approach
uses a previous day’s controllable appliance data to develop
a trajectory of At matrices. We associate an At matrix
with each time-step, and we generate the matrix using
the controllable appliances’ on/off transitions within that
time-step in the data. Note that the state transition matrix
implicitly has a dependence on the outdoor air temperature;
hotter temperatures will force more appliances to draw power
at a given time.

The output matrix is Ct = N

ac
P t

⇥
0 1

⇤
where P t

corresponds to the average demand of appliances that are
on during a given time-step. The corresponding model is

xt+1 = At xt (17)
byc,LTV
t = Ct xt. (18)
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Fig. 4. Time series plots comparing of the plant’s controllable demand to
the predicted demand of the two-state hybrid model population.

hybrid models have less detail. The predicted controllable
demand at a given time is the sum of the each hybrid model’s
demand.

The second two models are versions of an aggregate model
developed in [21]. Whereas each hybrid model attempts to
capture the heat transfer driving the air conditioner’s cycling,
the aggregate model seeks to describe the probabilistic
behavior of the entire air conditioner population. The first
aggregate model is a set of linear time-invariant (LTI) models
that characterize air conditioner switching based on different
outdoor temperatures. The second aggregate model is a linear
time-varying (LTV) model generated from a previous day’s
air conditioner data.

The following sections detail these models. Note that all
of these models operate with two second time-steps, and the
one minute demand predictions are formed from averaging
the previous minute of predictions.

1) Hybrid Model Population: Since we do not have access
to a history of a house’s internal mass temperature, this
hybrid model incorporates only the house’s internal temper-
ature, i.e., ✓it = ✓

a,i
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t. The vector of environmental heat sources is the outdoor
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U are identified using a nonlinear least squares
algorithm. The nonlinear least squares algorithm inputs are
1) historical data for the house’s internal air temperature, 2)
historical data for the air conditioner’s on/off mode, and 3)
the corresponding outdoor air temperature data for a given
appliance or household. The predicted power draw for an
individual model is b
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are assumed to be known.
The predicted controllable demand at each time-step is
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we note it collectively as �
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Figure 4 depicts the modeled controllable demand versus
the plant’s controllable demand using b

⇤ and b
U values that

are identified once at the beginning of the day. Note that
the model performs poorly over the course of the day; it’s
resulting weight in the DMD algorithm will be small. Future
work should investigate estimating the environmental heat
injections, which would allow a more detailed d
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t vector

in the two-state model. Additional future work should in-
vestigate hybrid system identification techniques that allow
identification of the model parameters and model order based
on input-output data.

2) LTI Aggregate Model Set: The aggregate model for
a controllable appliance population predicts the portion of
appliances that draw power versus the portion of appliances
that are not drawing power. It does so by forming a state
vector x 2 RN x

that consists of the portion of controllable
appliances within discrete state bins. In this work, one bin
captures the portion of controllable appliances that are on
and another captures those that are off, i.e., N x

= 2. The
state transition matrix, A 2 RN x⇥N x

, is a transposed Markov
transition matrix. Its entries capture 1) the probability that
appliances stay within a given state bin during the time-step,
and 2) the probability of switching state bins. The output
matrix is C = N

ac
P

⇥
0 1

⇤
where P is the average power

draw of appliances that are on.
We denote a set integers corresponding to outdoor temper-

atures of interest as Ntemps. The LTI model set is generated
by constructing A

i and C

i matrices for i 2 Ntemps. The
matrices are generated by separating controllable appliances’
historical on/off values based on the outdoor temperature of
the model. The on/off values are then used to generate a state
transition and output matrix for each outdoor temperature of
interest. The output byc,LTI,i

t is the predicted power draw of
the controllable appliance population. The resulting model is

x

i
t+1 = A

i
x

i
t i 2 Ntemps (15)

byc,LTI,i
t = C

i
x

i
t i 2 Ntemps

. (16)

Note a separate state value exists for each model. We note
the set of LTI models as �

c,LTI
t and their predictions as byc,LTI

t .
3) LTV Aggregate Model: The previous approach used

controllable appliances’ historical on/off data and outdoor
temperature data to develop LTI models that each correspond
to a different outdoor temperature. In contrast, this approach
uses a previous day’s controllable appliance data to develop
a trajectory of At matrices. We associate an At matrix
with each time-step, and we generate the matrix using
the controllable appliances’ on/off transitions within that
time-step in the data. Note that the state transition matrix
implicitly has a dependence on the outdoor air temperature;
hotter temperatures will force more appliances to draw power
at a given time.

The output matrix is Ct = N

ac
P t

⇥
0 1

⇤
where P t

corresponds to the average demand of appliances that are
on during a given time-step. The corresponding model is

xt+1 = At xt (17)
byc,LTV
t = Ct xt. (18)
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PredicRon	Results	
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WeighRngs:		
each	color	is	a	different	model	
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WeighRngs:	Bexer	Models	
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PredicRon	Results:		
Bad	Models	
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•  All	“other	load	models”	are	too	low.	
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Results:	Summary	
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Case	 RMS	Error	
(kW)	

Benchmark:	Use	current	outdoor	temperature,	LTI	
models,	and	interpolaRon	to	predict		

738	

DMD	Case	1:	Includes	every	combinaRon	of	aggregate	
air	condiRoner	model	and	“other	load	model”	

264	

DMD	Case	2:	Case	1	models	plus	a	smoothed	version	
of	the	actual	“other	loads”	

211	

DMD	Case	3:	Case	2	models	plus	more	accurate	
models	of	the	aggregate	air	condiRoning	load	over	
Rme	periods	where	the	other	models	are	less	accurate	

175	

DMD	Case	4:	Includes	“other	load	models”	that	
underesRmate	the	“other	load”	

1392	
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Results:	Varying	
Algorithm	Parameters	
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Recall:		

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
minimize over the variable ✓. The term ⌘thr`t(

b
✓

i
t, yt), ✓i

captures the alignment of the variable ✓ with the positive
gradient of the loss function. To minimize this term alone,
we would choose ✓ to be exactly aligned with the negative
gradient direction. The term D(✓kb✓it) is a Bregman diver-
gence that penalizes the deviation between the new variable
✓ and the old variable b

✓

i
t. It can be thought of as a term that

trades-off matching the noisy data points with trusting the
predictions. The value ⌘t is a step-size parameter, r`t(·, ·) is
the gradient of the loss function, h·, ·i is a dot product. Within
this work, we set `t(b✓it, yt) = 10

�4 · kyt � (byc,i
t + byuc,i

t )k22
and D(✓kb✓it) = k✓� b

✓

i
tk22 where we include 10

�4 in the loss
function for numerical reasons.

The second DMD process forms the overall estimate from
a weighted combination of the i 2 Nmdl predictions

b
✓t+1 =

NmdlX

i=1

w

i
t+1

b
✓

i
t+1. (8)

The weights are based on each model’s historical accuracy
with respect to the measurements yt, and models that incur
larger loss values have less influence in the overall estimate.
The algorithm generating the weights is

w

i
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mdl + (1� �) ewi
t (9)
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where w

i
t+1 is the weight associated with model i at time-

step t+1, � 2 (0, 1) dictates the portion of weighting that is
shared among models, ewi

t+1 is preliminary weight for model
i based on the loss of each model and the total loss of all
models, and ⌘

r is a parameter.
Ref. [14] describes � as a parameter that allows fast

switching between models. Another aspect of this is that �
sets the default combination of models used for predictions.
For example, when � is nearly one, all N

mdl models have
almost equal share in the overall estimate regardless of their
previous loss. Additional results, which we do not include,
investigated DMD’s accuracy as we increase �. The RMS
error in the controllable demand estimate increases with
larger values for �. Understanding this behavior in more
detail and investigating an alternative weighting function that
avoids this are proposed for future work.

V. DMD MODELS

Each of the N

mdl models used within DMD consists of
a controllable demand model paired with an uncontrollable
demand model. We detail the various models used within
DMD in this section.

A. Uncontrollable Demand Model

There exist many methods of forecasting demand, for
example [20], which takes the time of week and weather
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Fig. 3. The plant’s true uncontrollable demand and three predictions of
the uncontrollable demand.

into account. Within this work we use simple forecasting
methods, and we instead rely on DMD’s ability to select
and switch between the most accurate model (or combination
of models) in real-time. While advanced models may be
accurate more frequently, they will invariably be incorrect
at some point. DMD has the ability to find an alternative
model in these scenarios, provided an alternative model
or combination of models is accurate. For this reason we
include simpler forecasting methods and rely on DMD to
find the appropriate demand forecast combination.

The uncontrollable demand model is simply a lookup table

byuct = ↵t. (11)

The ↵t values are predetermined power values for each
time-step t over the desired prediction horizon. Within this
work, an ↵t value exists for each one minute interval over
the course of the day, and we generate the ↵t values from
some previous day’s true uncontrollable demand. The true
uncontrollable demand over a time period, e.g., a day, is
found by removing the total controllable demand, which is
known from the smart meters’ measurement transmissions,
from the total demand measurements. After constructing the
uncontrollable demand signal for a previous day, the time
series is broken into fifteen minute intervals. A linear least
squares fit is generated for each fifteen minute interval, and
we combine the linear predictors into a piecewise linear, con-
tinuous function. The ↵t values are this function’s predicted
uncontrollable demand for each time of day.

We generate the uncontrollable demand models for this
work using uncontrollable demand data from the Dataport
for July 27-29 – the Monday, Tuesday, and Wednesday
of the week preceding the simulated day. We note their
uncontrollable demand predictions as byuc,Mon

t , byuc,Tues
t , and

byuc,Wed
t respectively, and the models are noted as �

uc,Mon
t ,

�

uc,Tues
t , and �

uc,Wed
t respectively. Figure 3 depicts the plant

uncontrollable demand y

uc
t and the three uncontrollable de-

mand predictions.

B. Controllable Demand Models

We use three controllable demand models within the
DMD algorithm. Similar to the construction of the plant’s
controllable demand signal, the first uncontrollable demand
model is a collection of hybrid models where the individual
hybrid models capture individual air conditioner’s power
draw. In contrast to the hybrid models within the plant, these

where (6) incorporates the measurement into the estimate
and (7) advances the estimate in time using the model. We
minimize over the variable ✓. The term ⌘thr`t(
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captures the alignment of the variable ✓ with the positive
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gradient direction. The term D(✓kb✓it) is a Bregman diver-
gence that penalizes the deviation between the new variable
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t. It can be thought of as a term that

trades-off matching the noisy data points with trusting the
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a weighted combination of the i 2 Nmdl predictions
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The weights are based on each model’s historical accuracy
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where w
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t+1 is the weight associated with model i at time-

step t+1, � 2 (0, 1) dictates the portion of weighting that is
shared among models, ewi

t+1 is preliminary weight for model
i based on the loss of each model and the total loss of all
models, and ⌘

r is a parameter.
Ref. [14] describes � as a parameter that allows fast

switching between models. Another aspect of this is that �
sets the default combination of models used for predictions.
For example, when � is nearly one, all N

mdl models have
almost equal share in the overall estimate regardless of their
previous loss. Additional results, which we do not include,
investigated DMD’s accuracy as we increase �. The RMS
error in the controllable demand estimate increases with
larger values for �. Understanding this behavior in more
detail and investigating an alternative weighting function that
avoids this are proposed for future work.

V. DMD MODELS

Each of the N

mdl models used within DMD consists of
a controllable demand model paired with an uncontrollable
demand model. We detail the various models used within
DMD in this section.

A. Uncontrollable Demand Model

There exist many methods of forecasting demand, for
example [20], which takes the time of week and weather
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Fig. 3. The plant’s true uncontrollable demand and three predictions of
the uncontrollable demand.

into account. Within this work we use simple forecasting
methods, and we instead rely on DMD’s ability to select
and switch between the most accurate model (or combination
of models) in real-time. While advanced models may be
accurate more frequently, they will invariably be incorrect
at some point. DMD has the ability to find an alternative
model in these scenarios, provided an alternative model
or combination of models is accurate. For this reason we
include simpler forecasting methods and rely on DMD to
find the appropriate demand forecast combination.

The uncontrollable demand model is simply a lookup table

byuct = ↵t. (11)

The ↵t values are predetermined power values for each
time-step t over the desired prediction horizon. Within this
work, an ↵t value exists for each one minute interval over
the course of the day, and we generate the ↵t values from
some previous day’s true uncontrollable demand. The true
uncontrollable demand over a time period, e.g., a day, is
found by removing the total controllable demand, which is
known from the smart meters’ measurement transmissions,
from the total demand measurements. After constructing the
uncontrollable demand signal for a previous day, the time
series is broken into fifteen minute intervals. A linear least
squares fit is generated for each fifteen minute interval, and
we combine the linear predictors into a piecewise linear, con-
tinuous function. The ↵t values are this function’s predicted
uncontrollable demand for each time of day.

We generate the uncontrollable demand models for this
work using uncontrollable demand data from the Dataport
for July 27-29 – the Monday, Tuesday, and Wednesday
of the week preceding the simulated day. We note their
uncontrollable demand predictions as byuc,Mon

t , byuc,Tues
t , and

byuc,Wed
t respectively, and the models are noted as �

uc,Mon
t ,

�

uc,Tues
t , and �

uc,Wed
t respectively. Figure 3 depicts the plant

uncontrollable demand y

uc
t and the three uncontrollable de-

mand predictions.

B. Controllable Demand Models

We use three controllable demand models within the
DMD algorithm. Similar to the construction of the plant’s
controllable demand signal, the first uncontrollable demand
model is a collection of hybrid models where the individual
hybrid models capture individual air conditioner’s power
draw. In contrast to the hybrid models within the plant, these
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Next	steps	

•  InvesRgate	more	realisRc	setngs	
•  Develop	bexer	load	models		
•  Improve	the	algorithm,	e.g.,	alternaRve	
weighRng	funcRons		

•  InvesRgate	idenRfiability	
•  Incorporate	addiRonal	measurements	
(reacRve	power,	voltage)	into	the	approach	
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Conclusions	

•  Dynamic	Mirror	Descent	(DMD)	enables	us	to	
solve	the	substaRon	disaggregaRon	problem	
leveraging	dynamical	models	of	arbitrary	form	

•  DMD	can	work	well	(on	simple	examples);	
however,	it	is	easy	to	find	instances	where	it	
does	not	work	well	

	

	
More	details:	Ledva,	Balzano,	and	Mathieu,	“Inferring	the	Behavior	of	

	Distributed	Energy	Resources	with	Online	Learning,”	Allerton	2015.		
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