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Abstract 
 

Internal combustion engine vehicles (ICEVs) rely on petroleum-based fuels; these fuels have 

limited reserves and their combustion is a major contributor to climate change. These issues have 

triggered the development of electric vehicles (EVs) that use electricity stored in Li-ion batteries 

as a fuel. However, the performance of current Li-ion technology has largely plateaued, yet the 

driving range of EVs remains below that of conventional ICEVs. This limitation has sparked a 

search for safer battery chemistries with higher capacities than Li-ion at lower cost.  

The lithium-sulfur (Li-S) battery is one promising chemistry due to its high theoretical energy 

density and potential for low cost. Despite these benefits, Li-S batteries are not commercially 

feasible yet because their cycleability and practical energy density do not meet expectations. The 

limited performance is attributed to deficient understanding of several phenomena, including slow 

transport in the positive electrode, dissolution of polysulfide species, and the cycleability of Li 

metal anodes. This thesis aims to provide insight into these mechanisms using density functional 

theory (DFT) calculations, and thereby provide information aiding the design of Li-S systems.  

As a first step in understanding the fundamental features of Li-S batteries, the state-of-art DFT 

techniques were applied to predict several properties of redox end members in Li-S batteries. More 

specifically, the relative stabilities of the a- and β- sulfurs were confirmed by calculating the phase 

diagram. Similarly, the stability analysis of Li2S2 suggests that this is a metastable phase. The 

equilibrium crystallites of Li2S are predicted to be comprised entirely of stoichiometric (111) 

surfaces, while for a-S a mixture of several facets is predicted. Finally, α-S, β-S, Li2S, and Li2S2 

are predicted to be insulators with band gaps greater than 2.5 eV. 

Regarding PS dissolution from the cathode, metal-organic frameworks (MOFs) are explored as 

cathode support materials. MOFs combine encapsulation and chemical adsorption as strategies for 

minimizing PS dissolution. Optimal MOF compositions are pinpointed by computationally 

screening 16 metal-substituted variants of M2(dobdc) for their ability to chemically anchor 

prototypical PS species. Ti2(dobdc), Ni2(dobdc), and Mo2(dobdc) are identified as the 
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compositions with the largest affinities for Li2S4 and Li2S. As Ni2(dobdc) has been synthesized 

previously, this MOF is proposed as a promising cathode support for Li-S batteries. 

Charge transport limitations through insulating Li2S and α-S have the potential to constrain the 

capacity of Li-S batteries. Therefore, understanding these charge transport mechanisms is a 

prerequisite for enhancing cell performance. Charge transport mechanisms were explored in both 

the adiabatic and nonadiabatic regimes. Charge transfer in Li2S is predicted to be adiabatic. In 

sulfur, however, transitions between S8 rings are nonadiabatic and conventional DFT 

overestimates charge transfer rates. Delocalized holes are predicted to be the most mobile charge 

carriers in a-S; in Li2S hole polarons dominate.  

Finally, the last portion of this dissertation examines sulfide-based solid electrolytes (SSEs). 

These electrolytes are expected to enable the use of a high-capacity Li-metal anode. Realizing 

these systems requires stability between the SSEs and Li metal. This stability is investigated 

computationally by predicting band edge positions. Based on this information we predict the 

likelihood charge injection from Li anodes. Our calculations reveal that reduction by Li is expected 

for all SSEs examined. The position of the CBM is sensitive to the surface features of the SSE and 

varying the surface composition of Li3BS3 can stabilize the Li/Li3BS3 interface.
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Chapter 1 Introduction 
 

1.1 Motivation 

Global dependence on oil as an automotive fuel remains a serious environmental concern. The vast 

majority of current automobiles employ an internal combustion engine (ICE) fueled by petroleum-

derived liquid fuels such as gasoline.1  Gasoline is an excellent energy storage material due to its 

high gravimetric (13,000 Wh/kg) and volumetric (10,000 Wh/L) energy densities,2 which enable 

a driving range of more than 500 km. However, the carbon emissions resulting from gasoline 

combustion increase the risk of climate change. The magnitude of petroleum reserves is also 

uncertain.3-4 

One solution to these problems is to transition from ICE-based automobiles to electrified 

vehicles (EV) which use electricity as a power source. Unlike petroleum, electricity has diverse 

generation sources such as solar power, geothermal, and gravitational.2 These sources are almost 

limitless, so they are frequently referred as renewable energy. The transition to EV’s is already 

on-going, with an acceleration anticipated in the future. According to the International Energy 

Agency (IEA), the global stock of EVs exceeded 3 million in 2017; approximately 100 million 

EVs have been forecast for 2030.5 While the EV market share was only 0.2% in 2016, this number 

is expected to increase to ~90% in 2060.6  

Such a rapid increase in the EV sector is attributed to Li-based rechargeable energy storage 

systems, Li-ion batteries. Despite the higher energy density of Li-ion systems (~350 Wh/kg7-13 

theoretically and ~120 Wh/kg14 at the system level) compared to earlier approaches based on 

nickel-metal-hydride or lead-acid systems, further gains in capacity are highly desirable for 

emerging applications such as EVs.7-14 The fact that Li-ion based EVs have inadequate driving 

range, high cost, and may be subject to potential resource constraints, call into question the future 

market for EV’s based on Li-ion batteries.15-16 These barriers motivate the search for new battery 

chemistries having higher energy densities and at lower cost;17 these are often referred as beyond 

Li-ion batteries. 
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1.2. Lithium-Sulfur Batteries 

The Lithium – Sulfur (Li–S) chemistry is one promising beyond Li-ion candidate due to its 

high energy density, low cost, and the high abundance of sulfur.8 The net electrochemical reaction, 

2Li + S → Li2S, has high theoretical energy density of 2,199 Wh/L (Li + Li2S) and specific energy 

of 2,567Wh/kg; these values are approximately 2 and 7 times higher than those of a typical Li-ion 

cell, respectively.8  Sulfur raw materials are only $69/ton and the estimated S reserves on earth is 

600 billion tons18; hence, S is an economically viable material. Figure 1.1 shows the projected 

vehicle prices and the corresponding driving range of a variety of battery chemistries at the worse 

and best scenarios. Based on this data it is clear that Li-S batteries are highly promising.6  

 
Figure 1.1 Sensitivity to minimum specific energy, minimum energy density, maximum cost and maximum 

system overheads (defined as the worst-case characteristics) and maximum specific energy, maximum energy density, 
minimum cost and minimum system overheads (defined as the best-case characteristics) for each battery.  

1.3. Challenges in Li-S batteries 

Although recent cell designs involving nano-structured cathodes have improved cycleability 

and sparked renewed interest in sulfur-based systems19-23, several performance gaps should be 

addressed before these systems become commercially viable. The presumably insulating nature of 

solid-state redox end members consisting of sulfur and metal sulfides20 limit the recharging 

efficiency, and capacity fade24 arising from the so-called “polysulfide shuttle” effect deteriorates 

cycleability. Also, an approach that allows for use of a Li metal anode has yet to be demonstrated. 

One promising solution is to substitute a Li-ion conducting solid for commonly-used liquid 

electrolytes.25  
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The foregoing discussion suggests that several fundamental performance gaps need to be 

addressed for Li-S batteries to become viable. As a step toward closing these gaps, this dissertation 

focuses on improving our understanding of the following four topics using first-principles 

calculations: 

1) Properties of the redox-end members, Li2S, S, and Li2S2 

2) Cathode support materials that can control PS dissolution 

3) Slow charge transport in Li2S and S8 

4) Reductive stability of S-based solid electrolytes  

1.3.1. Properties of Redox-end Members 

One issue of both fundamental and practical importance in Li-S batteries is the relative 

stability of Li-S redox end members. For example, lithium persulfide, Li2S2, has been proposed as 

an insoluble discharge product in Li-S batteries.20, 26-27 The formation of Li2S2 would be 

undesirable, as it has been suggested to limit capacity.24, 26-27However, as Li2S2 does not appear in 

the Li-S phase diagram,28 its presence as a discharge phase remains a matter of debate. A recent 

study based on X-ray absorption near-edge spectroscopy (XANES)29 found no evidence for the 

presence of Li2S2 during battery operation. Likewise, Hagen et al. employed Raman spectroscopy 

to characterize polysulfide formation in the Li-S system, but was unable to directly identify Li2S2.30  

In a similar vein, the presence of higher-temperature allotropes of sulfur has been suggested 

to impact the longevity of Li-S batteries. Recent experiments employing encapsulated sulfur or 

carbon fiber-sulfur composite cathodes18,26 have observed the presence of β-sulfur, a monoclinic 

phase which in bulk form has been reported to be stable at temperatures above approximately 

95oC.31 However, these measurements were performed using cells cycled at room temperature19, 

26 and reported reduced capacity fade. It was therefore suggested that the formation of β-sulfur 

could improve the cycleability, although the mechanism by which this could occur is unclear.  

Another issue which can impact battery performance is surface properties (i.e., composition 

and structure) of the redox end members.32 The surfaces of these phases are expected to play a 

critical role in both electrochemical and chemical processes occurring in the cathode of Li-S 

batteries. For example, discharge33 of a Li-S cell is believed to occur via the formation of soluble 

polysulfides according to the sequence:8, 23: S8  Li2S8  Li2S6  Li2S4  Li2S2  Li2S. 

From the standpoint of electrochemistry, charge transfer to/from these species is likely to occur at 

surfaces of the solid-phase redox end members. From a chemical standpoint, surfaces are also 

→ → → → →
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likely to be the location for processes such as disproportionation, nucleation, and growth. The 

importance of surface phenomena also extends to approaches involving sulfur cathodes pre-loaded 

with Li2S particles.34-36 In this regard, a necessary step in understanding the reaction sequence 

associated with cycling of a Li-S cell is to determine the stable surface terminations of solid phases 

present in the sulfur cathode. 

Transport phenomena are also expected to impact the performance of Li-S batteries. For 

example, sulfides are believed to be electrically insulating,37 and electrical passivation by a 

resistive discharge product has been proposed as a major obstacle to achieving both high capacity 

and efficient charging in related precipitation-dissolution systems such as the Li-O2 battery.38-39 In 

the case of Li-S batteries, a thick film of sulfur or Li2S could limit charge transfer across the film, 

leading to early cell death during discharge and high overpotentials during charging.36 

Consequently, the charge transport properties of redox end members play an important role in 

battery performance. Nonetheless the band gaps of these phases have received relatively little 

attention. 

1.3.2. Polysulfide Dissolution 

The commercial viability of Li-S batteries is limited by their tendency to undergo capacity 

fade upon cycling. This effect can be traced to the so-called “poly-sulfide shuttle,”24 which arises 

from the formation of polysulfide (Li2Sx) intermediates during discharge. The polysulfides (PS) 

are highly soluble within conventional organic liquid electrolytes. This solubility is deemed to be 

undesirable, as it can entail uncontrolled deposition of the Li2S discharge product within the 

positive electrode, and crossover of PS to the anode. Both processes result in a loss of active 

material. For example, deposition of insulating Li2S on the anode surface can impede charge 

transfer, limiting capacity and power density.40-41 Also, due to the PS shuttle effect, Li-S batteries 

experience self-discharge.42 Consequently, PS dissolution leads poor cycling performance of Li-S 

cell, as described in Figure 1.2.43 
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Figure 1.2 Discharge/charge curves of Li-S cell at a current density of 0.1C for 20 cycles43 

Given the performance limitations arising from polysulfide dissolution, many strategies have 

been proposed to confine the PS, or dramatically reduce their solubility.44-57 Perhaps the most 

widely-studied strategy employs physical encapsulation of sulfur and PS. For example, Nazar et 

al.20 used mesoporous carbon to encapsulate elemental sulfur and the discharge products within 

the cathode. Approaches20, 22, 58-61 involving infiltration of molten sulfur into hollow carbon 

materials also have been reported to enhance the cycleability of Li-S cells. However, due to the 

weak interaction between PS and these host materials the confinement is often imperfect, and some 

PS eventually escape.62  

As an alternative strategy to physical encapsulation, Nazar and co-workers proposed that 

capacity retention can be strongly influenced by the surface area of the cathode support and the 

support’s affinity for PS.63 This was demonstrated by comparing the performance of supports 

based on porous carbons (Super P, Vulcan, FW200), Ti4O7-C, electrolytic manganese dioxide 

(EMD), anatase-TiO2, meso-TiO2, graphene oxide (GO) and MnO2. Materials with strong PS 

adsorption exhibited low irreversible capacity loss. Improved cycleability attributed to PS 

adsorption has also been observed in cells where 2-D materials such as SiO264 and TiO265 were 

added to the cathode. Cui et al. designed yolk-shell structures using TiO266 and various metal 

sulfides67 that showed low capacity fade (0.033%/cycle). The bonding between 2-D metal 

chalcogenides and polysulfide species/S8/Li2S were examined computationally.68 The use of metal 

chalcogenides as cathode supports also showed improvement in performance.69-73 Additional 

development of these strategies is needed to simultaneously achieve high sulfur loadings and PS 

retention.62 
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The foregoing discussion highlights encapsulation and adsorption as two strategies for 

limiting PS dissolution. At present, it appears that neither approach is sufficient on its own; 

therefore, it is natural to ask whether superior performance could be achieved through their 

combination. For this approach to succeed, a porous cathode support with a high density of 

adsorption sites is needed. Metal-organic frameworks (MOFs) are one class of materials that can 

satisfy these requirements. MOFs are micro-porous, crystalline materials made via self-assembly 

of metal clusters and organic linkers.74 Due to their high surface areas, structural diversity, and 

potential to exhibit coordinately unsaturated metal sites (CUS), MOFs are candidates for use in a 

wide variety of applications, including the storage of molecular species such as CO2, 74-76 CH4, 77-

78 and H2.5, 79-80  An additional advantage of MOFs is that their composition – and, consequently, 

their performance – can be tuned via metal substitution.74  

Among the thousands of reported MOFs, the compound  M2(dobdc)81 exhibits several 

properties that are conducive to its use as a Li-S cathode support. [M2(dobdc) is comprised of 

unsaturated metal (M)2+ ions in a square-pyramidal coordination arranged in linear, infinite chains 

linked by 2,5-dioxido-1,4-benzene dicarboxylate (dobdc) linkers.] First, the nano-scale pores of 

M2(dobdc) are arranged in a 1-D close-packed (honeycomb) structure, consistent with low-

tortuosity access of Li-ions and encapsulation of active materials. Second, the density of CUS in  

M2(dobdc) is the highest for any known MOF, thereby providing a high number of PS adsorption 

sites. Finally, the surface area of M2(dobdc), >~1,000m2/g,82 is much higher than that of other 

sulfur host materials (<~300m2/g),63 consistent with a high sulfur loading. The MOF support is 

envisioned to encapsulate both redox end members (S and Li2S) and all PS intermediates present 

during cell operation. In principle, there is no need for any of these compounds to migrate in to or 

out of the pores if they are accessible to Li+ and electrons. 

Based on these data, and following the analysis performed in Ref. 63, the adsorption capacity 

of  M2(dobdc) is predicted to range from 6.6 to 13.4 mg of Li2S4 per 10 mg of MOF.  (The capacity 

range arises from variations in the CUS composition; we also assume 1 molecule of Li2S4 is 

adsorbed per CUS.) These theoretical capacities outperform the best sulfur support material 

demonstrated in the literature, MnO2, which has an adsorption capacity of ~6 mg Li2S4/10 mg 

MnO2.63 Other examples include TiO2 (~2.5 mg/10 mg) and graphene oxide (~5 mg/10 mg).63  

Despite these potential benefits, studies exploring the use of MOFs in Li-S battery cathodes 

are relatively rare.62 To our knowledge, the earliest study to employ MOFs in these batteries was 
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that of Tarascon et al., who reported the performance of a MIL-100(Cr)-based composite 

cathode.83  Subsequently, Zhou et al. examined ZIF-8, MIL-53(Al), NH2-MIL-53(Al) and 

HKUST-1-based cathodes, and demonstrated that a ZIF-8 based electrode can achieve 300 cycles 

at relatively high rates (0.5 C), corresponding to a capacity fade of only 0.08%/cycle.84  Qian et al. 

demonstrated a HKUST-1-based cathode with a high sulfur loading (40 wt. % of the S+MOF 

mass), a lifetime of 170 cycles, and a capacity at the conclusion of cycling of approximately 500 

mAh/g.85 Wang et al. explored composite cathodes based on the MOF-525 series.86 A cell using 

MOF-525(Cu) demonstrated the best performance to-date for a S/MOF composite cathode, with a 

reversible capacity of 700 mAh/g after 200 cycles at 0.5C.86 Zheng et al. examined Ni- and Co-

MOF-based S cathodes experimentally and computationally.87 The Ni-MOF cathode exhibited 

superior performance (89% capacity retention over 100 cycles at 0.1 C), which was attributed to 

the synergistic effects of physical encapsulation and strong interactions between PS and the Ni(II) 

sites. Finally, MOFs have also been examined as solid electrolyte hosts in Li-ion batteries88 and as 

separators in Li-S batteries.89  

1.3.3. Slow Charge Transport in Li2S and S8 

Strategies aimed at suppressing PS dissolution are expected to alter electrochemical reactions 

in the cathode such that they become localized near the surface of the cathode support, resulting 

in more solid-state-like behavior.90-91 Consequently, transport mechanisms involving solid-state S 

and Li2S are expected to play an important role in this ‘surface mediated’ regime. Transport 

limitations involving both S and Li2S REM are possible, as both phases are insulators with large 

bandgaps.92-93  

Regarding Li2S, the formation of this compound during discharge can mimic the behavior of 

Li2O2 in Li/O2 cells. Earlier studies on the Li/O2 system have shown that the insulating nature of 

the Li2O2 discharge product can limit capacity and increase overvoltages during charging.38, 94-100 

Thus, by limiting PS solubility in Li-S cells one risks trading the PS dissolution problem for a 

transport problem arising from cathode passivation. Passivation can also be a concern in Li-S cells 

in the charged state: oxidation of Li2S during charging generates sulfur, which is also a poor 

electronic conductor. Transport through S may also be an important consideration in optimizing 

the initial distribution and loading of S in the cathode, to maximize S utilization.  In total, transport 

limitations in Li-S cells may pose challenges that are double those of the Li/O2 system, because in 

the former chemistry both REM are electronic insulators. 
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Figure 1.3 illustrates plausible electronic and ionic transport mechanisms that may occur in 

the cathode of a Li-S cell during discharge or charge. Figure 1.3 (a) demonstrates electronic 

transport through a sulfur film that covers a carbon cathode support. Reduction of S8 to Sx2- 

requires charge transport from the current collector to the reaction site on the S surface. This could 

result in solid-state film growth of Li2S at the reaction site, or the formation of soluble PS that 

ultimately precipitate as Li2S elsewhere in the cell.  

 

Figure 1.3 Possible electronic and ionic transport processes in the cathode of a Li-S cell during discharge or 
charging. Yellow represents sulfur, brown represents Li2S, and grey represents the cathode support (assumed to be 
carbon). 

An alternative scenario occurs when S does not completely cover the carbon support. This 

creates a three-phase boundary between the electrolyte, S, and the support in the fully or partially 

charged state.101 Consequently, facile electronic charge transport would occur (at least initially) 

through the conductive support, and not through insulating S. However, deposition of Li2S as 

discharge progresses can ultimately bury the three-phase interface, as depicted in Figure 1.3 (b). 

In this case, electronic transport through insulating Li2S is necessary during charging.   

The need for long-range electronic transport can be minimized if rapid ionic transport through 

Li2S is possible. For example, Figure 1.3 (c) shows that Li2S or PS can grow at buried Li2S/S or 

Li2S/support interfaces if Li2S conducts Li-ions. Similarly, transport of reduced S ions, Sx2-, 

through S (or Li2S) could allow LixSy formation on the surface of these phases, Figure 1.3 (d).   

Understanding the transport properties of the S and Li2S REMs is a prerequisite for the 

development of rational strategies to improve the capacity, efficiency, and cycle life of Li-S 

batteries. Nevertheless, transport mechanisms in these compounds have not been widely studied, 

especially in the case of S.102-105 While a few studies exist for Li2S, consensus regarding the 

dominant charge-carrying species has been slow to emerge. For example, Kang et al. reported that 
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the dominant charge carriers in Li2S are negative Li and positive S vacancies, based on calculations 

performed at the hybrid functional level of theory. The most likely electronic charge carrier was 

predicted to be the electron polaron, which localizes on sulfur ions.92 In contrast, Mukherjee et al. 

argue that hole polarons are formed on sulfur ions in Li2S and, together with negative Li vacancies, 

serve as lowest energy charge carriers.105 Moradabadi and co-workers found that the dominant 

charge carriers were Li vacancies and Li interstitials, based on calculations employing a semi-local 

functional.103 (Li interstitials were not considered in Refs. 92 and 105.) Finally, Mukherjee et al. 

reported that the main charge carriers in metastable93 Li2S2 (based on a hypothetical crystal 

structure) are hole polarons and negatively charged Li vacancies.104   

More generally, nearly all prior studies on charge migration/hopping in cathode materials 

(typically involving localized electronic carriers such as polarons)102-104 have been performed 

assuming these are adiabatic processes. Within the adiabatic picture, the Born-Oppenheimer 

approximation is assumed to hold, and it is thus sufficient to map the minimum energy pathway 

(MEP) along a single, smoothly varying electronic ground state, using, for example, the nudged 

elastic band method (i.e., green curve in Figure 1.4).106-108 The rate constant can then be derived 

from the energy at the saddle point along the MEP using (harmonic) transition state theory.  

	
Figure 1.4 Schematic representation of charge transfer in Marcus theory. The orange (blue) solid line is the 

adiabatic ground (excited) state while the dashed lines are the two diabatic states describing the initial (a) and final (b) 
states. Hab is the coupling constant, ΔG0	is the free energy of the reaction, and 𝜆 is the reorganization energy. 

However, charge transfer processes can also be electronically nonadiabatic if the ground and 

excited states become sufficiently close in energy or cross each other (i.e., a conical intersection) 

and are thus weakly coupled. Instead of a smooth MEP, the resulting nonadiabatic charge transfer 
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event exhibits an abrupt change and a cusp in the energy along the reaction coordinate, as shown 

with the dashed curves in Figure 1.4. In such cases, it is natural to work with diabatic electronic 

states. These states are not ground states but retain their chemical and physical character 

independent of the geometry. Nonadiabatic behavior is expected to occur in materials where large 

hopping distances must be traversed to achieve macroscopic charge transfer. This scenario exists 

in sulfur for hopping between S8 rings. 

1.3.4. Li Metal Anode Enabled by Sulfide Solid Electrolytes 

A cycleable Li metal anode is needed to realize several high capacity battery concepts, such 

as Li-S or Li-air.109 It is generally expected that use of a solid electrolyte (SE) would enable the 

implementation of a Li metal anode. Amongst the various SEs, sulfides are noteworthy because of 

their high ionic conductivities, low grain boundary resistances, and favorable mechanical 

properties.110-111 Another desirable feature of SEs is the ability to resist charge injection from the 

electrodes. The role of an electrolyte in the battery is not only to shuttle the ionic components 

between electrodes, but also to force the electrons stay at the electrode and the external circuit.10 

This property has been related to the band gap of SEs112, however the relative band edge positions 

of SEs with respect to electrochemical potentials in the electrode are more relevant to evaluate the 

tendency to undergo for charge injection by reduction, or charge extraction from oxidation.  

 

Figure 1.5 Schematic showing the electrochemical energy levels in the electrodes and the band edge positions of 
a solid electrolyte. 
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Figure 1.5 illustrates the relative energy levels of electrons in the electrode and the conduction 

band minimum (CBM) and the valence band maximum (VBM) of a solid electrolyte.113 If the 

CBM is higher than the electrochemical potential of the anode (e.g. the Li/Li+ level, μA =-1.39 eV 

vs. the vacuum level)114, then no electron injection from anode into the electrolyte will occur due 

to the energy barrier (a.k.a. Schottky barrier).115 A band alignment that fosters charge injection is 

known as an Ohmic contact.115 Conversely, if the position of the CBM and μA are reversed, then 

undesirable electron transfer from anode to the solid electrolyte will occur, corresponding to 

reduction of the electrolyte by the anode. Similarly, at the interface with the cathode, if the valence 

band maximum (VBM) of the SE is lower in energy than the electrochemical potential of cathode 

(e.g. μC), hole injection into the SE (e.g. electron injection to the cathode from the electrolyte) is 

thermodynamically unfavored. If the energetic ordering of these levels is reversed, then the 

cathode will oxidize the electrolyte, resulting in hole injection into the SE. These undesirable 

charge transfers can stimulate the self-discharge or short circuiting of the battery by introducing 

electronic charge carriers into the SE. These processes indicate that the relative position of band 

edges relative to the electrochemical potentials of the electrodes is important for predicting the 

performance and stability of a solid electrolyte; the size of a SE’s bandgap on its own is insufficient 

to predict a tendency to undergo these failure modes.  

Another stability concept that is important for solid electrolytes concerns their chemical 

stability as a function of Li chemical potential. The chemical stability window is the potential 

range where the SE and electrode materials more stable (have a lower free energy) than the 

competing decomposed phases formed from chemical reactions involving the SE and/or 

electrodes. Chemical stability is calculated from the Li grand potential phase diagram.116 The 

electron transfer reactions described in the preceding paragraph may be considered to be an initial 

step in a more extensive reaction cascade resulting in decomposition of the SE in the interfacial 

region. Chemical decomposition involves significant mass transfer, and may be kinetically limited. 

In these cases the aforementioned charge transfer reactions may dominate. In addition, even if 

chemical decomposition does occur, charge transfer through this phase may still occur via 

tunneling if the interphase that is formed is thin. Therefore, a complete understanding of SE 

stability can be achieved by considering both charge transfer and chemical stability.10, 113, 117 
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1.4. Goals and Scope of Thesis 

As described in section 1.3., the challenges still remain, and they need to be addressed to urge 

the commercialization of Li-S batteries. Most previous studies on Li-S batteries have focused on 

experimental approaches for enhancing the cycleability and the capacity of the cell by engineering 

the electrolytes or the cathode supports. This thesis aims to explore the underlying mechanisms of 

the challenges to enrich the knowledge on Li-S batteries by density functional theory (DFT)-based 

atomistic modeling.   

I first calculated the thermodynamic, electronic, and surface properties of redox-end members 

in Li-S batteries to provide the phase stability, electronic structure, and the morphology 

information (Chapter 3). In order to address the polysulfide dissolution, we adopted new class of 

adsorption material, metal-organic frameworks (MOFs), at the cathode of Li-S and test their ability 

to anchor the polysulfide species from dissolution (Chapter 4). The prerequisite to mitigate the 

charge transport limitation is to understand the charge transport mechanism of insulating 

charge/discharge product of Li-S battery, Li2S and S8, and it was accessed by considering point 

defects and their migrations (Chapter 5). Finally, we tested the interfacial stability between sulfide 

type solid electrolytes and Li metal anode by considering their band edge positions (Chapter 6) 
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Chapter 2  Methods 
 

2.1. Many-body Problem 

The majority of properties of materials are determined by the interactions among electrons 

and nuclei. The behaviors of electrons and nuclei are governed by the time dependent Schrödinger 

Equation:  

𝑖ℏ
𝑑Ψ
𝑑𝑡 = 𝐻3Ψ (2.1) 

where, ℏ is the reduced Planck constant, 𝛹 = 𝛹(𝑥, 𝑡) is the many-body wavefunction, and 𝐻 is 

the Hamiltonian operator. Within the time independent assumption, the wavefunction is a function 

of the coordinates of electrons 𝐫' and nuclei 𝐑': 

Ψ = Ψ(𝐫;, 𝐫<, … , 𝐫>; 𝐑;, 𝐑<, …𝐑@). (2.2) 

However, the extreme complexity of the Schrödinger Equation precludes its analytic solution, so 

many attempts to simplify the equation have been made. One simplification proposed by Born and 

Oppenheimer (BO) utilizes the fact that the mass difference (approximately 1000 times) between 

nuclei and electrons is large, so the motion of electrons are much faster than that of nuclei, so one 

can consider nuclei are relatively stationary. So, we only need to consider the electronic part of 

Hamiltonian quantum mechanically, while the nuclei are treated as classical particles. Then, the 

wave function can be reduced to:   

Ψ=Ψ(r1,r2, …,rN) (2.3) 

This excludes the kinetic energy of nuclei and nuclei-nuclei interactions from the 

Hamiltonian, so the time independency and BO approximation reduce Schrödinger Equation into 

an eigenvalue problem only related to electron wave functions: 

 

𝐻3Ψ = 𝐸Ψ (2.4) 
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Although this approximation reduces the dimension of the problem from 3(N+M) to 3N, the 

equation is still unsolvable for practical system. One of the most widely used approximations is 

density functional theory (DFT)118 because it can effectively and accurately calculate the electronic 

structure of the ground state.  

2.2. Density Functional Theory 

The DFT was first introduced by Pierre Hohenberg and Walter Kohn in 1964 and the two 

theorems stated by them constitute a fundamental of DFT.118 Walter Kohn and Lu Jeu Sham have 

further developed two theorems and establish formalism finding the ground state energy.119 The 

most significant challenge of DFT is the reasonable approximation of exchange-correlation 

functionals. In this section, we introduce the heart of DFT, Hohenberg-Kohn (HK) theorems, and 

show how the Kohn-Sham formalism is derived from them. In addition, the exchange-correlation 

functional approximations that are used in this study are also discussed.  

2.2.1. Hohenberg-Kohn Theorems 

The main idea of DFT is to treat the interacting electrons as non-interacting particles that are 

moving in an effective potential that can manifest the behavior of interacting electrons. This 

mapping can significantly reduce the dimension of the wavefunction and charge density from 3N 

to 3, so they are viable calculations with modern computing; 

Ψ(r1,r2, …,rN) → 𝜓(r) (2.5) 

The first theorem stated by HK is that there is a unique one-to-one mapping between an 

external potential, 𝑉EFG(𝐫), and the ground state charge density,	𝑛(𝐫). This is because the external 

potential determines the Hamiltonian, in turn, the wavefunction, 𝜓, and charge density,	𝑛(𝐫), of 

the system. HK showed the uniqueness of the mapping with a process of reductio ad absurdum, 

by showing the statement “Another potential 𝑉EFGI (𝐫), with ground state 𝜓' gives rise to the same 

density 𝑛(𝐫)” is wrong.118   

The second HK theorem is that there is a universal functional associated with kinetic and 

interaction energy, 𝐹[𝑛(𝐫)] , and with an aid of this functional, we can define the energy 

functional, 	𝐸[𝑛] , whose global minimum is the ground state energy for a given external 

potential,	𝑉EFG(𝐫).118 

𝐹[𝑛(𝐫)] ≡ (𝜓,	(𝑇 + 𝑈)𝜓)	 (2.6) 
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𝐸[𝑛(𝐫)] ≡ R𝑉EFG(𝐫)𝑛(𝐫)𝑑𝐫 + 𝐹[𝑛(𝐫)] (2.7) 

The energy 𝐸 is assumed to be minimum at the ground state density 𝑛(𝐫) that satisfies the 

condition: 

R𝑛(𝐫)𝑑𝐫 = 𝑁 (2.8) 

where 𝑁 is the number of electrons in the system. The minimum energy functional can be 

easily calculated if the universal functional  𝐹[𝑛(𝐫)] is a known and sufficiently simple functional, 

so the determination of the universal functional is the key part of the complexity of the many-body 

problem.  

2.2.2. Kohn-Sham formulation 

The universal functional 𝐹[𝑛(𝐫)] consists of the many-body kinetic energy 𝑇 and the mutual 

Coulomb repulsion 𝑈. In the Kohn-Sham formulation, we can write 𝐹[𝑛(𝐫)] in terms of the kinetic 

energy of non-interacting electrons 𝑇T[𝑛(𝐫)], the classical Columbic interaction 𝐸U[𝑛(𝐫)], and all 

remaining many-body contributions, frequently called as the exchange and correlation energy 

𝐸VW[𝑛(𝐫)].119        

𝐸[𝑛(𝐫)] ≡ R𝑉EFG(𝐫)𝑛(𝐫)𝑑𝐫 + 𝑇T[𝑛(𝐫)] + 𝐸X[𝑛(𝐫)] + 𝐸VW[𝑛(𝐫)] (2.9) 

Here, 

𝑇T[𝑛(𝐫)] = −
ℏ<

2𝑚\
]R𝜓'∗∇<𝜓'𝑑𝐫
`

'a;

 (2.10) 

	𝐸X[𝑛(𝐫)] =
1
2RR

𝑛(𝐫)𝑛(𝐫′)
|𝐫 − 𝐫′| 𝑑𝐫𝑑𝐫′ 

(2.11) 

The wavefunctions are unique functionals of the charge density, so the kinetic energy of non-

interacting electrons is also a unique functional of 𝑛(𝐫) = ∑ 𝜓'∗(𝑟)𝜓'(𝑟)`
'a; . The ground state 

energy of  𝐸[𝑛(𝐫)] can be calculated by minimizing the Lagrange function subject to the wave 

function orthonormality constraint g∫𝜓'∗𝜓i𝑑𝐫 = 𝛿'ik. This yields the Kohn-Sham equation; 
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l−
ℏ<

2𝑚\
∇< + 𝑉EFG(𝐫) + 𝑉X[𝑛(𝐫)] + 𝑉VW[𝑛(𝐫)]m 𝜓'(𝐫) = 𝜀'𝜓'(𝐫) 

(2.12) 

Here, 

𝑉X =
𝛿𝐸X[𝑛(𝐫)]
𝛿𝑛(𝐫) = R

𝑛(𝐫′)
|𝐫 − 𝐫′| 𝑑𝐫′ 

(2.13) 

𝑉VW =
𝛿𝐸VW[𝑛(𝐫)]
𝛿𝑛(𝐫)  

(2.14) 

The equation (2.10) can be also achieved by solving a set of single-particle Schrödinger 

equations of non-interacting electrons moving in the effective potential of 𝑉Eoo[𝑛(𝐫)]; 

l−
ℏ<

2𝑚\
∇< + 𝑉Eoo[𝑛(𝐫)]m 𝜓'(𝐫) = 𝜀'𝜓'(𝐫). 

(2.15) 

Here, 

𝑉Eoo[𝑛(𝐫)] = 𝑉EFG(𝐫) + 𝑉X[𝑛(𝐫)] + 𝑉VW[𝑛(𝐫)]. (2.16) 

The most crucial part in the Kohn-Sham equation is the appropriate approximation of the 

exchange-correlation (XC) energy because its exact functional dependence on 𝑛(𝐫)  is still 

unknown. The following sections will deal with the effective approximation of the XC energy 

functional.   

2.2.3 Exchange-Correlation (XC) functional 

This section deals with the various classes of XC energy approximation schemes that were 

used in this study, namely, the local-density approximation, generalized gradient approximation, 

van der Waals augmented DFT (vdW-DF), DFT+U, and hybrid functionals. The XC energy can 

be expressed in terms of the XC energy functional per electron, εFq; 

𝐸VW = R𝑛(𝐫)εFq[𝑛(𝐫)] 𝑑𝐫 
(2.17) 

For simplicity, the assumption holds that the functionals are non-spin-polarized (except DFT+U), 

but generalization to spin-polarized calculations is straight forward.120  

LDAs. The simplest form of XC energy functional is the local-density approximation (LDA). 

In this approximation,	εFqrst[𝑛(𝐫)]  only depends on the local density of a homogeneous electron 
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gas (HEG) having density 𝑛(𝐫). The exchange contribution of HEG, εFrst,	is analytically known 

and the correlation part εWrst  is determined by fitting parameterized models (Vosko-Wilk-

Nusair121, Perdew-Zunger,122 and Perdew-Wang123) to the energy of the HEG determined by 

quantum Monte Carlo simulations124 and to analytic high/low density limits. The LDA provides 

accurate predictions of atomic structure, elastic, and vibrational properties of a wide variety of 

materials. Nevertheless, it still has deficiencies in estimating the energetics of chemical reactions 

and phase ordering in both bulk and molecular systems.120, 125-126 

GGAs. The generalized gradient approximation (GGA) is one practical improvement on the 

LDA.120 Unlike the LDA, the GGA employs not only the local density, but also the density gradient 

as additional ingredients, so the GGA XC functional is dependent on 𝑛(𝐫)  and ∇𝑛(𝐫) ; 

εFquut[𝑛(𝐫);	∇𝑛(𝐫)] . Among the many GGA functionals, 127-135 one of the most widely used 

functionals is the one proposed by Perdew, Burke, and Ernzerhof.136 This functional can be 

expressed as:  

𝐸Fqvwx[𝑛(𝐫);	∇𝑛(𝐫)] = 𝐸Fvwx[𝑛(𝐫);	∇𝑛(𝐫)] + 𝐸Wvwx[𝑛(𝐫);	∇𝑛(𝐫)]. (2.18) 

Here, the exchange energy, 𝐸Fvwx, is, 

𝐸Fvwx[𝑛(𝐫);	∇𝑛(𝐫)] = R𝑛(𝐫)εFrst[𝑛(𝐫)]𝐹V(𝑟y, 𝑠{∇𝑛(𝐫)}) 𝑑𝐫 
(2.19) 

where, the uniform density is εFrst = −3𝑒<𝑘�/4𝜋 and the enhancement factor, 𝐹V, is, 

𝐹V(𝑟y, 𝑠) = 1 + 𝜅 −
𝜅

1 + 𝜇𝑠</𝜅 (2.20) 

where, 𝑟y  is the local Seitz radius (𝑛 = 3/4𝜋𝑟y< = 𝑘��/3𝜋<) , 𝑠 = |∇𝑛|/2𝑘�𝑛  is a 

dimensionless density gradient, 𝜇 = 𝛽(𝜋</3) ≅ 0.219 is the effective gradient coefficient for 

exchange, and 𝜅 = 0.804 is a general coefficient that satisfies the linear response of uniform 

electron gas and The Lieb-Oxford bound. 𝛽 is approximately 0.066725	which is calculated from 

the generalized expansion of gradient contribution.136 The correlation energy can be written as: 

𝐸Wuut[𝑛(𝐫);	∇𝑛(𝐫)] = R𝑛(𝐫)�εW��+g𝑛(𝐫)k + 𝐻(𝑟y, 𝑡{∇𝑛(𝐫)})� 𝑑𝐫. 
(2.21) 

The gradient contribution, 𝐻, that satisfies the slowly varying, rapidly varying, and the high-

density limits can be satisfied by 
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𝐻(𝑟y, 𝑡{∇𝑛(𝐫)}) = 	
𝑒<𝛾
𝑎T

	ln �1 +
𝛽
𝛾 𝑡

< �
1 + 𝐴𝑡<

1 + 𝐴𝑡< + 𝐴𝑡��� 
(2.22) 

where, 

𝐴 = �
�
 exp ¤− ¥¦§¨©

�\ª
« − 1¬

;
 . 

(2.23) 

𝑡 = |∇𝑛|/2𝑘®𝑛  is another dimensionless density gradient, where 𝑘® = ¯4𝑘�/𝜋𝑎T  is the 

Thomas -Fermi wave screening wave number (𝑎T = ℏ</𝑚𝑒<) and 𝛾 = (1 − ln2)/𝜋<. The GGA 

functionals can predict the properties of single molecules and condensed matter very well,137-138 

but they poorly describe van der Waals (vdW) interactions which are long-ranged and non-local 

contributions.  

Table 2.1 The list of vdW-DF methods and the form of the corresponding exchange energy or enhancement 
factor with a appropriate parameter settings 

Method Exchange energy (enhancement factor) Parameter setting 

PBE138 𝐹Vvwx = 1 + 𝜅 −
𝜅

1 + 𝜇𝑠</𝜅
 𝜅 = 0.804 

𝜇 = 0.219 

rev-PBE142 𝐹V°E±vwx = 1 + 𝜅 −
𝜅

1 + 𝜇𝑠</𝜅
 𝜅 = 1.245 

𝜇 = 0.219 

optPBE145 𝐸V
²³Gvwx = 𝑥𝐸Vvwx + (1 − 𝑥)𝑥𝐸V°E±vwx 

𝑥 = 0.9452 
𝜅 = 1.048 
𝜇 = 0.175 

optB88145 𝐹V
²³Gw´´ = 1 +

𝜇𝑠<

1 + 𝛽𝑠	arcshinh(𝑐𝑠)
 

𝑐 = 2�/�(3𝜋<);/� 
𝜇 = 0.22 
𝛽 = 𝜇/1.2 

optB86b143 𝐹V
²³Gw´¼½ = 1 +

𝜇𝑠<

(1 + 𝜇𝑠<)�/¾
 𝜇 = 0.1234 

vdW-DF2144 𝐹V±¿Às�< = (1 + 15𝑎𝑠< + 𝑏𝑠� + 𝑐𝑠¼);/;¾ 
𝑎 = 0.0864 
𝑏 = 14 
𝑐 = 0.2 

rev- vdW-
DF2146 𝐹V°E±	±¿Às�< = 1 +

𝜇𝑠<

(1 + 𝜇𝑠<)�/¾
 𝜇 = 0.7114 
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vdW-DF. The vdW augmented DFT (vdW-DF)139 describes covalent and vdW interactions 

within the DFT framework by adding a non-local interaction correlation energy to the sum of the 

LDA correlation energy and the GGA exchange energy, 

𝐸VW±¿À = R𝑛(𝐫)εF��+[𝑛(𝐫)]𝐹V[𝑠(𝐫)] 𝑑𝐫 + R𝑛(𝐫)εW��+[𝑛(𝐫)] 𝑑𝐫 + 𝐸WÂ&, 
(2.24) 

where,  

𝐸WÂ& =
1
2RR𝑑𝐫𝑑𝐫′n

(𝐫)𝜙(𝑑, 𝑑′)n(𝐫′). 
(2.25) 

The vdW kernel 𝜙(𝑑, 𝑑′) which is a function of 𝑛(𝐫) and |∇𝑛(𝐫)| determines the long range 

interactions and the short-range damping. Since vdW correlation energies only rely on the charge 

density and its gradient, the additional computation is marginal. The choice of LDA correlation 

functional prevents the double counting the gradient contribution in 𝐸WÂ& , because the uniform 

electron density condition cancels the LDA correlation effect from 𝐸WÂ&.139 The accuracy of vdW-

DF is influenced by the choice of enhancement factor and the corresponding exchange functional. 

Table 2.1 summarizes the widely used vdW-DF methods140-144 and their combinations of GGA 

exchange energy (enhancement factor) and associated parameters. The enhancement factor of the 

PBE functional is listed first as a reference.136  

DFT+U. Nominally-localized (correlated) d or f elections are incorrectly delocalized with 

semi-local (LDA or GGA) calculations on transition metal containing systems. This error can be 

mitigated by adding an energy penalty to the regular DFT energy to localize the electrons.145 The 

energy penalty can be determined by the rationally simplified invariant that is associated with the 

effective on-site Coulomb- and exchange parameters, U and J:146 

𝐸s�ÃÄÅ = 𝐸s�Ã +
(𝑈 − 𝐽)
2 ]g𝑛Ç,È − 𝑛Ç,È< k

È

. 
(2.26) 

The occupation number of the 𝑚 th d or f state is denoted by 𝑛Ç,È and 𝜎 is the spin state. In 

this approach, the energy difference between U and J matters and they are determined by empirical 

manners.  

Hybrid Functionals. A drawback of semi-local GGA functionals and vdW-DF methods is 

their underestimation of band gaps with respect to experiments. This error can be reduced to some 

extent by including Hartree-Forck (HF) energy to XC energy. The calculation of HF energy 



 20 

enormously increases the computational cost; however, the inclusion of exact exchange addresses 

the incorrect delocalization of electrons due to self-interaction error such as in the case of transition 

metals. Heyd, Scuseria, and Ernzerhof (HSE) proposed a XC functional of147-148, 

𝐸VWX®x = 𝛼𝐸V
X�,®Ë(𝜔) + (1 − 𝛼)𝐸V

vwx,®Ë(𝜔) + 𝐸V
vwx,rË(𝜔) + 𝐸Wvwx. (2.27) 

Here, 𝐸V
X�,®Ë is the short-range HF energy and 𝐸V

vwx,®Ë and 𝐸V
vwx,rË represent short- and long-

range PBE exchange energies, respectively. The correlation energy is determined by the PBE 

functional,	𝐸Wvwx. The mixing parameter,	𝛼, decides the portion of HF energy and the screening 

parameter, 𝜔 , defines the separation range. The screening parameter of 0.2Å works well for 

solids,147, 149 but the mixing parameter is somewhat arbitrarily determined to 0.25 in the HSE06 

functional.149 The mixing parameter is frequently tuned by fitting the band gaps calculated by 

hybrid functionals with various 𝛼 values to that determined by the higher order calculations based 

on GW methods.99, 102, 150-153  

2.2.3. Quasi-particle GW methods 

The band-gap calculated by hybrid functionals, while improved relative to predictiosn from 

local and semi-loal functionals, still underestimates experiments.  This is because ground state 

DFT calculations cannot accurately predict the excited state. Alternatively the quasi-particle 

concept and a Green’s function method can be incorporated to close the gap between DFT 

calculated and experimentally observed band gaps.154-156 Coulomb repulsion causes a negative 

charge depletion adjacent to a given electron and the ensemble between this electron and the 

positive screening charge around it forms a quasiparticle. 155 The XC energy term in the Kohn-

Sham equation is replaced by the many-body self-energy operator, 𝚺; 

�− ℏª

<ÇÎ
∇< + 𝑉EFG(𝐫) + 𝑉X[𝑛(𝐫)]�𝜓'(𝐫) + ∫∑(𝐫, 𝐫I; 𝜀') 𝜓'(𝐫′)𝑑𝐫′ = 𝜀'𝜓'(𝐫). (2.28) 

The self-energy operator is also a function of energy, so its mathematical expression is much 

more complicated than for local or semi-local XC energy functionals. This makes the quasi-

particle calculations even more expensive than for a hybrid functional. The self-energy operator 

can be approximated by the single-particle Green function, G, and be expanded linearly by the 

screened Coulomb interaction, W; 

∑ ≈ 𝐺𝑊. (2.29) 
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The detailed description of the self-energy operator can be found in the literature.155 This 

operator is expressed by its wavefunction, so the problem can be solved self-consistently. The 

wavefunctions and corresponding eigenvalues can be used to update the 𝐺 or 𝑊, but due to the 

high computational cost, an effective strategy for how to update the parameters is required. Several 

approaches are implemented in the Vienna ab initio simulation package (VASP),157-160 which is 

adopted in the present study. 
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Chapter 3 Properties of Redox-End Members in Li-S Batteries 

3.1. Introduction 

In this chapter, first principles calculations are used to close some of the knowledge gaps 

mentioned above by predicting key thermodynamic and electronic properties of several solid-

phase redox end members present in lithium-sulfur batteries. The phases examined include: Li, 

(hypothetical) Li2S2, Li2S, α-Sulfur, and β-Sulfur. A variety of computational methods were 

employed, including: density functional theory (DFT) with semi-local functionals, van der Waals 

augmented DFT (vdW-DF), quasi-particle methods (G0W0), and continuum solvation techniques. 

First, optimized crystal structures were characterized in a comparative fashion using multiple van 

der Waals-aware density functionals. The vdW-DF method using the optB88 functional for 

electron exchange was found to yield the best agreement with experimental lattice constants and 

bulk moduli. The stability of the a allotrope of sulfur at low temperatures was confirmed by 

revisiting the sulfur phase diagram. Similarly, the stability of lithium persulfide, Li2S2, was 

assessed by comparing the energies of several hypothetical A2B2 crystal structures. We find that 

Li2S2 is unstable with respect to a two-phase mixture of Li2S and a-S, suggesting that Li2S2 is a 

metastable phase. Regarding surface properties, the stable surfaces and equilibrium crystallite 

shapes of Li2S and a-S were predicted in the presence and absence of a continuum solvation field 

intended to mimic the presence of the common electrolyte solvent, dimethoxyethane (DME). In 

the case of Li2S, the equilibrium crystallites are comprised entirely of stoichiometric (111) 

surfaces, while for a-S a complex mixture of several facets are predicted. Finally, G0W0 

calculations reveal that all of α-S, β-S, Li2S, and Li2S2 are insulators with bandgaps greater than 

2.5 eV. 
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3.2 Methods 

 

Figure 3.1 Crystal structures and respective space groups for α-Sulfur, β-Sulfur, Li2S, and the lowest-energy 
structure for Li2S2. Blue and yellow spheres represent lithium and sulfur atoms, respectively. 

First principles calculations were performed using the Vienna ab initio simulation package 

(VASP).161-162 Five compounds were considered: BCC Li (2 atoms in the unit cell), Li2S (3 atoms), 

Li2S2 (8 atoms), α-Sulfur (128 atoms) and β-Sulfur (48 atoms). Figure 3.1 displays the crystal 

structures and space groups of α-Sulfur, β-Sulfur, Li2S, and Li2S2, the latter using the crystal 

structure that exhibits the lowest energy out of several possibilities (described below). Projector-

augmented wave (PAW)163-164 potentials were used to describe core-valence electron interactions. 

Valence states of 2s were used for lithium and 3s3p for sulfur. The planewave cutoff energy was 

set to 450eV; the Monkhorst-Pack165 scheme for k-point sampling was used in combination with 

k-point meshes of: 12×12×12 (Li), 4×4×4 (Li2S), 7×7×7 (Li2S2), 2×2×2 (α-S) and 2×2×2 (β-S). 

Two methods were used to treat exchange and correlation: (i.) the Perdew – Burke − Ernzerhof 

(PBE) generalized gradient approximation (GGA)136 and, (ii.)  van der Waals-augmented Density 

Functional Theory (vdW-DF).139 Including van der Waals interactions is essential for describing 

the behavior of sulfur, as the crystal structure of both α and β allotropes consist of discrete, 

covalently bonded S8 molecular units (“cycloocta”) that interact through dispersion forces. Five 

different vdW-DF methods were tested: these include the so-called vdW-DF1 methods having 

exchange functionals based on revPBE142, optPBE145, optB88145, optB86b143, and also the vdW-

DF2144 method. Equilibrium cell volumes were determined by fitting energy-volume data to the 

Murnaghan equation of state.166 Atom positions were relaxed to a force tolerance of 0.01eV/Å. 

As previously mentioned, the existence of a persulfide phase, Li2S2, during discharge of a Li-

S battery remains an open question. Such a phase does not appear in the equilibrium Li-S phase 

diagram, and its crystal structure is unknown. To examine the stability of a hypothetical Li2S2 
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phase we generated several candidate Li2S2 crystal structures using various A2B2 phases as 

structural templates. Here A represents an alkali metal (Li, Na, K, Rb) and B is a chalcogenide (O, 

S, Se). Seven structures were investigated by replacing A sites with Li and B sites with S. The 

template compounds included: Li2O2, Na2S2, K2S2, Na2O2, K2O2, Na2Se2 and Rb2S2. In all cases 

the unit cells (volume, shape, and atom positions) were relaxed using vdW-aware DFT. 

Thermodynamic properties were evaluated within the harmonic approximation.37 Vibrational 

frequencies 𝜔' were obtained using the direct method.167 Vibrational contributions to the enthalpy 

(𝐻Ò'Ó) and entropy (𝑆Ò'Ó) are given by:37           

𝐻Ò'Ó(𝑇) = ]
1
2

�`�

'

ℏ𝜔' + ℏ𝜔' Õexp Ö
ℏ𝜔'
𝑘×𝑇

Ø − 1Ù
;

 (3.1) 

𝑆Ò'Ó(𝑇) = ]
ℏ𝜔'/𝑘×𝑇

exp(ℏ𝜔'/𝑘×𝑇)

�`�

'

+ ln Õ1 − exp Ö−
ℏ𝜔'
𝑘×𝑇

ØÙ 
(3.2) 

 

where ℏ is Plank’s constant divided by 2p, 𝑘× is the Boltzmann factor, and 𝑁 refers to the 

number of atoms in the supercell. The enthalpy and Gibbs free energy are expressed as: 

𝐻(𝑇) = 𝐻Ò'Ó(𝑇) + 𝐸 (3.3) 

𝐺(𝑇) = 𝐻(𝑇) − 𝑆Ò'Ó(𝑇)𝑇 (3.4) 

 where 𝐸 is the static (zero Kelvin) energy of a compound in its ground state.  

To estimate electronic properties, the Heyd-Scuseri-Ernzerhof (HSE06) hybrid functional149 

and the non-self-consistent quasi particle G0W0 method157 were used. In the case of G0W0 

calculations, vdW-DF wave functions from an earlier self-consistent calculation were used as 

input. A Gamma point centered sampling scheme with 1×1×1(α, β-S), 4×4×4 (Li2S) and 7×7×7 

(Li2S2) k-point meshes was used. The Gaussian smearing method was applied to obtain the Density 

of States (DOS); the band gap was estimated using energy differences between the lowest-

occupied and highest unoccupied eigenvalues.  

The surface energies of 38 distinct surfaces were evaluated. These included 31 Li2S surfaces 

of varying stoichiometry168 with Miller indices (100), (110), and (111).  Each surface slab 

consisted of at least 9 Li/S planes; approximately 20Å of vacuum was included in each surface 
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supercell. For Li2S surfaces, comparisons were made using the GGA and vdW-DF (optB88) 

functionals. In addition, 7 sulfur surfaces were considered, with indices of (100), (010), (001), 

(011), (110) and (111). These surfaces were comprised of at least 3 layers of cycloocta rings, and 

were constructed such that no S8 rings were broken when the surface was cleaved. For sulfur 

surfaces only the vdW-DF method was used. The Monkhorst-Pack scheme was used for both Li2S 

and sulfur surfaces with 4×4×1 and 1×1×1 k-point meshes, respectively. 

The energies of Li2S and S surfaces are given by: 

𝛾�'ªÚ =
1
2𝐴 g𝐺�'ªÚ

Ú&%Ó − 𝑁�'𝜇�' − 𝑁Ú𝜇Úk (3.5) 

𝛾Ú =
1
2𝐴 g𝐺Ú

Ú&%Ó − 𝑁Ú𝜇Úk 
(3.6) 

where Gslab is the energy of the surface slab, Ni is the number of atoms of type i in the slab, 

and µi is the corresponding chemical potential. In the case of the Li2S surface, the surface energy 

can be written in terms of the energy per formula unit of bulk Li2S, 𝑔�'ªÚ
Ú&%Ó , and the chemical 

potential of sulfur: 

𝛾�'ªÚ =
1
2𝐴 Õ𝐺�'ªÚ

Ú&%Ó − 𝑁�'𝑔�'ªÚ
Ú&%Ó + Ö

1
2𝑁�' − 𝑁ÚØ 𝜇ÚÙ. 

(3.7) 

As the chemical potential of sulfur is not precisely known, surface energies were evaluated 

for a range of µS given by: E(Li2S) – 2µLi(BCC Li) £ µS £ µS(α-S). Here, E(Li2S) is the total energy 

of a Li2S formula unit, 𝜇�'(BCC Li) is the energy per atom of BCC Li, and 𝜇Ú(α-S) refers to the 

same for an atom of α-S. 

Cycling of a Li-S battery should result in the repeated nucleation and growth of solid phase 

sulfur (charging) and Li-S particles (discharging). As these processes occur in the presence of a 

liquid electrolyte, the relevant “surface” energies are not solid/vacuum surface energies – as is 

typically assumed in atomistic studies – but rather solid electrode/liquid electrolyte interface 

energies.  

To explore the impact of solvation on surface energies, comparisons were made with and 

without a continuum solvation field (VASPsol)169-170 In these calculations the dielectric constant 

was set to that of dimethoxyethane (DME),171 7.55, as  common electrolytes in Li-S batteries 
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employ solvents based on DME20 or mixtures of DME and dioxolane19, 29. (The dielectric constant 

of dioxolane is similar to that of DME, 7.13.) 

3.3 Results 

3.3.1 Structure Analysis 

Low energy structures of each redox-end member were evaluated in a comparative fashion 

using the GGA and 5 different vdW-DF methods. Turning first to the high-temperature β-sulfur 

phase, Figure 3.2 plots the total energy of the β-S unit cell as a function of cell volume. In contrast 

to the other functionals, which show a clear minimum in the energy vs. volume data, the curves 

calculated with the GGA and the revPBE-based vdW-DF1 functional monotonically decrease as 

volume increases. Such behavior might be expected from the GGA, where the neglect of vdW 

interactions between cycloocto rings is a known omission. However, in the case of vdW-DF1, 

vdW contributions are explicitly accounted for; hence the poor representation of energy-volume 

behavior is surprising. For this reason, the GGA and revPBE-based vdW-DF1 functionals were 

not used in subsequent structure calculations on S-based systems.   

 

Figure 3.2 Energy per atom vs. volume data for β-S fitted to the Murnaghan equation of state using the GGA, 
revPBE-vdW-DF (vdW-DF1), optPBE-vdW-DF, optB88-vdW-DF, optB86b-vdW-DF, and vdW-DF2 methods. 
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Table 3.1 compares the calculated bulk modulus, lattice parameters, and cell volume of Li-S 

redox end members with experimental data. The optB88-vdW functional revealed the best for 

structural properties amongst 3 other functionals: optPBE-vdW, optB86b-vdW, and vdW-DF2. 

Typical deviations between theory and experiment were less than 1% for the optB88-vdW. The 

optB86b and optPBE-based functionals have slightly larger deviations (1-2%), whereas vdW-DF2 

exhibits a range of 1-3%.   

Table 3.1 Comparison of different vdW-DF methods to experimental data for the bulk modulus, lattice 
parameters, and cell volume for Li-S redox end members and BCC Li 

 
Functional Bulk modulus 

(Gpa) 
Lattice Parameters Volume 

(Å3) a (Å) b (Å) c (Å) Angle (°) 
Li  GGA 13.83 3.44   90 40.61 

optPBE-vdW 13.60 3.42   90 40.10 
optB88-vdW 13.83 3.45 

  
90 40.91 

optB86b-vdW 13.41 3.44 
  

90 40.69 
vdW-DF2 15.02 3.38 

  
90 38.49 

Experiment 12.90172 3.48173 
  

90 43.24         
Li2S GGA 42.22 5.72   90 187.50 

optPBE-vdW 42.14 5.72   90 187.28 
optB88-vdW 42.60 5.70   90 185.07 
optB86b-vdW 42.11 5.69   90 184.12 
vdW-DF2 41.32 5.75   90 190.60 
Experiment 45.70174 5.69174   90 184.22         

β-S optPBE-vdW 8.29 10.93 10.96 11.06 95.86 1318 
optB88-vdW 10.78 10.66 10.72 10.84 95.44 1233 
optB86b-vdW 10.16 10.58 10.65 10.80 95.22 1213 
vdW-DF2 10.52 11.11 11.09 11.19 95.98 1371 
Experiment - 10.69175 10.72 10.81 95.75 1233         

α-S optPBE-vdW 8.35 10.61 13.10 24.90 90.00 3462 
optB88-vdW 11.26 10.33 12.76 24.45 90.00 3222 
optB86b-vdW 10.80 10.26 12.69 24.35 90.00 3171 
vdW-DF2 10.49 10.76 13.21 25.22 90.00 3587 
Experiment 14.50176 10.46177 12.87 24.49 90.00 3297 

 

3.3.2 Thermodynamic properties 

Figure 3.3(a) shows the convex hull for the Li-S system as a function of atomic percent lithium 

at 0 K using vdW-DF2 method.  Amongst the various structure candidates considered for Li2S2, 

the one yielding the lowest energy was based on the hexagonal Li2O2 prototype (P63/MMC space 

group). This structure lies above the convex hull by approximately 67 meV/atom which is too large 



 28 

to be stablized178, and should therefore be metastable with respect to a two-phase mixture of S and 

Li2S. The Li2O2 prototype for Li2S2 was used for calculations involving Li2S2 henceforth.  

	

 
Figure 3.3 (a) Calculated convex hull for the Li-S system. The inset magnifies the energetic ordering of the 

different Li2S2 candidate phases above the hull. (b) Gibbs free energy of Li2S + S vs. Li2S2 as a function of temperature. 

Figure 3.3 (b) compares the Gibbs free energies of Li2S2 to the 2-phase mixture, Li2S + α-S, 

as a function of temperature. Free energies were evaluated by combining the static electronic 

energy from the vdW-DF2 functional with vibrational contributions obtained from the optB88-

vdW. For the entire temperature range considered (0 – 400 K), we find that the two-phase mixture 

of Li2S and S has lower free energy than Li2S2.  As previously mentioned, Li2S2 has not been 

successfully synthesized and does not appear in experimental phase diagrams28. The calculated 

thermodynamic data in Figure 2 is consistent with these observations. To aid in the identification 

of Li2S2 during discharge of Li-S batteries, Figure 3.4 plots the calculated XRD pattern for Li2S2 

and compares to that of Li2S. Li2S has major peaks around 27o, 31o, 45o and 53o, which correspond 

well to experimental data.29 On the other hand, the peaks of Li2S2 do not match data from recent 

experiments.29, 179  
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Figure 3.4 Calculated x-ray diffraction pattern for Li2S and Li2S2 

Table 3.2 Calculated cell potential (ET=298), formation enthalpy (ΔHT=298), and Gibbs free energy of formation 
(ΔGT=298)for several vdW-DF methods compared with experimental data. 

  𝐸Üa<Ý´(V) ∆𝐻Üa<Ý´(eV) ∆𝐺Üa<Ý´ (eV) 

Li2S 

optPBE 2.15 -4.35 -4.30 

optB88 2.20 -4.44 -4.40 

opt86b 2.10 -4.24 -4.19 

vdW-DF2 2.33 -4.70 -4.65 

Exp. 2.3019 -4.58180 - 

Li2S2 

optPBE 2.07 -4.10 -4.14 

optB88 2.13 -4.23 -4.27 

opt86b 2.04 -4.03 -4.07 

vdW-DF2 2.22 -4.40 -4.44 

Exp. - - - 

Table 3.2 summarizes the calculated redox potentials, formation enthalpies (DH), and 

formation free energies (DG) for Li2S and Li2S2 at room temperature (298 K). Comparisons are 

made between different functionals by evaluating the static electronic energy with several vdW-

DF methods. (Phonon frequencies were evaluated using the harmonic approximation and the 

optB88-vdW functional. We found that the optB88-vdW yields the expected number (3) of 

imaginary frequencies, whereas most of the other functionals did not.) The calculated DH values 

for Li2S are in good agreement with experimental data, with an error range of 1 to 6%. The vdW-

DF2 method yielded energies that were closest to experiment. For example, the calculated cell 

potential at 298K was found to be similar to the experimental cell voltage at the upper plateau of 

the discharge curve19. To the best of our knowledge, experimental data for DG for Li2S and Li2S2, 

and DH for Li2S2, have not been reported. The formation energy data presented in Table 3.2 is 

consistent with the thermodynamic analysis presented in Figure 3.3: Li2S is predicted to have a 
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more negative formation enthalpy/free energy than Li2S2 by ~0.1eV at room temperature, 

suggesting that Li2S2 generated during battery discharge should transform via a non-

electrochemical pathway to a mixture of Li2S and S. The transformation of Li2S2 to Li2S via the 

reaction Li2S2 + 2Li  2Li2S could also be limited in the event that the reaction is starved of Li.  

Regarding the phase diagram for elemental sulfur, recent experiments19 have correlated 

reduced capacity fade (due to limited polysulfide shuttling) in Li-S batteries with the formation of 

β sulfur in the cathode. In bulk S the a phase is observed to be the stable phase at low temperatures, 

with a transition to the b phase at temperatures ranging from room temperature to slightly above.18, 

25, 55-56 Figure 3.5 plots the free energy difference, 𝐺(a-S) – 𝐺(b-S), between the α and β allotropes 

of sulfur as a function temperature. The present calculations reproduce the stability trends observed 

in experiments, but underpredict the a/b transition temperature.   

 

Figure 3.5 Calculated Gibbs free energy difference between α and β sulfur as a function of temperature. 

 

→



 31 

3.3.3 Electronic Structure 

	
Figure 3.6 Density of states for (a) Li2S and Li2S2, (b) α- and β-sulfur calculated using vdW-DF, HSE06 and 

vdW-DF+G0W0  

Figure 3.6 plots the density of states (DOS) for Li2S and Li2S2 (panel a), as well as for α-sulfur 

and β-sulfur (panel b). Several different calculation methods were compared: optB88-vdW-DF, 

HSE06, and G0W0. In the case of G0W0 calculations, optB88-vdW-DF wave functions were used 

as input; we refer to this approach as vdW-DF+G0W0. The DOS reveals that all of the compounds 

considered exhibit a sizeable bandgap. Furthermore, the DOS of the sulfur allotropes are quite 

similar in both shape and size of the gap.  On the other hand the DOS of Li-S phases display some 

clear differences: for example, Li2S2 generally has a smaller gap than Li2S, due to the presence of 

lower-lying states at the bottom of the conduction band. 

Table 3.3 Calculated and experimental band gap of α, β-sulfur, Li2S and Li2S2. 

Method Type 
Band gap 

α - sulfur β - sulfur Li2S Li2S2 

vdW-DF 2.20 2.34 3.46 1.07 

HSE06 3.01 3.20 4.34 1.98 

vdW-DF+G0W0 - 3.76 5.10 2.58 

GGA+G0W0 - - 5.11 2.70 

Exp. 2.79181, 2.61182 - - - 
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Table 3.3 summarizes the calculated band gaps and makes comparisons with experimental 

data. (The apparent gaps in Figure 3.6 appear somewhat smaller than the tabulated gaps in Table 

3.3 due to the use of smearing in plotting the DOS.)  Due to its large unit cell size (128 atoms), 

G0W0 calculations were not performed for α-sulfur. However, its value can be estimated based on 

comparisons with β-sulfur. We note that the band gaps of α and β sulfur are similar for vdW-DF 

and HSE06 calculations, with the gap for the β phase being larger by 0.1 to 0.2 eV. Assuming this 

trend holds, we can estimate the band gap for α-sulfur at the G0W0 level to be ~0.2 eV smaller than 

the corresponding value for β-sulfur, approximately 3.6 eV.  

Table 3.3 shows that the calculated bandgap increases in going from the vdW-DF functional, 

to HSE06, to G0W0. Such behavior is consistent with generally known trends.149, 160 G0W0 

calculations based on GGA starting wavefunctions generally underestimate the experimental band 

gap.160 In our calculations vdW-DF-based wavefunctions are used, which appears to result in an 

overestimate of the gap: in the case of the S allotropes the calculated gap of 3.6 – 3.76 eV at the 

G0W0 level is approximately 1 eV larger than the experimental values. This discrepancy could also 

be due to the molecular-crystal nature of sulfur.182 We note that the temperature dependence of the 

sulfur band gap ( 2meV/K)182 is approximately 10 times higher than that of other semi-

conductors (~0.1meV/K).183 Our calculation is conducted at 0K, while the experimental values for 

the band gap are reported at 298K181 and 279K182, respectively. Accounting for this temperature 

dependence, the calculated band gap of sulfur at 298K ranges from 2.9 to 3.3 eV. This is in much 

better agreement with the measured values of 2.6 and 2.8 eV.   

Regarding lithium sulfide, a prior study predicted the band gap of Li2S to be 3.66 eV when 

using the GGA functional.36 The band gap of 3.46 eV predicted here using vdW-DF is similar to 

that value. As expected,23,40 the gap opens to 4.34 eV when using the HSE06 hybrid functional, 

and is largest for the vdW-DF+G0W0, 5.10 eV. These gaps indicate that Li2S is an electronic 

insulator, a fact which could limit battery performance if charge transport through Li2S is needed 

during charge or discharge.20 To the best of our knowledge, an experimental value for the Li2S 

band gap has not been reported.  

»
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3.3.4 Surface Energy 

   

      100-GGA       110-GGA       111-GGA 

Figure 3.7 Calculated surface free energies for Li2S as a function of sulfur chemical potential and surface normal 
using GGA functional. Vertical lines represent sulfur poor and rich limits to the S chemical potential. 

Figure 3.7 shows the GGA free energies of 31 Li2S surfaces as a function of sulfur chemical 

potential. The surfaces were selected from the low-index (100), (110), and (111) cleavage planes 

and take several different terminations into account. We adopt a naming convention wherein 

surfaces are identified using their respective Miller indices followed by “Li”, “S”, or “stoichi”. 

These identify the stoichiometry of the slab as being either lithium-rich, sulfur-rich, or 

stoichiometric, respectively. As previously described, the upper “S-rich” limit of the sulfur 

chemical potential—defined as zero for convenience—corresponds to the chemical potential of 

elemental sulfur. 

Comparison calculations similar to those in Figure 3.8 were also performed using the optB88-

based vdW-DF functional and by combining the GGA with solvation effects. Figure 3.9 

summarizes these results across all three calculation methods (Figure 3.9a: GGA, Figure 3.9b: 

vdW-DF, Figure 3.9c: GGA with solvation) by plotting the lowest energy terminations for each of 

the 3 surface normals.  All calculation methods agree that a stoichiometric termination of the (111) 

surface (i.e., the surface identified as “111-stoichi-1”) has the lowest surface energy overall. 

Except at the extreme limits of the S chemical potential, stoichiometric surfaces are also predicted 

to be the most stable for (100) and (110) facets. These results agree well with a prior study of Li2S 

surfaces that employed the GGA functional.36 
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100-vdW 110-vdW 111-vdW 

   

        100-GGA with solvation 110-GGA with solvation 111-GGA with solvation 

Figure 3.8 Calculated surface free energies for Li2S as a function of sulfur chemical potential and surface normal 
using vdW-DF functional and GGA with solvation. Vertical lines represent sulfur poor and rich limits to the S 
chemical potential. 

 

Figure 3.9 Free energies of Li2S surfaces as a function of sulfur chemical potential and calculation method. (a) 
GGA, (b) vdW-DF, and (c) GGA + solvation. Vertical lines represent sulfur poor and rich limits to the S chemical 
potential. The three lowest energy surface normals considered: 100, 110, and 111. 
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Table 3.4 The most thermodynamically stable Li2S surface for each facet ((100), (110) and (111)), and its 
respective surface energy, as a function of calculation method (GGA, vdW-DF and GGA + solvation). 

Surface name 
Surface free energy (meV/Å2) 

GGA vdW-DF GGA+solvation 

100-stoichi-1 52 61 45 

110-stoichi-3 33 45 26 

111-stoichi-1 21 31 18 

	

Table 3.4 summarizes the calculated surface energies for the most stable termination of each 
(hkl) facet across the 3 different calculation methods. Compared to the GGA calculations, surface 

energies calculated with the vdW-DF, are ~10 meV/ Å2 larger. On the other hand, inclusion of 

solvation effects result in a slight reduction in surface energies by 3-7meV/ Å2, as expected. Given 

that all three methods predict the same stable surface, we conclude that neither van der Waals 

contributions nor solvation effects has a significant impact on the termination of Li2S surfaces. 

 

 

Figure 3.10 . (Left) Equilibrium shape of an Li2S crystallite based on the Wulff construction and calculated 
surface energies. (Right) Stoichiometric (111) surface which comprises all faces of the crystallite; blue and yellow 
spheres represent lithium and sulfur atoms, respectively. 

Using the calculated surface energies as input, Figure 3.10 plots the equilibrium shape of an 

Li2S crystallite using the Wulff construction.184. All calculations methods – GGA, vdW-DF, and 

GGA+solvation – yield the same crystallite morphology, an octahedron whose surface is 

completely comprised of stoichiometric (111) surfaces. Such a shape is consistent both with a prior 

computational study of Li2S surfaces36 and with scanning electron microscopy (SEM) images of 

Li2S crystallites.185-186  
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Figure 3.11 Spin-polarized layer projected density of states (LPDOS) as a function of depth into the slab for the 
111-stoichi surface of Li2S. Blue and red lines represent the lithium and sulfur DOS respectively. The blue plots at the 
top and the bottom correspond 

Figure 3.11 shows the layer-projected density of states (DOS) for the 111-stoichiometric 

surface of Li2S, calculated using the vdW-DF method. The DOS for each layer shows the presence 

of a significant gap separating occupied and unoccupied states, indicative of insulating behavior. 

This behavior is similar to that previously discussed for bulk Li2S in Figure 3.6(a). We therefore 

conclude that the surface electronic structure of Li2S does not significantly differ from that of the 

bulk. 

Table 3.5 Calculated surface energies of α-S surfaces and their re-spective area fraction of the equilibrium 
crystallite shape. 

Surface 
Surface Energy (meV/ Å2) Surface Area Fraction (%) 

vdW-DF VASPsol vdW-DF VASPsol 

001 12 11 30.3 25.0 

010 16 13 3.6 1.5 

100 11 11 23.2 14.5 

011 16 13 8.8 11.8 

110 13 10 34.2 47.1 

111 17 14 0.0 0.0 
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Figure 3.12 Equilibrium shape of α-S crystallites based on the Wulff construction and surface energies calculated 
using the optB88 vdW-DF functional. (a) Neglecting solvation ef-fects; (b) Including solvation effects.  Red, yellow, 
green blue and white areas repres 

Regarding a-sulfur, surface energies were calculated for 7 distinct surfaces (cleaved along 6 

<hkl> directions) with the vdW-DF with and without solvation effects. Surface models were 

constructed without cleaving the cycloocta sulfur rings; we presume that surfaces containing 

broken S-S bonds would exhibit in much higher energies. Table 3.5 summarizes the calculated 

surface energies for the most stable terminations. In contrast to the surfaces of Li2S, where only 

one low-energy termination (stoichiometric 111) dominated, in the case of S several surfaces have 

energies in a tightly clustered range of 10-14 meV/Å2 (including solvation effects). (Similar 

behavior holds without solvation.) Consequently, the resulting Wulff plot (Figure 3.12a: Without 

solvation, Figure 3.12b: With solvation) is more complex, with 5 out of the 6 surfaces contributing 

to the area of the equilibrium crystallite (Table 3.5). For both calculation methods (110) facets 

cover the largest fraction of the crystallite surface area. The presence or absence of solvation 

effects has a minor effect on the equilibrium crystallite shape. The calculated crystallite shapes are 

in reasonable agreement with experimental electron microscopy images, which exhibit an 

hexagonal profile when viewed along a 001 direction.85  

3.4 Conclusion 

Understanding the properties of the solid-phase redox end-members, α-S, β-S, Li2S, and Li2S2, 

is an important step in improving the performance of Lithium-Sulfur batteries. Despite the growing 

importance of electrical energy storage devices, the fundamental thermodynamic and electronic 

properties of these phases remain poorly understood. In the present chapter several computational 

techniques – van der Waals augmented density functional theory (vdW-DF), quasi-particle 
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methods (G0W0), and continuum solvation techniques – are employed to predict key structural, 

thermodynamic, spectroscopic, electronic, and surface characteristics of these phases. 

The stability of the a allotrope of sulfur at low temperatures was confirmed by revisiting the 

sulfur phase diagram. Likewise, the stability of lithium persulfide, Li2S2, – a phase whose presence 

during discharge is believed limit capacity – was assessed by comparing the energies of several 

hypothetical A2B2 crystal structures. In all cases Li2S2 was predicted to be unstable with respect to 

decomposition into a two-phase mixture of Li2S and a-S, suggesting that Li2S2 is a metastable 

phase.  

Regarding surface properties, the stable surfaces and equilibrium crystallite shapes of Li2S 

and a-S were predicted in the presence and absence of a continuum solvation field intended to 

mimic the effect of a dimethoxyethane (DME)-based electrolyte. In the case of Li2S, equilibrium 

crystallites are comprised entirely of stoichiometric (111) surfaces, while for a-S a complex 

mixture of several facets is predicted.  

Finally, G0W0 calculations reveal that all of α-S, β-S, Li2S, and Li2S2 are insulators with 

bandgaps greater than 2.5 eV.  

The properties revealed by this study provide a baseline understanding of the solid-phase 

redox end members in Li-S batteries. We anticipate that this data will be of value in understanding 

pathways associated with charge and discharge reactions in these systems, and foster development 

of approaches that move the Li-S chemistry closer to commercial viability.  
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Chapter 4 Tuning the Adsorption of Polysulfides with Metal-Organic Frameworks 

4.1 Introduction 

The goal of this chapter is to identify MOFs that maximize PS adsorption by combining 

physical encapsulation within the MOF pores with strong chemical anchoring to the MOF. Given 

its high density of adsorption sites and 1-D porosity, we adopt M2(dobdc) as a prototype MOF and 

investigate computationally how metal substitution on the CUS impacts the adsorption of PS.  

More specifically, first-principles calculations are used to screen 16 metal-substituted variants of 

M2(dobdc) (M=Be, Mg, Ca, Sr, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Mo, Sn) with respect to 

their adsorption energies for prototypical species present during the cycling of Li-S batteries: S8, 

Li2S4, and Li2S.   

Our calculations reveal that the CUS is the dominant adsorption site for all species examined. 

Nevertheless, significant differences exist in the strength and nature of the adsorption across the 

three adsorbates. Adsorption of S8 is generally weakest, and relatively insensitive to the 

composition of the CUS. On the other hand, adsorption of Li2S4 and Li2S is typically much 

stronger, approaching ~400 kJ/mol, and is highly sensitive to CUS composition.   A tendency for 

spontaneous decomposition of the Li2S4 molecule is observed for some CUS compositions, 

yielding very strong adsorption.  Trends in the electronic structure for the different systems are 

examined in terms of Bader charges and spatial charge density differences.  

Out of the 16 M2(dobdc) compositions examined, compounds with M = Ti, Ni, and Mo were 

identified as having the largest affinities for Li2S4 and Li2S. As the Ni-based variant has been 

synthesized previously, this MOF is proposed as a promising cathode support for Li-S batteries. 

An additional benefit of the “encapsulation plus adsorption” strategy is its ability to be combined 

with electrolyte-based tactics for minimizing PS dissolution, such as use of electrolytes that are 

non-solvating for PS.187-189 

4.2 Method 

Long-range dispersion interactions between polysulfides and the MOF support were 

accounted for using a vdW-DF2.139, 142 In cases where the MOF CUS contained a  transition metal, 
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a Hubbard U correction146 was also applied to describe the localization of d-electrons more 

accurately.190 The plane-wave cutoff energy was set to 500 eV, and  k-point sampling was 

performed at the Γ-point. All calculations were spin-polarized. 

Metal-substituted DOBDC crystal structures were adopted from our prior studies.74 The 

internal degrees of freedom for these structures were relaxed to a force tolerance of 0.01 eV/Å 

using the vdW-DF2(+U) functional. Similarly, the adsorbate molecules (S8, Li2S4 and Li2S) were 

relaxed to a force tolerance of 0.01 eV/Å using the vdW-DF2 functional in a computational cell 

having the same shape and size as that for Ni2(dobdc), but with the MOF atoms absent.  

Low energy adsorption geometries for the PS were evaluated by examining several initial 

adsorption geometries on the MOF.  For the lithium-containing molecules (Li2S4 and Li2S), 

electrostatic considerations suggest that nominally-positive lithium in the PS will be attracted to 

nominally-negative oxygen atoms within the MOF. Likewise, electrostatic considerations suggest 

that nominally-negative sulfur will be attracted to the CUS, which exhibits a nominal positive 

charge (formal charge of +2). The PS+DOBDC geometries were relaxed to a force tolerance of 

0.02 eV/Å, while maintaining the full periodicity of the MOF crystal structure (i.e., cluster 

approximations to the MOF structure were not employed).  

Adsorption energies (𝛥𝐸%ßà) were evaluated using the following equation:  

𝛥𝐸%ßà = − ;
Â
(𝐸áâ�ÄãÚ − 𝐸áâ� − 𝑛𝐸ã)	. (4.1) 

We adopt a sign convention such that a positive ΔEads indicates exothermic adsorption. Here 

n is the number of adsorbed polysulfide (PS) molecules in the DOBDC computational cell. 

EMOF+PS refers to the total energies of the adsorbed MOF+PS complex. EMOF and EPS refer the total 

energies of isolated MOF and PS, respectively. The primitive cell for M2(dobdc) was adopted as 

the simulation cell; this cell contains 54 atoms. A bader charge analysis191-192 was used to correlate 

adsorption energies with the amount of charge transfer between the adsorbed PS and the MOF 

support.   

4.3 Results 

4.3.1 Structure 

Figure 4.1 shows the relaxed structures and bond lengths/angles of the isolated S8, Li2S4, and 

Li2S molecules. These structures employed initial molecular geometries reported in an earlier 



 41 

study;65 upon relaxation they maintain a high degree of similarity. The S8 molecule adopts a cyclo-

octa ring morphology, similar to that present in the bulk sulfur crystal structure.93 In the case of 

Li2S4, the lowest energy structure exhibits a chain-like geometry with Li atoms located at both 

endpoints. Finally, Li2S adopts a triangular geometry with a Li-S-Li angle of 124.6°.   

 

Figure 4.1 Calculated geometries for the molecular species (S8, Li2S4 and Li2S) examined in this study. Blue and 
yellow spheres represent lithium and sulfur respectively. 

The molecules’ geometries upon adsorption in Ni2(dobdc) are shown in Figure 4.2. In all cases 

the lowest-energy adsorbed configurations place the molecules adjacent to the CUS. Moreover, 

sulfur atoms in the adsorbate are generally positioned to be closest to the CUS. In the case of S8, 

Figure 4.2a, the 8-membered ring is adsorbed with an orientation such that the plane of the ring is 

parallel to the axis of the hexagonal pore channel.  

 

Figure 4.2 Lowest-energy structures for adsorbed (a) S8, (b) intact and (c) dissociated Li2S4, and (d) Li2S in 
Ni2(dobdc). The top row shows the hexagonal pore structure of the MOF and the geometry of a single adsorbed 
molecule. The bottom row is a magnification o 
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In the case of Li2S4 the calculations reveal that the molecule can adsorb either intact (Figure 

4.2b), or for certain CUS compositions, can spontaneously decompose (Figure 4.2c) into a Li2S2 

molecule and a S2 molecule.  In this latter case the Li2S2 and S2 fragments adsorb on neighboring 

CUS. The intact cases comprise the majority of the adsorbed geometries observed, corresponding 

to 11 of the 16 examined CUS compositions. As shown in Figure 4.2b (bottom), these geometries 

generally exhibit close contact between a sulfur atom in the Li2S4 chain with the CUS. 

Additionally, the terminal lithium atoms in the adsorbate tend to be positioned adjacent to oxygen 

anions that are nearest-neighbors to the CUS. These geometries are consistent with the expected 

electrostatic interactions described previously.    

Li2S4 was observed to undergo dissociative adsorption, Figure 4.2c, on the CUS for cases 

where M is an early transition metal, M = Sc, Ti, V, Cr, and Mo. As discussed below, Li2S4 

dissociation correlates with very exothermic adsorption energies. Representative adsorbed 

geometries for Li2S4 adsorption are given in Figure 4.3 for the dissociated and the intact case.  

  

Figure 4.3 Structure of dissociated (left) and intact (right) Li2S4 adsorbed in the vicinity of the coordinatively 
unsaturated metal site in Ni-DOBDC. 

Unlike the behavior of Li2S4, the adsorption of Li2S occurs with an intact geometry, Figure 

4.2d, which is similar to that of the isolated molecule.  Consistent with an electrostatic interaction, 

the S atom in Li2S is in close proximity to the CUS, while at least one of the two Li atoms is 

adjacent to an O anion in the MOF. A list of bond lengths and angles for Li2S upon adsorption to 

various M2(dobdc) variants is given in Table 4.1. In general, the average distance between the CUS 

and the nearest S atom in the adsorbate is inversely correlated with the strength of adsorption 

(described below). These distances are: 3.23 Å for S8, 2.47 and 2.81 Å, respectively, for dissociated 

and intact Li2S4, and 2.58 Å for Li2S. An illustration of the structgure of adsorbed Li2S in the 

vicinity of the CUS in Ni2(dobdc) is given in Figure 4.4.  
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Figure 4.4 Structure of adsorbed Li2S in the vicinity of the CUS in Ni-DOBDC. 

Table 4.1 Calculated distances (in Å) and bond angles for Li2S adsorbed on M-DOBDC, as illustrated in Figure 
4.4. Bond parameters for isolated Li2S are given in the bottom row. q refers to the angle within the Li2S molecule. 

 S-CUS (Li-O)1 (Li-O)2 (Li-S)1 (Li-S)2 q (°) 

Be 4.15 1.92 3.40 2.26 2.21 113.61 

Mg 2.49 2.10 3.36 2.29 2.18 121.68 

Ca 2.72 2.04 3.53 2.17 2.28 140.75 

Sr 2.94 1.89 3.03 2.18 2.15 161.25 

Sc 2.52 1.93 2.67 2.21 2.24 169.91 

Ti 2.35 1.94 3.28 2.27 2.40 129.74 

V 2.37 1.98 3.21 2.28 2.34 124.89 

Cr 2.59 1.99 3.33 2.20 2.28 111.22 

Mn 2.40 1.89 3.35 2.21 2.34 128.90 

Fe 2.33 1.94 3.37 2.22 2.39 122.28 

Co 2.35 1.95 3.33 2.21 2.33 120.80 

Ni 2.40 2.03 3.38 2.32 2.21 117.34 

Cu 2.36 1.96 3.32 2.27 2.35 108.21 

Zn 2.22 1.91 1.91 2.26 2.35 146.97 

Mo 2.47 2.10 3.11 2.32 2.47 94.99 

Sn 2.61 1.84 3.33 2.30 2.24 110.12 

Isolated Li2S    2.11 2.11 124.60 
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4.3.2 Energetics 

 

Figure 4.5 Calculated adsorption energies for S8 (top), Li2S4 (middle, differentiating between intact and 
dissociated geometries), and Li2S (bottom), as a function of CUS composition, M, within the MOF M2(dobdc). 

The calculated adsorption energies for S8, Li2S4, and Li2S in M2(dobdc) are plotted in Figure 

4.5 as a function of the CUS composition. For Li2S4, separate adsorption energies were evaluated 

for intact and dissociated geometries.  [For compositions where Li2S4 did not spontaneously 

dissociate,  DEads for a (hypothetical) dissociated adsorbate was evaluated by initiating the 

relaxation from a dissociated geometry similar to that observed for the spontaneous cases.] 

Averaging across the 16 CUS compositions, adsorption of S8 is the weakest amongst all Li-S 

adsorbates examined, at 78 kJ/mol.  At the opposite extreme, spontaneously-dissociated Li2S4 

exhibits the most exothermic adsorption energies, 306 kJ/mol on average. Finally, Li2S and intact 

Li2S4 have intermediate values of 189 and 188 kJ/mol, respectively. To place these values in 

context, we note that adsorption energies for Li2S4 and Li2S are (significantly) more exothermic 

than those reported previously for other small molecules such as CO2, CH4, and SO2 within 
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M2(dobdc): for CH4 and CO2 DEads values less than 55 kJ/mol were reported.74, 193 The calculated 

DEads of 150kJ/mol190 for SO2, which is a much more reactive species, also falls below the average 

values reported here for Li2S4 and Li2S adsorption.  

Turning first to the adsorption of S8, Figure 4.5a shows that the adsorption energy is relatively 

insensitive to the CUS composition, with DEads exhibiting a standard deviation of only 15 kJ/mol 

across the different metal compositions.   The magnitude of the adsorption energies and limited 

sensitivity to the metal composition are consistent with a van der Waals interaction between the 

adsorbate and the MOF, augmented by a slight polarization of the S8 (see discussion of Electronic 

Structure below).  A similar conclusion regarding the van der Waals nature of the adsorption 

interaction has been discussed in earlier reports.68, 93 For example, Cui et al. demonstrated that the 

adsorption energy for S8 on various metal chalcogenides is relatively insensitive to composition – 

ranging from 72 to 82 kJ/mol – in very good agreement with the adsorption energies reported 

here.33  

 

Figure 4.6 Adsorption energies for S2 and dissociated Li2S4 in M-DOBDC. 

Adsorption energies for the polysulfides are generally more exothermic. In the case of Li2S4, 

Figure 4.5b summarizes DEads for both intact and dissociative adsorption. As previously described, 

dissociative adsorption is preferred for the early transition metals, M = Sc, Ti, V, Cr, and Mo, 

whereas intact adsorption prevails when the CUS composition is an alkaline earth metal or a mid- 

to late-series transition metal.  Dissociative adsorption correlates strongly with highly exothermic 

adsorption: of the five MOF compositions with the largest DEads, four involve Li2S4 dissociation. 

The high intact DEads predicted on Ni2(dobdc) represents the lone exception to this trend. The 

largest adsorption energy overall occurs for M = Ti and Mo, with values of 369 kJ/mol and 398 
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kJ/mol.  These values exceed those for Li2S4 adsorption on metal chalcogenides, which achieved 

a maximum of 360 kJ/mol on V2O5,68 suggesting an even greater tendency to suppress PS 

dissolution in these MOFs.  (Although not discussed in detail here, Figure 4.6 compares the 

adsorption energies of S2 in M2(dobdc) to that of dissociated Li2S4. The adsorption trend across 

the various metal substitutions is observed to be similar for both molecules; this is expected given 

that S2 are components of dissociated Li2S4.)  

In the case of Li2S, intact adsorption dominates. The predicted DEads values – while not as 

uniform with respect to CUS composition as for S8 – exhibit less variation than for Li2S4 

adsorption. Nevertheless, some similarities with Li2S4 adsorption persist: for example, 4 of the top 

5 most strongly-adsorbing MOF compositions are the same for Li2S and Li2S4. These include Sc, 

Ti, Ni, and Mo. Nevertheless, even in these exceptional cases, the magnitude of DEads for Li2S is 

significantly smaller than for Li2S4. For example, the maximum DEads for Li2S is 286 kJ/mol in the 

case of Mo2(dobdc); this is 112 kJ/mol smaller than for Li2S4 adsorption on the same MOF.  

Our observation that the adsorption of Li2S in M2(dobdc) is generally less exothermic than for 

Li2S4 differs from the trend reported for the adsorption on metal chalcogenides,68 where Li2S 

adsorption was reported to be stronger.  This difference can be traced to the highly exothermic 

nature of dissociative adsorption of Li2S4 in the MOF. In M2(dobdc), dissociation can strengthen 

the attraction of Li2S4 to the MOF by more than 100 kJ/mol compared to the intact case. This is 

approximately twice the energy increment reported for dissociative adsorption on the metal 

chalcogenides.68 

As described in the introduction, by synthesizing variants of M2(dobdc) with different CUS 

metals it may be possible to tune the adsorption behavior of the PS and the redox end members 

(REM), S and Li2S.  The adsorption energies evaluated here allow us to identify potentially-

optimal  M2(dobdc) compositions. Our assessment is based on two assumptions: (i.) stronger 

adsorption is preferred, as it will maximize the anchoring effect, and, (ii.) anchoring the PS is of 

greater importance than anchoring the REM, as the PS are more soluble, and thus more likely to 

“escape” from the cathode.    

These factors suggest that optimal M2(dobdc) compositions will be those having the largest 

adsorption energies for Li2S4. As shown in in Fig. 3, these compositions include M = Sc, Ti, V, 

Ni, and Mo.  As an added benefit, 4 of these metals (Sc, Ti, Ni, and Mo) are within the top-5 

compositions for adsorption of Li2S (Fig. 3), suggesting that strong anchoring of Li2S should also 
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be provided by these MOFs. The relatively weaker interaction between S8 and all CUS 

compositions considered here suggests that S8 adsorption is not a differentiating factor in 

identifying optimal M2(dobdc) compositions.  

Which of these compositions is most promising? Cost considerations suggest that scandium 

is impractical. Ease of synthesis is also an important consideration; to our knowledge M2(dobdc) 

variants with M = Ti, V, and Mo have not been reported.  Finally, as a member of the 4d series, 

Mo is the heaviest candidate on our list; this could compromise the cell’s specific energy.   

Thus, the process of elimination leads us to Ni2(dobdc) as the most promising Li-S cathode 

support. We note that Ni2(dobdc)  has been successfully sunthesized.194 The unique ability of this 

MOF to bind Li2S4 strongly with an intact morphology (Figure 4.5) may also yield kinetic benefits 

compared to metals that dissociate the PS. Our prediction that Ni2(dobdc) is the most promising 

composition in the  M2(dobdc) series is consistent with the experimental measurements of Zheng 

et al., who reported that a MOF with a Ni-based CUS outperformed the analogous Co-CUS 

compound in a Li-S cell.87  

Because many MOFs are electrical insulators, conduction-enhancing additives such as carbon 

may be needed in MOF-based cathodes to ensure sufficient electronic transport. Recent work, 

however, has shown the possibility of overcoming this limitation, with conductivities of mS/cm or 

higher having been reported in selected MOFs.195 Notably, a conductivity of 7 S/m was reported 

in HKUST-1, a CUS-containing MOF that has been infiltrated with redox-active guest 

molecules.196  
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4.3.3 Electronics 

	

Figure 4.7 Charge density difference, radsorbed -  Srisolated, for S8 (left), Li2S4 (middle), and Li2S (right) adsorbed 
on Ni2(dobdc). The plot is con-structed for a plane that intersects the CUS-S bond axis and one other bonded pair of 
atoms in the adsorbate. For 

Figure 4.7 compares charge density differences, adsorption energies, and the amount of charge 

transferred (from adsorbate to MOF) for S8, Li2S4, and Li2S adsorption on Ni2(dobdc). As 

expected, the degree of charge transfer generally increases from S8 to either Li2S4 or Li2S, roughly 

consistent with the adsorption energies. A similar trend is observed for the charge density 

difference maps, which indicate larger charge accumulation between the CUS cations and S atoms 

in Li2S4 and Li2S compared to that for S8 adsorption. Additional charge accumulation is observed 

between the Li ions in Li2S4 and Li2S and the O atoms in the MOF nearest to the CUS (Figure 4.8).  

 

Figure 4.8 Charge density difference plot showing charge accumulation between O atoms in Ni-DOBDC and Li 
atoms in adsorbed (a) Li2S4 and (b) Li2S. 

Table 4.2 summarizes the degree of charge transfer – evaluated as the difference in summed 

Bader charges, before and after adsorption – associated with adsorption across the various 

M2(dobdc) compositions and adsorbates.  Here, positive values refer to charge accumulation on 
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the MOF, and vice versa. For the adsorption of S8, the amount of charge transferred is negligible 

across the M2(dobdc) variants, 0.04 e, on average, lending additional support to the assertion that 

S8 adsorption can be described by a relatively weak van der Waals interaction.197 

Electrostatic interactions contribute to the larger adsorption energies observed for Li2S4 and 

Li2S.  Turning first to Li2S4, Table 4.2 demonstrates that the amount of charge transferred on 

average between Li2S4 and the MOF is 4 (intact adsorption) to 7 (dissociative adsorption) times 

larger than for S8 adsorption, consistent with the trend in adsorption energies. For intact Li2S4 

adsorption, a relatively small amount of charge is transferred to the MOF for all metal 

compositions, approximately 0.25 e or less. In contrast, for dissociative Li2S4 adsorption involving 

M = Sc, Ti, V, Cr, and Mo, the charge transfer direction is reversed, with a net charge accumulation 

on the Li2S4 fragments. In these cases, the magnitude of charge transfer is also much larger, ranging 

from about 0.5 to 1.2 electrons.  

Table 4.2 Adsorption energies (ΔEads, in kJ/mol) for intact and dissociated Li2S4, S8, and Li2S on M-DOBDC, 
and the corresponding charge transfer between adsorbate and MOF (Dq, in electrons) based on a Bader charge analysis. 
A negative (positive) value for Dq indicates charge transfer from (to) M-DOBDC to (from) the adsorbate. Average 
values across the metal compositions are listed at the bottom. In the case of Dq, the average absolute value is reported. 

Metal 
Intact Li2S4 Dissociated Li2S4 S8 Li2S 

ΔEads Δq ΔEads Δq ΔEads Δq ΔEads Δq 

Be 147 0.13 105 0.07 93 0.01 109 0.57 

Mg 160 0.07 102 -0.14 63 0.00 149 0.17 

Ca 196 0.08 97 -0.20 72 0.00 156 0.20 

Sr 213 0.13 109 -0.15 68 0.00 157 0.14 

Sc 188 0.16 317 -1.20 86 -0.12 202 0.29 

Ti 232 0.26 369 -0.91 82 -0.22 236 0.48 

V 187 0.11 262 -0.63 81 -0.01 170 0.49 

Cr 134 0.09 187 -0.46 90 0.00 129 0.26 

Mn 180 0.18 132 -0.17 68 0.03 178 0.36 

Fe 180 0.24 124 -0.07 62 0.03 174 0.38 

Co 179 0.25 123 -0.02 64 0.04 184 0.42 

Ni 256 0.24 205 0.03 60 0.04 250 0.41 

Cu 140 0.15 123 0.10 103 0.02 163 0.56 

Zn 182 0.28 117 0.04 65 0.03 261 0.55 

Mo 275 0.23 398 -0.58 96 -0.03 286 0.62 

Sn 244 0.03 157 0.06 103 -0.01 205 0.40 

Avg. 193 0.16 183 0.30 78 0.04 188 0.39 
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Finally, Li2S adsorption exhibits the largest average charge transfer with the MOF, 0.39 e. 

The net transfer is to the MOF for all metal compositions, and the average amount of charge 

transferred is approximately twice that for intact Li2S4 adsorption. We note that the charge transfer 

trends between Li2S and intact Li2S4 adsorption are not reflected in their average DEads values, 

which are nearly identical (~190 kJ/mol). This apparent discrepancy can be explained by size 

differences between these molecules: smaller Li2S has fewer, but stronger interactions with the 

MOF, whereas the larger size of Li2S4 allows for more numerous bonding interactions that are 

relatively weaker, on average.  

4.4 Conclusion 

A means to suppress the dissolution of polysulfides will accelerate the commercialization of 

Li-S batteries. Toward this goal, the present study has explored the use of MOFs as PS-

constraining cathode support materials. MOFs are promising support materials because the 

intrinsic encapsulation afforded by MOF pores can be augmented by chemical adsorption of PS 

onto coordinately unsaturated metal sites (CUS).  

We demonstrate that the combination of PS encapsulation and adsorption can be tuned to 

maximize PS anchoring via substitution on the CUS. Optimal compositions are pinpointed by 

computationally screening 16 metal-substituted variants of M2(dobdc) for their ability to 

chemically anchor prototypical species (S8, Li2S4, and Li2S) present during the cycling of Li-S 

batteries. Importantly, the adsorption capacity of M2(dobdc) is predicted to range from 6.6 to 13.4 

mg of Li2S4 per 10 mg of MOF. These theoretical capacities outperform the best sulfur support 

material demonstrated in the literature, MnO2, which has a capacity of ~6 mg Li2S4/10 mg MnO2. 

Our calculations reveal that the CUS is the dominant adsorption site for all species examined. 

Nevertheless, significant differences exist in the strength and nature of the adsorption across the 

three adsorbates. Adsorption of S8 was observed to be relatively weak and insensitive to the 

composition of the CUS, consistent with a van der Waals-type interaction. In contrast, adsorption 

of Li2S4 and Li2S is predicted to be much stronger, approaching ~400 kJ/mol, and is highly 

sensitive to CUS composition. A tendency for spontaneous decomposition of the Li2S4 molecule 

was observed on Sc2, Ti2, V2, and Mo2(dobdc), yielding very strong adsorption.  The calculated 

adsorption energies can exceed those reported for Li2S4 adsorption on metal chalcogenides, 

suggesting an even greater tendency to suppress PS dissolution in M2(dobdc). Analysis of Bader 
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charges and charge density difference maps reveal that electrostatic interactions contribute to the 

large adsorption energies observed for Li2S4 and Li2S.   

Finally, Ti2, Ni2, and Mo2(dobdc) were identified as the compositions with the largest 

affinities for Li2S4 and Li2S. As Ni2(dobdc) has been synthesized previously, this MOF is proposed 

as a promising cathode support for Li-S batteries. 
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Chapter 5 Adiabatic and Nonadiabatic Charge Transport  

5.1 Introduction 

The goal of this chapter is to elucidate charge transport mechanisms in the S and Li2S REMs 

in Li-S batteries, while carefully accounting for the (non)adiabatic nature of these processes. The 

calculated transport rates are used to estimate the theoretical maximum loadings (i.e., limiting film 

thicknesses) for S and Li2S that are consistent with practical discharge rates. More specifically, we 

separately examine the ionic and electronic conductivity resulting from the formation and 

migration of ionic and electronic carriers in these two materials. The equilibrium concentrations 

of several plausible charge carriers and their respective adiabatic mobilities were evaluated at the 

hybrid functional level of theory,147, 149 using a tuned fraction of exact exchange.99 Subsequently, 

nonadiabatic effects were examined using the constrained DFT formalism (cDFT). The 

combination of these approaches allows for a rigorous understanding of how transport phenomena 

in Li-S cathodes can limit battery performance.   

In sulfur, transitions between S8 rings are predicted to be nonadiabatic. Consequently, 

conventional DFT erroneously overestimates charge transfer rates by up to 2 orders of magnitude, 

highlighting the importance of going beyond the Born-Oppenheimer approximation. Delocalized 

holes, and to a lesser extent, localized electron polarons (p-), are predicted to be the most mobile 

electronic charge carriers. All carriers in sulfur exhibit extremely low equilibrium concentrations, 

and thus yield negligible contributions to the conductivity. Nevertheless, the mobilities of free 

holes and p- are sufficient to enable the sulfur loading targets necessary for high energy densities. 

Based on the calculated mobility, and assuming a C/5 discharge rate, we estimate that p- can transit 

S films with a thickness of approximately ~100 μm. The diffusion length for free holes is much 

larger, ~1 m. These thicknesses exceed the JCESR S loading target of 6 mg/cm2,54, 198 which 

correspond to a S film with an average thickness 30 μm.  

In the case of Li2S, positively charged Li interstitials and negatively charged vacancies are the 

dominant ionic carriers. The Li vacancy is most mobile of these carriers, with an activation energy 

of 0.32 eV. The most prevalent electronic carriers are hole polarons; however, these carriers are 

predicted to have a high formation energy (1.95 eV) and extremely low equilibrium concentrations. 
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Despite its low concentration, the hole polaron is highly mobile, with a maximum migration length 

of ~40 mm at a charging rate of C/5. In contrast, the equivalent migration length for Li vacancies 

is much smaller, ~240 μm. Importantly, the migration lengths for both carriers surpass the 

projected maximum thickness (50 μm) of a Li2S film formed upon discharge (assuming an initial 

sulfur loading equal to the JCESR target). 

5.2 Method 

	

Figure 5.1 Crystal structures of a-S and Li2S.  Blue and yellow spheres represent Li and S atoms, respectively. 

The formation energies and adiabatic mobilities of various charge carriers were evaluated 

using DFT as implemented in the VASP.161-162 The simulation cells consisted of the conventional 

unit cell for a-S (128 atoms), and a 96-atom supercell constructed from a 2×2×2 replication of the 

Li2S unit cell. The unit cells for both materials are shown in Figure 5.1. Calculations on the bulk 

properties of S and Li2S were reported earlier.93  

The internal degrees of freedom for both supercells were relaxed to a force tolerance of 0.04 

eV/Å (a-S) and 0.01 eV/Å (Li2S). The dimensions of the a-S supercell were previously 

calculated199 using the vdW-DF functional; the following lattice constants were obtained: a = 10.33 

Å, b = 12.76 Å, and c = 24.45 Å.  The present defect calculations are to be performed using hybrid 

functionals, which do not account for van der Waals interactions between S8 rings in a-S. 

Therefore the lattice constants of a-S were fixed to the experimental lattice constants,177 a = 10.46 

Å, b = 12.87 Å, and c = 24.49 Å. The lattice constant for Li2S was determined by fitting total 

energies and volumes to the Murnaghan equation of state166 using the HSEa functional (described 

below). The calculated lattice constant is 5.68 Å is well matched to the experimental value,174 5.69 

Å. K-point sampling was performed at the G-point for a-S and using two irreducible k-points for 
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Li2S. The PAW scheme163-164 was used to treat core-valence electron interactions. All calculations 

were spin-polarized with planewave cutoff energies of 450 eV (a-S) and 500 eV (Li2S).   

A total of 18 (a-S) and 24 (Li2S) distinct defects were studied. These defects were considered 

both as charged and neutral species, and were comprised of vacancies, interstitials, and polarons. 

Formation energies were evaluated for all symmetry-distinct sites. For Li2S, Frenkel and Schottky 

defects were also investigated.  

 

Figure 5.2 Bandgap of Li2S calculated by the Heyd–Scuseria−Ernzerhof hybrid functional with various fractions 
of exact exchange (α). 

Earlier studies have shown that self-interaction errors present in semi-local functionals can 

negatively impact the accuracy of these methods when applied to defects that are expected to 

exhibit localized charge distributions, such as polarons.200-202 To minimize these errors, the Heyd–

Scuseria−Ernzerhof (HSE)147, 149 screened hybrid functional was used with the fraction of exact 

exchange, a, set to 0.48 (HSE48). Figure 5.2 shows the bandgap of Li2S calculated as a function of 

a. At a=0.48 the calculated Li2S bandgap (5.28 eV) matches closely the value obtained from 

many-body G0W0 (5.27 eV)93 theory. A similar approach has been used99 to examine charge 

transport in several peroxides and superoxides.99, 102, 150-152  

The formation energy (Ef) of a defect X with charge state q is given by:203-204  

𝐸ä(𝑋æ) = 𝐸T(𝑋æ) − 𝐸T(bulk) − ∑ 𝑛'𝜇' + 𝑞𝜀� + 𝐸áã;'   . (5.1) 

Here 𝐸T(𝑋æ)  and 𝐸T(bulk)  correspond to the total energy of the defect-containing and 

pristine simulation cells, respectively. ni is the number of atoms of the ith species in the defect cell, 

and 𝜇'  is that species’ chemical potential. 𝜀�  is the Fermi level referenced to the valence band 

maximum.𝜀�is determined by the charge neutrality condition, ∑ 𝑞	𝐶(𝑋æ) = 0ìí , where 𝐶(𝑋æ) is 
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the equilibrium concentration of defect 𝑋æ(defined below). EMP1 is the Makov–Payne finite-size 

correction, which was evaluated using dielectric constants of 7.9 (Li2S) and 4.0 (S8),205 and which 

is applied to supercells containing charged defects.203, 206 The chemical potential of S, 𝜇Ú, is given 

by the energy per atom of bulk a-S. The chemical potential of Li (𝜇�') in the cathode is given 

by:	𝜇�'(𝐿𝑖) 	= 	 𝜇�'(BCC	Li) − 𝑒𝐸, where 𝜇�'(BCC	Li ) is the energy per atom of bulk (BCC) Li, 

and E = 2.3 V is the theoretical cell voltage of a Li-S cell.99, 207  

The equilibrium concentration C of a defect 𝑋æ is given by   𝐶(𝑋æ) = 𝐷ì𝑒ôõ(ì
í)/ö÷Ü, where 

𝐷ì  is the number of equivalent sites per unit volume.204 The mobility (𝜇 ) and the diffusion 

coefficient(𝐷) for a given carrier are given by:  

𝜇 = 	 øæ%
ª

ö÷Ü
𝑒

ùú
û÷ü	 and 𝐷 = ýö÷Ü

æ
= 𝜈𝑎<𝑒

ùú
û÷ü  . 

(5.2) 

where 𝜈 is the hopping attempt frequency99 (1013 s-1) and a is the hopping distance. In the 

adiabatic approximation, the migration barriers (Eb) of defects are obtained using the climbing 

image NEB (CI-NEB) method.106-108 Due to electron delocalization208 errors, semi-local 

functionals such as the GGA cannot accurately estimate the hopping barrier of localized electronic 

species, such as polarons.99 Hence, we have used the HSE48 functional99, 147 for computing 

migration barriers. Finally, defect concentration and mobility are used to estimate the equilibrium 

conductivity, s, associated with a specific defect species, using 𝜎 = 𝑞𝐶𝜇. 

To account for possible nonadiabadic effects in charge transfer reactions, polaron hopping 

was also studied using constrained DFT (cDFT)209,210 as implemented211 in the GPAW code,212-213 

using the PBE136 exchange correlation functional (hybrid functionals have not been implemented 

in GPAW) and a grid basis with a spacing of 0.16 Å. As previously mentioned, GGA functionals 

over-delocalize charge due to self-interaction errors. However, in cDFT, charge and spin 

constraints are used to obtain strictly localized charge and magnetization. The cDFT energy is the 

written as a sum of the usual Kohn-Sham energy, plus a penalty term: 

𝐹[𝑛, {𝑉ÿ}] = 𝐸!Ú[𝑛] +] 𝑉'
',à

ÕR𝑑𝒓𝑤'à(𝒓)𝑛à(𝒓) − 𝑁'Ù. 
(5.3) 

where 𝑛 is electron density, 𝑖 is an index specifying the constrained region, 𝑠 refers to spin, 

𝑁' is the specified charge/spin to be localized in the chosen initial/final state, and 𝑉' is the Lagrange 

multiplier determining the strength of the external potential. Both the Lagrange multiplier and 
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electron density are solved self-consistently. 𝑤'à is the weight function specifying the spatial extent 

of the constrained region. Here, the weight function is partitioned into atomic contributions using 

Hirschfeld partitioning with Gaussian atomic densities based on scaled covalent radii. This ensures 

that 𝑤'à correctly models localization on both atoms and fragments. The constrained charges are 

formed by adding (removing) one electron to create an electron (hole) polaron and requiring that 

the region carries a magnetization of 1. The convergence criterion for cDFT calculations is 0.01 e. 

(Additional details regarding cDFT can be found in the literature.209,210,211) In Li2S, charge and 

spin are constrained on a single sulfur atom, as the polarons in this system are localized on atomic 

sites. In a-S the constraining regions are on two neighboring atoms, accounting for the fact that 

polarons occupy orbitals between S pairs.  

Once the diabatic cDFT states are obtained for the initial and final states of a polaron hopping 

event, the hopping rate is given by the Landau-Zener equation, which captures both adiabatic and 

nonadiabatic transitions214, 215, 216:  

k%→Ó = 𝑣Â𝜅 exp �−
(∆𝐺T + 𝜆)<

4𝑘×𝑇𝜆
+

∆
𝑘×𝑇

�. 
(5.4) 

Here 𝑣Â is the vibrational frequency (taken here as 1013 s-1), ∆ is an adiabadicity correction to 

the diabatic Marcus barrier, and 𝜅 is the electronic transmission coefficient computed from the 

Landau-Zener transition probability214  

 

𝜅 =
2𝑃�&
1 + 𝑃�&

			 ; 				𝑃�& = 1 − 𝑒𝑥𝑝[−2𝜋𝛾]	; 

	

(5.5) 

2𝜋𝛾 =
𝜋�/<|𝐻Ó%|<

ℎ𝑣Â¯𝑘×𝑇𝜆
		; 	𝜆 = 𝐸%(𝑹%) − 𝐸Ó(𝑹Ó) 

(5.6) 

	

For an adiabatic reaction 𝛾 ≫ 1, 𝜅 ≅ 1, and Eq. (5.4) reduces to the commonly used transition 

state rate. For a nonadiabatic reaction, 𝛾 < 1 and 𝜅 ≪ 1, in which case the Marcus equation is 

obtained. 𝜆 is the reorganization energy, and is computed as the energy difference of the donor 

state in the final and initial state geometries 𝑹% and 𝑹Ó, respectively.  
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5.3 Results 

5.3.1 Intrinsic Defects in α-S 

 

Figure 5.3 Defect formation energies of interstitials (solid lines), vacancies (dashed lines), and polarons (dash-
dot lines) in α-S. The vertical dotted line gives the position of the Fermi level. 

Figure 5.3 shows the calculated formation energies for the 18 distinct point defects examined 

in α-S. The slope of the lines corresponds to the charge of the defect; a horizontal line represents 

the formation energy of a neutral species, while positive (negative) sloped lines refer to defects 

with a positive (negative) charge. Lines with larger slopes correspond to doubly-charged defects. 

The charge neutrality condition establishes the position of the Fermi energy at 2.5 eV, and is shown 

as a vertical dotted line Figure 5.3.  

Our calculations indicate that the dominant negative charge carriers in α-S are S vacancies 

(VS-, which appear as an S7 ring with a negative charge, S7-) and electron polarons (p-), with 

formation energies of 2.23 and 2.36 eV, respectively. A trio of defects comprise the most-prevalent 

positive localized charge carriers: positive S interstitials (Si+, equivalent to a positively charged S9 

ring, S9+), double S vacancies (2VS+ = S6+), and single S vacancies (VS+ = S7+). The formation 

energies for these carriers are 2.23, 2.23, and 2.25 eV, respectively. The hole polaron (p+) has a 

slightly higher formation energy of 2.45 eV. The defect with the lowest formation energy overall 
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is the neutral S double vacancy (2VS = S6), with Ef = 0.18 eV. (Delocalized holes also play an 

important role in transport in α-S, and will be discussed separately below.) 

Table 5.1 Calculated defect formation energies (Ef), equilibrium concentrations (C), hopping barriers (Eb), 
reorganization energies (λ), coupling integrals (Hab), electronic transmission coefficients (κ), rate constants (k), 
mobilities (µ), and conductivities (σ) for α-S and Li2S. Prior calculations on Li2O2 (Ref. 99) and Na2O2 (Ref.152) are 
also shown for comparison. †The hole polaron in α-S is kinetically unstable and spontaneously delocalizes. 
‡Experimental data from Refs. 217-221 

Defect Type 
Ef C Adiabatic Diabatic λ Hba 

κ 
k µ σ 

(eV) (cm-3) Eb (eV) Eb (eV) (eV) (eV) (s-1) (cm2/V/s) (S/cm) 

α-S 

p- (Intra-ring) 
2.36 9 × 10-18 

0.11 0.07 0.45 0.19 1 2 × 1011 3 × 10-3 4×10-39 

p- (Inter-ring) 0.42 0.38 1.54 1 × 10-3 0.012 4 × 104 2 × 10-7 3×10-43 

p+ (Intra-ring)†    0.00† 0.18 0.09     

p+ (Inter-ring)†    0.023 0.09 1 × 10-5 9×10-6 4 × 106   

Delocalized hole         1-10‡ 5×10-19‡ 

S7- 2.23 2 × 10-15 0.55     5 × 103 3 × 10-10 7×10-44 

S9+ 2.23 3 × 10-17 1.62     6 × 10-15 3 × 10-28 1×10-63 

S6+ 2.23 6 × 10-16 ---     --- --- --- 

S7+ 2.25 1 × 10-15 1.2     7 × 10-8 3 × 10-21 5×10-55 

Li2S 

p+ 1.95 4 × 10-11 0.08 0.03 0.53 0.14 1 6 × 1010 2 × 10-1 2×10-30 

p-    0.2 1.21 0.11 1 4 × 108   

VLi- 0.84 3 × 108 0.32     4 × 107 1 × 10-6 6×10-17 

Li+ 0.84 1 × 108 0.52     2 × 104 1 × 10-9 1×10-20 

FLi 1.22 1 × 102         

FS 1.45 2 × 10-2         

Sch 2.36 1× 10-17         

Li2O2 

p+ 0.95 1 × 107 0.42     7 × 103* -- 5×10-20 

VLi- 0.93 7 × 107  0.36     1 × 105* 6 × 10-9 9×10-19 

Na2O2 

p+ 0.9 1 × 107 0.47     5 × 102* -- 1×10-20 

VNa- 1.06 3 × 104 0.42         6 × 103* 9 × 10-10 5×10-20 

 

We note that the formation energies for all of the charged defects considered are very high 

(greater than 2.2 eV); consequently, the concentrations of these carriers under equilibrium 

conditions will be negligible, as summarized in Table 5.1. For example, the highest concentration 

predicted for a charged defect is 2´10-15 cm-3 for S7-. To place this value in context, the 
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concentration of carriers in undoped Si (which is a poor conductor at room temperature) is 25 

orders of magnitude higher.222 In contrast, the neutral sulfur vacancy, VS, has a relatively high 

concentration of 2´1016 cm-3, yet it will not contribute to conductivity due to its neutrality.   

 

Figure 5.4 Magnetization density for (a) electron (p-) and (b) hole (p+) polarons in α-S. For clarity, only the S8 
molecule where the polaron localizes is shown. The localization energy, ∆E = Elocalized – Edelocalized, is shown 
below each polaron type.  

Regarding the properties of polarons, the magnetization densities for both electron and hole 

polarons in α-S are shown in Figure 5.4. In the case of p-, the extra electron localizes on one of the 

S-S bonds on a S8 molecule. The shape of the occupied orbital suggests an anti-bonding s* state. 

The presence of the additional electron results in an elongation of the bond from 2.05 to 2.65 Å. 

A comparison of the energies of localized (p-) and delocalized electrons shows that localization is 

preferred by 0.42 eV. This is in very good agreement with a prior drift mobility experiment223 that 

determined the p- binding energy to be  0.48 eV.  

In contrast to the more-localized nature of the electron polaron, the hole polaron (p+) localizes 

on two pairs of S-S bonds, Figure 5.4b, located on opposite sides of an S8 ring. This results in a 

slight distortion of the ring, wherein the S-S-S bond angles change from ~107o to ~102o, with 

insignificant change in the S-S bond lengths. We find that the p+ are unstable with respect to the 

delocalized state by 0.48 eV.  

5.3.2 Charge Carrier Mobility in α-S 

The low equilibrium concentrations of charge carrying defects in α-S suggest that even a 

barrier-less charge hopping process will result in an extremely low conductivity. However, this 

conclusion assumes that equilibrium concentrations are established. In practice, however, battery 

operation involves the relatively rapid growth and decomposition of the REM at near-ambient 

temperatures. Such conditions may generate much higher, non-equilibrium carrier concentrations. 

This possibility motivates an examination of the mobility of charge carriers in α-S. 
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Figure 5.5 Activation energies (calculated with the CI-NEB) associated with the migration of dominant (a) 

negative and (b) positive charge carriers in α-S. “Inter” refers to hops between adjacent sulfur rings, while “Intra” 
refers to hops within the same ring. All hops in panel b are inter-ring hops. 

In the adiabatic limit, mobility can be estimated from the migration energy barriers of the 

individual defects, calculated using the CI-NEB method.106  Figure 5.5a shows the minimum 

energy pathways for the highest-concentration negatively-charged defects in α-S. For the ionic 

carriers, hopping was examined only between adjacent S8 rings, i.e. inter-ring hops, as these hoping 

mechanisms are anticipated to be rate limiting due to their longer hopping distances (compared to 

intra-ring hops). In the case of S7-, migration occurs with an activation energy of 0.55 eV. By way 

of comparison, this value is 0.1 to 0.2 eV larger than the migration barrier for negative vacancies 

in Li2O2 and Na2O2,Table 5.1.99, 152 Hopping of the electron polaron, p-, has a slightly smaller inter-

ring hopping barrier of 0.42 eV. Polaron hopping was also examined within a single S8 molecule. 

These intra-ring hops have the lowest activation energy of any carrier considered in α-S, 0.11 eV. 

This value agrees well with the experimentally obtained value of 0.167 eV (assuming experiments 

refer to intra-ring hops).223 Nevertheless, we emphasize that hopping via intra-ring processes alone 

cannot lead to charge transport over macroscopic distances; inter-ring processes constitute the rate-

limiting steps.  

Figure 5.5b illustrates the adiabatic hopping barriers for the two stable positively charged 

defects, S7+ and S9+. (Migration of p+ was not considered due the fact that it is unstable with respect 

to the delocalized state.) S9+ exhibits a relatively high activation energy of 1.62 eV, while the 

predicted barrier for S7+ is 1.20 eV.  

The calculations presented above have assumed adiabadicity of the charge transfer events. 

The validity of this assumption is assessed here using cDFT.  All cDFT results are collected in 

Table 5.1, and compared with the adiabatic data previously described. We first discuss the behavior 
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of the electron polaron (p-) in a-S, which our HSEa calculations find to be stable (relative to a 

delocalized electron).  The hopping barriers from cDFT for intra and inter ring electron polaron 

hops are 0.07 and 0.38 eV, respectively. As can be seen in Table 5.1, the agreement between HSE-

NEB and cDFT-Marcus barriers is very good – the barriers predicted by the different methods 

differ by less than 40 meV.   

Although the good agreement in migration barriers for p- might suggest that all hops can be 

characterized as adiabatic, the value of the transmission coefficient, k, suggests otherwise. More 

specifically, only the intra-ring process has a k value of 1, which is indicative of adiabatic 

behavior. In contrast, the transmission coefficient for the inter-ring hop is very small (k=0.012), 

indicating that diabatic effects are important. The nonadiabadicity of inter ring p- transfer is due to 

the weak coupling between the initial and final states (Hba = 1´10-3), which is consistent with the 

relatively large distance, 3.4 Å, between them.  In total, inter-ring electron transfer exhibits a 

diabatic hopping rate constant k of 4´104 s-1. This value is approximately 2 orders of magnitude 

smaller than the equivalent adiabatic rate constant. The values reported in Table 5.1 for the hopping 

rate, mobility, and conductivity of electron polarons account for the nonadiabaticity described 

above. The mobility estimated for intra-ring p- migration is 3´10-3 cm2/V/s, which is in close 

agreement with that determined in drift mobility experiments (6.2´10-4 cm2/V/s), assuming the 

same hopping mechanism is probed experimentallly.223  

Regarding hole polarons, the cDFT calculations confirm the results from the previously-

described hybrid functional calculations, indicating that p+ are unstable.  For example, the barrier 

for an intra-ring hop of p+ vanishes when charge is constrained to reside on two neighboring S-

atoms. This suggests that positive charge is delocalized at least across a single sulfur ring. 

However, hole polaron transfer to an adjacent ring is predicted to be slow and clearly nonadiabatic, 

as inferred from the transmission coefficient value 	𝜅~10¼ . Nevertheless, the inter-ring hole 

polaron transfer barrier of 23 meV is smaller than thermal energy at room temperature and 

therefore the hole polaron in α-S is expected to delocalize over distances larger than that of a single 

S8 ring. This hypothesis was confirmed using nonadiabatic Ehrenfest nuclear-electron dynamics, 

as detailed in the Supporting Information.  

Conductivity in the band-like regime is mainly governed by the scattering of charge carriers 

by impurities and vibrational modes of the crystal, which in turn determine their mean free path 
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(or, equivalently, the mean free time, t); thus, transition state and Marcus theory, are not 

applicable. In principle, the impact of impurities on the mean free path could be obtained through 

ab initio methods, by combining the non-equilibrium Green’s function (NEGF) formalism with 

DFT.224 Within this method, it is possible to derive the transmission coefficient due to scattering 

from each impurity type. Combining this data with the impurity concentration yields the 

contribution of the impurities to the mean free path. Although the presence of impurities in 

molecular crystals can reduce carrier mobility significantly, (e.g. up to two orders of magnitude in 

pentacene225), the mean free path in these systems is most strongly influenced by scattering from 

the vibrational modes of the crystal, in particular from the acoustic modes.220, 226 These low 

frequency modes are derived from intermolecular forces. In principle, scattering from vibrations 

could be characterized through an exhaustive analysis of the electron-phonon coupling,226-227 

however, accurately describing weak intermolecular interactions (and their associated low 

frequency modes), remains a significant challenge, and is not practical at present. Recombination 

of carriers is another feature that complicates the study of mobility in a-S. As we discuss below, 

holes move much faster than electrons in a-S (due to band conduction of the former vs. hopping 

for the latter), making the impact of their recombination to the conductivity non-negligible.217 

5.3.3 Conductivity and Diffusion Length in α-S 

As expected from the extremely low equilibrium concentrations of charged defects, the 

conductivity of α-S arising from hopping mechanisms (which are generally slow processes) is 

negligible, Table 1. For example, the inter-ring migration of electron polarons, p-, is the process 

with the highest hopping-like conductivity of those that contribute to long-range transport. 

Nevertheless, the value calculated for its conductivity, s = 3´10-43 S/cm, is extremely small. 

Similarly, the highest hopping-type conductivity attributed to positive carriers is also vanishingly-

small, and arises from vacancy migration, VS+ = S7+, with s = 5´10-55 S/cm.  

However, we have shown that holes in a-S are delocalized and thus migrate via a band 

conduction mechanism, which is faster than any hopping process. As previously mentioned, 

analysis of the band conductivity for charge carriers in molecular crystals is a non-accessible 

quantity with current ab initio methods. Conversely, the experimental mobility of holes in a-S has 

been measured through drift experiments, and is in the range µ = 1-10 cm2/V/s,217, 219-220, 228 at 300 

K. This value is 7 orders of magnitude larger than for any of the hopping mechanisms considered 
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here. Experiments also show that the hole mobility decays with temperature as µ	∝	T-n with n = 

1.6, 1.1, and 1.7 in the [100], [010], and [001] directions, respectively.228 This is also consistent 

with a band conduction model, where the mobility is expected to decay as µ 	∝	T-1.5 due to 

scattering from acoustic modes (for optical modes µ	∝	T-0.5).229 

The calculated diffusivities and mobilities were used to establish the migration lengths for 

charge carriers in a-S. (In the case of delocalized holes, the experimental mobility was used.) 

These lengths provide an upper bound for the thickness of a S film (i.e., maximum S loading) that 

can be traversed by these carriers during cell operation at a given C-rate. Assuming a uniform film 

of a-S with density ρa-S = 2 g/cm3, a loading target198 of 6 mg/cm2 results in a S film with a 

thickness of 30 μm. Based on the mobility data shown in Table 5.1, and assuming C-rates 

(discharge durations) of 1C (3600 sec), C/5 (18000 sec), and C/10 (36000 sec),  Table 5.2 

summarizes the maximum diffusion lengths, 𝐿 = √𝐷𝑡, for the dominant hopping-type carriers in 

α-S: p-, S7-, S7+, and S9+. The maximum diffusion lengths for p- are 131, 93, and 41 μm for rates of 

C/10, C/5 and 1C, respectively, assuming inter-ring hopping between S8 molecules. This suggests 

that polarons in α-S have sufficient mobility to traverse typical film distances corresponding to the 

JCESR target S loading. In contrast, the diffusion lengths of the dominant ionic species (S7-, S7+, 

and S9+) are all well below the thickness target.   

Table 5.2 Charge carrier diffusion (L) and drift (Ld) lengths (in μm) for the predominant charge-carrying species 
in a-S and Li2S as a function of rate. 

Defect Type 
C/10 C/5 1C 

L Ld L Ld L Ld 
α-S 

p- (Inter-ring) 131 258 93 182 41 82 
S7- 5 10 4 7 2 3 
S7+ 0 0 0 0 0 0 
S9+ 0 0 0 0 0 0 

Delocalized holes  106  106  105 
Li2S 

VLi- 345 678 244 479 109 214 
Li+ 11 22 8 16 4 7 
p+ 52000 100000 37000 73000 17000 33000 
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 The estimates for the diffusion lengths provided above are based on diffusion in the presence 

of a concentration gradient. Alternatively, in the presence of an electric field, the drift length, Ld, 

of a charged species is a more relevant  measure of a charge carrier’s typical transport length. Ld 

is given in terms of the mobility, µ: 𝐿ß = ¯𝜇𝑉𝑡. Here V is the voltage drop across the S film, for 

which we adopt 0.1 V as a plausible value, and t is the time.  With these assumptions, our 

calculations reveal the drift lengths of the hopping-type carriers are roughly double their diffusion 

lengths, Table 5.2. Despite this increase, only p- have sufficient mobility to transit the targeted film 

thickness. Application of the drift length analysis to delocalized holes in α-S, Table 5.2, shows that 

the high mobility of these carriers results in extremely long drift lengths, on the order of 0.1 to 1 

m.  

The preceding discussion indicates that the mobility of delocalized holes and p- are sufficient 

to enable high S loadings (and high capacity) in Li-S cells. Nevertheless, the experimental 

conductivity of α-S has been reported to be extremely small, ~5´10-19 S/cm.221 Taken together, 

these data – sufficient mobility, but poor conductivity – point to low carrier concentrations as the 

primary obstacle to effective charge transport in α-S. (For example, the large bandgap for α-S 

suggests that the concentration of free holes at room temperature will also be very small.93) In an 

earlier study, we explored electrical conductivity limitations in Li2O2 in the related Li-O2 system. 

There, a cathode conductivity of 10-11 S/cm was suggested as a target for achieving efficient 

operation.99 Adopting that value here, and using the calculated mobility for p-, a carrier 

concentration of 1015 cm-3 is required to achieve the conductivity target. This concentration is 33 

orders of magnitude larger than the equilibrium p- concentration listed in Table 5.1. Similarly, for 

delocalized holes, the experimental conductivity and mobility data suggest that an increase in 

carrier concentration of approximately 8 orders of magnitude is required. Thus, strategies for 

improving transport in α-S should target increasing the concentrations of free holes and/or electron 

polarons.  
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5.3.4 Intrinsic Defects in Li2S 

 

Figure 5.6 Calculated formation energies for defects in Li2S. Yellow lines represent ionic defects on the S 
sublattice, blue lines correspond to ionic defects on the Li sublattice, and red lines refer to polarons. Solid lines are 
interstitials, while dashed lines 

Figure 5.6 shows defect formation energies in Li2S. The predominant defect species, i.e. those 

having the lowest formation energies, are the negatively charged Lithium vacancy (VLi-), and the 

positively charged Lithium interstitial (Li+), both having formation energies of 0.84 eV. The 

corresponding equilibrium concentrations are 3×108 and 1×108 cm-3, respectively; these values are 

2 orders of magnitude lower than the carrier concentration in undoped Si.222 The lowest-energy 

neutral defect is the Li Frenkel pair (comprised of a Li interstitial-vacancy pair), with a formation 

energy of 1.23 eV. 

Our prediction that VLi- and Li+ are the highest-concentration equilibrium charge carriers in 

Li2S agrees with the findings of Moradabadi103 et al., but differs from the conclusions drawn in 

two other studies.92,105 For example, Kim et al.92 found that the dominant carriers are VLi- and 

positively two charged S vacancies (VS2+), with formation energies of 1.31 eV. Alternatively, 
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Mukherjee et al.105 reported VLi- and hole polarons (p+) as the predominant species, with formation 

energies (1.40 eV) similar to that of Kim et al.  These differences can be explained by the omission 

of interstitial defects in these earlier studies. The present calculations reveal that Li+ interstitials 

are the lowest energy positive charge carrier in Li2S. Indeed, the removal Li+ from our defect 

diagram (Figure 5.6) would shift the Fermi energy to a position similar to that reported by these 

earlier studies (1.3 – 1.4 eV), reflecting charge balance between VLi- and p+/VS2+. (p+ and VS2+ are 

the same positive carriers reported in Refs. 92,105.) We emphasize that an accurate accounting of 

charge carrier concentrations can only be achieved if a comprehensive sampling of formation 

energies for all relevant defects – including interstitials – is performed.   

The possibility for non-equilibrium carrier concentrations induced by rapid 

growth/dissolution of Li2S during battery cycling prompts us to examine carriers beyond the ionic 

species described above, i.e., polarons.  The stability of electron and hole polarons in Li2S were 

explored by adding or removing a single electron from the computational cell, and by applying 

initial lattice distortions consistent with the presence/absence of localized charge on a S ion. For 

example, the presence of a hole polaron localized on a S ion (resulting in a charge state of S1-) will 

reduce electrostatic attraction with nearest-neighbor Li ions and thereby increase Li-S distances. 

In contrast, the presence of an electron polaron will result in formation of an S3- ion, which will 

more strongly attract adjacent Li+.  

 

  
Figure 5.7 (Left) Magnetization density isosurface for the hole polaron in Li2S. (Right) Contour plot of the 

magnetization density in a (110) plane. Red and blue areas represent magnetization densities of 0.06 e/bohr3 and 0 
e/bohr3, respectively 
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Figure 5.8 (a) and (b): Magnetization density isosurfaces for metastable hole polarons in Li2S. (c) and (d): contour 
plots of the magnetization density on a (110) plane. Red and blue areas represent magnetization densities of 0.06 
e/bohr3 and 0 e/bohr3, respectively. Energies given at the bottom represent the relative energy of these polarons with 
respect to that of the lowest energy polaron configuration discussed in the main text. Blue and yellow spheres represent 
Li and S atoms, respectively. Dotted white lines represent the symmetry-identical orientations of the lowest-energy 
hole polaron configuration. 

Regarding electron polarons, p-, our attempts to localize an additional electron on a nominally 

S2- ion were not successful. Several initial lattice distortions were attempted; nevertheless, in all 

cases the resulting relaxed structure resembled undistorted Li2S, with the extra electron delocalized 

over the entire computational cell. In contrast, hole polarons, p+, do localize on S ions. The 

formation energy for p+ is high, 1.95 eV (see Table 5.1 and Figure 5.6), with a correspondingly 

low equilibrium concentration of 4 ×10-11 cm-3. Furthermore, the localized hole is more stable than 

a delocalized hole by 0.07 eV. Figure 5.6 (left) shows the magnetization density isosurface for p+, 

indicating the presence of an unpaired electron localized on a S ion. The spatial distribution of this 

electron is consistent with that of a 3p-orbital aligned towards a pair of nearest-neighbor Li-ions, 

Figure 5.6 (right). The Li-ions closest to the localized charge exhibit an enlarged Li-S distance of 

2.78 Å, which should be compared to 2.46 Å in the absence of p+. (Two metastable p+ with distinct 

local geometries were also identified, and are shown in Figure 5.8. These configurations are less 

stable by 13 and 68 meV, respectively.) The charge state of an S anion in the presence of a hole 

polaron was calculated using a Bader charge analysis.191-192 As expected, the total number of 
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valence electrons, 7.2, is significantly smaller in the presence of p+ than for a typical S2- anion, 

wherein the number of electrons ranges from 7.9 to 8.0.  

Our observation of self-trapping of holes on sulfur ions in Li2S agrees with the calculations of 

Mukherjee et al.105 Nevertheless, Ref. 92 reported a stability trend opposite to those of Mukherjee 

and the present calculations, with p- being self-trapped and p+ being unstable with respect to 

delocalization. Of course, the formation of p- implies the existence of an S3- anion, which our 

intuition suggests would be highly unstable. Moreover, the charge density plot used in Ref. 92 to 

substantiate the formation of S3- does not show a distribution consistent with occupation of a 4s 

orbital, calling into question whether localization of an additional electron has occurred.  

  

(a) S22- formed in the presence of 2 VLi0 (b) S22- formed from the combination of 

2 p+ 

Figure 5.9 Structure of the Li2S supercell containing S22- dimers formed from the insertion of: (a) two neutral Li 
vacancies, or (b) two hole polarons. Blue and yellow spheres represent Li and S atoms, respectively. 

Finally, the formation of S22- dimers was also investigated by introducing two neutral Li 

vacancies, VLi0, or by removing two electrons (equivalent to the introduction of two p+) from the 

simulation cell. These calculations were motivated by the presence of S22- dimers in iron pyrite, 

FeS2, where the S-S distance is 2.16 Å.230 Dimer formation was induced by initially shortening the 

distance between adjacent S ions. Figure 5.9 illustrates the geometries of these relaxed S22- dimers. 

The resulting S22- dimers exhibited S-S distances of 2.10 to 2.13 Å. For both scenarios, formation 

of S22- was energetically preferred over the formation of pairs of isolated vacancies or hole 

polarons. For example, the formation energy of two VLi0 and S22- is 2.37 eV, while the sum of two 

single VLi0 is much higher, 4.86 eV. Similarly, Ef for two p+ and an S22- is 2.62 eV, which is well 

below that for two p+, 3.90 eV. These data indicate that it is energetically favorable for p+ to 

localize as pairs on covalently bonded S22- dimers. If the charging process involves an initial 
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delithiation step, then the formation of S2-2 dimers would likely be a component of that reaction 

pathway. 

5.3.5 Charge Carrier Mobility in Li2S 

The mobilities of Li+, VLi-, and p+ were evaluated in the adiabatic limit using the HSEa 

functional and the CI-NEB. Figure 5.10 shows the minimum energy pathways associated with the 

migration of these carriers.  

In the case of Li+, two migration mechanisms were examined between neighboring interstitial 

sites, a simple interstitial hop, and interstitialcy diffusion. The interstitialcy mechanism 

corresponds to a Li+ migrating towards an occupied Li site, while the ion occupying that site 

simultaneously hops to a neighboring interstitial position.231 Our calculations predict that the 

interstitialcy mechanism has a much lower energy barrier (Ea = 0.52 eV) than the interstitial 

process (Ea = 1.86 eV). Based on these activation energies, the corresponding mobilities for these 

carriers are 6×10-10 and 2×10-32 cm2/V/s, respectively. Moradabadi et al. calculated a Li+ interstital 

migration barrier of 0.47eV using the PBE-GGA functional.103 

 

Figure 5.10 Calculated minimum energy pathways for migration of negative Li vacancies (VLi-), positive lithium 
interstitials (Li+), and hole polarons (p+) in Li2S. 

For VLi- migration, there is only one symmetry-distinct Li vacancy site and only one migration 

pathway between nearest-neighbor sites was considered. The calculated barrier for VLi- migration, 

0.32 eV, is 0.2 eV smaller than that for Li interstitials. This barrier yields a mobility of 1×10-6 
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cm2/V/s, which is approximately four orders of magnitude larger than that for Li+ mobility. Our 

calculated energy barrier (evaluated using the HSE48 functional ) is in very good agreement with 

those reported by earlier studies employing the semi-local PBE-GGA functional (Ea = 0.29 eV and 

0.27 eV)102-103 and the HSE06 hybrid functional (Ea = 0.29 eV)105. 

For hole polarons, a very small activation energy of 0.08 eV was calculated for hopping 

between adjacent S ions. (The corresponding mobility is 3×10-2 cm2/V/s.) This value is well-

matched to that of a previous study that predicted a hopping barrier of 0.09eV.105 The predicted 

hopping barrier is much smaller than that observed for p+ migration in Li2O2, Na2O2, and NaO2, 

where typical barriers are several tenths of an eV.99, 152 On the other hand, the behavior of p+ in 

Li2S is similar to that of hole polarons in MgO, which were reported to have a barrier of only 0.11 

eV and mobility of 6×10-3 cm2/V/s.151 These data suggest that hole transport in Li2S can be more 

facile than in the discharge products of, e.g.,  metal-air batteries. 

cDFT calculations confirm that both electron and hole polaron transfer reactions are adiabatic 

(k=1); therefore, the results from HSE-NEB calculations can be used with confidence. Moreover, 

the barrier for hopping of p+ estimated using cDFT, 0.03 eV, differs only by 50 meV from the 

corresponding HSEa-NEB value described above. Aside from this small difference in the barriers, 

the rates, mobilities, and conductivities predicted by both approaches (either HSEa-NEB + 

harmonic transition state theory or cDFT + Marcus theory) are equal.  

While we were unable to localize the electron polaron using HSEa, localization of p- can be 

achieved with cDFT. [We emphasize, however, that cDFT does not allow for an estimate of the 

self-trapping energy of p-, and our earlier conclusion (based on HSE calculations) that electron 

polarons do not prefer to localize in Li2S remains valid.] Nevertheless, cDFT does provide an 

opportunity to assess the mobility of p-: these calculations yield a hopping barrier of 0.20 eV and 

rate constant of 4.3×108 s-1, Table 5.1. Comparing the barriers and charge transfer rates in Table 

5.1 for hole (6.0×1010 s-1) and electron (4.3×108 s-1) polarons, it is apparent that hole polarons are 

the most mobile electronic carriers in Li2S. 

5.3.6 Conductivity and Diffusion Length in Li2S 

Table 5.2 summarizes the transport properties of the three relevant defects in Li2S identified 

here – Li+, VLi-, and p+ – and for comparison revisits the dominant defect chemistry for the 

peroxides, Li2O2 and Na2O2.99, 152 The individual contributions of these carriers to the equilibrium 
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ionic and electronic conductivity of Li2S are evaluated in terms of their concentrations and 

mobilities, 𝜎 = 𝑞𝐶𝜇. VLi- exhibits the highest conductivity of the possible carriers in Li2S, 6´10-

17 S/cm. Its conductivity is 2-3 orders of magnitude larger than Li+ interstitials, and for the 

analogous cation vacancies in Li2O2 and Na2O2. This higher conductivity results from a 

combination of relatively larger concentrations and mobilities of VLi- in Li2S. Nevertheless, a 

conductivity on the order of 10-17 S/cm is an extremely low value. In practice, however, the 

presence of a higher, non-equilibrium carrier concentration may be achieved due to the rapid 

formation/dissolution of Li2S during battery operation. Measurements of the ionic conductivity of 

Li2S would be very helpful in identifying these non-equilibrium effects. 

Regarding electronic conductivity in Li2S, the negligible equilibrium concentration of p+, 

4´10-11 cm-3, results in an extremely low (effectively zero) conductivity, 2´10-30 S/cm. This 

conductivity is 10 orders of magnitude smaller than in the peroxides,99, 152 and approaches the 

value estimated for MgO, 3×10-36.151 Although p+ in Li2S have relatively high mobilities, their low 

concentration offsets the benefits conveyed by these mobilities. Strategies for increasing the carrier 

concentration could exploit the moderate mobility of p+ to improve the electronic conductivity.232  

We next consider whether the diffusivity and mobility of the dominant charge carriers in Li2S 

are sufficient to access the full capacity of a Li-S cell. To determine this, a target S loading of 6 

mg/cm2 is adopted (as discussed above), and we further assume all S is reduced during discharge 

and forms a uniform film of Li2S that covers the cathode support. Based on the density of Li2S, 

such a film will have a thickness of approximately 50 μm. During charging, charge transport 

through this film will be necessary; Table 5.2 summarizes whether the identified carriers have 

sufficient mobility to transit the film, assuming charging rates of 1C, C/5, and C/10. The data 

reveal that both VLi- and p+ have adequate mobility to cross the film for all rates considered (based 

on their respective diffusion coefficients). Similarly, the drift length (assuming a voltage drop of 

0.1 V across the Li2S film) is sufficient to accommodate a 50 μm film. (The drift length is twice 

larger than the diffusion length.) In contrast, for all rates considered, the mobility of Li+ interstitials 

is too small to contribute to charge transport across these relatively thick films.  

These data indicate that the mobility of VLi- and p+ in Li2S are sufficient to enable high active-

material loadings (and high capacity) in Li-S cells. Thus, it is the low equilibrium concentration 

of carriers that is the primary limitation to effective charge transport. In an earlier study, we 

explored electrical conductivity limitations in Li2O2 in the related Li-O2 system. There, a cathode 



 72 

conductivity of 10-11 S/cm was suggested as a target for achieving efficient operation.99 Adopting 

that value here, and using the calculated mobility for p+, we determine that a carrier concentration 

of 108 cm-3 is required to achieve the conductivity target. This concentration is 19 orders of 

magnitude larger than the equilibrium p+ concentration listed in Table 5.2. 

5.4 Discussion 

It is worthwhile to reexamine the previous experimental and theoretical studies of the 

electronic structure and polaron mobility in a-S. Firstly, a-S is a molecular solid formed by S8 

rings that interact weakly through van der Waals forces. Thus, many of the electronic properties 

of a-S can be roughly understood from the molecular S8 vapor phase. Indeed, the photoemission 

data for a-S and molecular S8 are nearly identical,218, 233-234 apart from the broadening of the lines 

in the former. As expected in a molecular solid formed by such a small S8 units, the electron-hole 

interactions are very large. Thus, the molecular excitonic peaks observed in optical absorption 

experiments in the ~3-5 eV range lie far below the photoemission gap, which is estimated to be 

close to 8-9 eV.234 

Consistent with its molecular nature, the dispersion of the bands in a-S is expected to be very 

small. Based on optical experiments, Spear and co-workers appraised the valence band bandwidth 

to be 0.80 eV, while the conduction band only spanned 0.01 eV.223, 233 Consequently, the binding 

energies that stabilize a polaron are negligible for electron polarons, and significantly larger for 

hole polarons. In fact, free hole polarons (i.e. hole polarons not bonded to any defect) have not 

been observed in a-S, while free electron polarons have been detected with a polaron binding 

energy of 0.48 eV.218, 223 As mentioned earlier, this binding energy is in good agreement with the 

value calculated in the present study, 0.42 eV.  

As described above, our calculations predict that hole polarons in S cannot be localized on a 

single bond or S8 ring. This leads us to conclude that hole conduction in sulfur is not polaronic in 

nature. This conclusion is consistent with experimental conductivity studies, which show that  the 

hole life-time in S is less than 20 nanoseconds, and that hole transfer is categorized as narrow band 

conduction rather than hopping.219 In the band conduction regime, cDFT coupled with Marcus 

theory and DFT with transition state theory are inadequate to characterize the conduction 

mechanism and conductivity. Instead, hole transfer in S should be treated with nonadiabatic 

quantum dynamics based on the time-dependent Schrödinger equation. This approach naturally 
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includes all possible conduction mechanisms without predefined assumptions. Along these lines, 

using Ehrenfest dynamics we observed that an initially localized hole polaron (on a single S8 ring) 

delocalizes within 10 fs onto p-type orbitals spread across all atoms in the simulation cell (without 

changes in S-S bond lengths). These calculations agree well with the experimental results that 

show that holes in sulfur are conducted via a band mechanism, rather than via polaron hopping. 

Several groups studied electron and hole diffusion in a-S during the 1960’s.219, 223 These 

studies concluded that at low temperatures (below 300 K) the diffusion of holes is controlled by a 

trapping mechanism, i.e. the holes are trapped at intrinsic defects in the a-S crystal and can diffuse 

with a ~0.22 eV activation barrier.219, 223 At higher temperatures the trapping diffusion is saturated 

and the hole transport changes to a lattice scattering regime (i.e. conduction through holes in the 

valence band).219, 223 In the present work, we do not consider the transport of polarons bonded to 

any defect/trap, but instead focus on the diffusion of free polarons. In that context, it is most 

appropriate to compare our results to the higher temperature experiments. In this latter scenario, 

our prediction of delocalized holes agrees very well with the band-like conduction observed in 

experiments.  

 

Figure 5.11 Calculated structures of various neutral Sx (x=6 to10) rings in α-S. The S8 ring is the expected 
molecular unit in the defect-free crystal structure. S6 and S7 correspond to ring structures formed upon the addition of 
1 or 2 vacancies, respectively. Similarly, S9 and S10 result from the addition of 1 or 2 interstitials. 
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We have performed an analysis of the alignment of the hole (electron) polaron states relative 

to the top (bottom) of the valence (conduction) band in the different Sx (x=6-10) rings in α-S. The 

analysis is based on the formation energies of the neutral, positively, and negatively charged rings. 

These formation energies are shown in Table 5.1 of the main text and repeated in Table 5.3 for 

convenience. The structures of the neutral Sx rings are shown in Figure 5.11. 

By subtracting the formation energy of the positively (negatively) charged Sx ring from the 

formation energy of the neutral ring it is possible to obtain the energy for a localized hole (electron) 

polaron for that ring configuration. Comparing those energies to the formation energies of the 

delocalized holes (electrons), which are also shown in Table 5.3, allows us to determine the energy 

position of a localized hole (electron) polaron relative to the top (bottom) of the valence 

(conduction) band. These data are shown in Table 5.3 and Figure 5.12. 

Table 5.3 Formation energies, Ef, of various charged and neutral Sx rings (x=6-10) in in a-S, and stabilization 
energies of hole and electron polarons compared to the delocalized states. All energies are in eV. 

Defect Type Ef Neutral 
Defect 

Ef Positive 
Defect 

Ef Negative 
Defect 

Energy of h+ relative to 
delocalized h+ in α-Sa 

Energy of e- relative to 
delocalized e- in α-Sa 

S6 0.18 2.22 2.84 0.08 -0.12 

S7 0.25 2.24 2.23 0.03 -0.80 

S8 - 2.44 2.36 0.48 -0.42 

S9 0.56 2.22 3.33 -0.30 -0.01 

S10 1.03 2.63 3.48 -0.36 -0.33 

Delocalized 
electrons/holes 

- 1.96b 2.78b - - 

aThe energies are calculated as previously described in the present Supplementary Material. bEvaluated for 
delocalized holes as the difference: [Ef(S8+) – h+ stabilization energy], and similarly for the delocalized electron, [Ef(S8-

) – e- stabilization energy]. 
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Figure 5.12 Schematic of the estimated energy levels of hole (red lines) and electron (blue lines) polarons in 
different Sx rings in α-S with respect to the valence (VB) and conduction (CB) bands. Hole polarons occupying the 
S6, S7, and S8 rings have energies that lie within the VB, and thus will delocalize into band-like states. 

It can be concluded that hole polarons are only stable in S9 and S10 rings, implying that these 

rings can act as hole polaron traps. In contrast, electron polarons are stable in all the studied Sx 

rings. Furthermore, electron polarons are most stable in S7 rings, which are 0.38 eV more stable 

than in S8 rings, Figure 5.12. This implies that the electrons will be transported by means of 

polaronic hopping between S8 rings, with S7 rings as traps. 

An analysis of the formation energies of positively charged Sx (x=6-10) rings relative to the 

formation energies of the neutral Sx rings (Figure 5.11) in a-S allows us to identify S9 or S10 rings 

as the low temperature traps observed experimentally219, 223. In these two rings, localizing a 

positive charge is more favorable than the delocalized solution by 0.30 and 0.36 eV, respectively. 

Although the localization energy is larger for S10 rings, most likely the experimental signal of hole 

traps comes from S9 rings, since their formation energy is much lower than that of S10 rings. 

Importantly, the calculated localization energy in S9 rings, 0.30 eV is very close to the experimental 

activation barrier, 0.22 eV. 219, 223 This finding confirms the hypothesis of Gill et al., who claimed 

that hole traps in a-S are formed from native defects.219 (Other authors assumed that the hole traps 

originate from extrinsic defects.220)  

Regarding the migration of electron polarons, two temperature regimes were again identified 

in experiments.219, 223 At low temperatures (below 275 K), and similar to hole transport, a trapping 

mechanism with a ~0.40 eV barrier dominates.  At higher temperatures, instead of passing to the 

lattice scatter regime, a free electron polaron hopping with a ~0.20 eV apparent activation barrier 
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was reported as the dominant mechanism.219, 223 Although the experimental barrier of ~0.20 eV is 

relatively close to the 0.37 eV predicted barrier in our diabatic model, the discrepancy between 

these values warrants additional discussion. First, the apparent activation energies from 

experiments are derived from Arrhenius slopes; therefore, any temperature-dependence in the pre-

exponential factor is included in the barrier. This is noteworthy since in Marcus theory the 

prefactor is (weakly) temperature-dependent. Therefore, both computed and experimental 

estimates for the effective or apparent barrier from an Arrhenius analysis will include the 

temperature dependence of the prefactor and the apparent barrier will differ slightly from the 

barrier values reported in Table 1. Additional factors contributing to this discrepancy are the high 

concentration of intrinsic defects in the samples (1014 electron traps per cm-3 in the purest vapor 

grown samples) and the reported 15% error in the experimental estimation of the barriers. 

To identify the electron polaron traps in a-S at low temperature, a similar analysis to the one 

used for hole polarons was conducted. This analysis reveals that S7 is the only Sx ring in a-S where 

localizing an electron is more favorable than in S8 rings (by 0.38 eV). This energy difference is 

close to the estimate of 0.40 eV for the activation of electrons at low temperature made by Gill et 

al. based on measurements on vapor grown samples, corresponding to an electron hop from a S7 

to a S8 ring. 219, 223 

Regarding Li2S, our hybrid functional calculations indicate that hole polarons localized on S 

ions are stable, while electron polarons are not. Using cDFT, we can nevertheless force the 

localization of both hole and electron polarons and subsequently evaluate their migration barriers. 

The values reported in Table 5.1 indicate that electron polaron transfer in Li2S is much slower than 

hole transfer, mainly due to the larger reorganization energy required for migration of electron 

polarons. Based on other recent DFT calculations, hole polaron migration is also predicted to be 

much faster in Li2S2,104  a possible intermediate product in Li-S batteries.  Taken together, these 

experimental and computational studies suggest that hole transport can be fast in a-S, Li2S, and 

Li2S2; this observation implies that the performance of Li-S batteries can be improved (via 

enhanced electronic transport) by increasing the concentration of holes in these redox end 

members.  
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5.5 Conclusion 

Understanding charge transport mechanisms in sulfur and Li2S is a prerequisite for improving 

the capacity, efficiency, and cycle life of Li-S batteries. In a-S, these mechanisms have remained 

a matter of debate for more than 4 decades. The present study clarifies these mechanisms – in both 

the adiabatic and nonadiabatic charge transfer regimes – by employing a combination of hybrid-

functional-based and constrained density functional theory calculations. The most significant 

outcomes of these calculations are summarized below.  

Charged defects in both a-S and Li2S are predicted to have high formation energies, resulting 

in negligible equilibrium carrier concentrations. In contrast, both compounds exhibit high 

mobilities for a subset of these carriers: in a-S, electron polarons and delocalized holes are the 

most mobile, whereas Li vacancies and hole polarons dominate in Li2S. Importantly, analysis of 

the drift length for these species reveals that they have sufficient mobility to transit a-S and Li2S 

films with thicknesses consistent with the JCESR sulfur loading targets. Thus, strategies to 

improve the conductivity of these materials should focus on increasing carrier concentrations 

beyond their equilibrium values.  

In a-S, our calculations demonstrate that electrons can localize into polarons. Polaronic 

transfer within a single S8 ring is predicted to be fast (1011 s-1) and adiabatic. In contrast, polaron 

hopping between two adjacent S8 rings is nonadiabatic, and much slower (104 s-1). Neglecting 

nonadiabadicity, as is commonly done in DFT and transition state theory calculations, would 

overestimate these rate constants (and consequently also the mobility and the conductivity) by two 

orders of magnitude. This gap highlights the importance of going beyond the Born-Oppenheimer 

approximation by including nonadiabatic effects in computational studies of charge transfer 

kinetics in battery materials. Computational methods that combine cDFT with Marcus theory can 

treat both adiabatic and nonadiabatic charge transfer on equal footing, and are thus well-suited for 

these types of investigations. 

Although electron polarons are stable in a-S, hole polarons are not. Instead, hole transport is 

expected to follow a band-like mechanism, as suggested by experiments. Furthermore, our 

calculations identify S9 and S7 rings as the defects that respectively trap holes and electrons in a-

S, thus resolving a long-standing question regarding the nature of charge traps in this system. 
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In Li2S, the highest-concentration carriers are ionic species, negative Li vacancies and positive 

Li interstitials. Of these, only vacancies have sufficient mobility to transit Li2S films with 

thicknesses consistent with the JCESR S loading target. Regarding electronic carriers in Li2S, hole 

polarons are predicted to form, and to be more stable and mobile than electron polarons. Their 

transport can be categorized as adiabatic, and their mobilities are more than two orders of 

magnitude larger than for vacancy migration.  
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Chapter 6 Charge Transfer Stability Between Sulfide Solid Electrolytes and Li Metal 
Anodes: Band Edge Considerations 

6.1 Introduction 

The study described in this chapter aims to understand interfacial charge transfer stability 

between sulfide SEs (SSE) and Li metal anodes. This is accomplished by predicting the absolute 

positions of the band edges of the SSEs and electrode using state-of-art first-principles 

calculations. Bandgaps and absolute band edge positions of various SEs were evaluated using 

many-body perturbations theory as implemented in VASP.154, 156, 235 Band edge positions were 

compared to the Li/Li+ electrochemical potential of Li metal anode to evaluate whether the 

reduction of SSEs is favored or not.109, 236 

Our calculations reveal that the bandgaps of examined SSEs are larger than 4 eV, but the 

positions of their CBM imply that electron injection into SSEs is thermodynamically preferred. 

The one exception to this trend is the B containing SSEs, Li3BS3. More specifically, Li10GeP2S12 

(LGPS)-family SSEs (Li10GeP2S12, Li10SnP2S12, and Li10SiP2S12) tend to be less stable than the 

LMS (M=Ge, P, Sn, B) types.  Although the position of the CBM is somewhat sensitive to the 

surface chemical termination and hkl facet of the SSE, varying these features appears to be 

insufficient to prevent reduction by Li. (In the case of Li3BS3 charge injection depends on the 

surface facet; the (001) termination is predicted to be susceptible to charge injection. while (010) 

is not.)  

The calculated charge transfer stability is compared to trends in chemical decomposition 

stability, the latter property calculated the using the pymatgen code.237-238 We find that all the 

sulfide SEs are unstable to chemical decomposition when in contact with a Li metal anode.  

Consistent with its more stable behavior with respect to reduction, Li3BS3 also shows the lowest 

reduction potential for chemical stability. Finally, we discuss charge transfer stability in the context 

of intentional interfacial coatings placed between the Li anode and the SE. In this regard 

Li/LiH2PO4/LGPS239 is examined, and it is shown that an LiH2PO4 interlayer effectively blocks 

charge injection to the SE. The superb interfacial stability in this system can be attributed to the 

presence of this barrier layer.  



 80 

6.2 Method 

Bandgaps and the absolute positions of the conduction and valence band edges of 10 model 

SSEs (LGPS, Li10SnP2S12, Li10SiP2S12, β- and γ- Li3PS4, Li4GeS4, Li4SnS4, Li3BS3, Li2B2S5, and 

Li2S) are evaluated using DFT118  and quasi particle methods154, 156, 239 as implemented in VASP. 
161-162 The semilocal PBE136 GGA or the HSE06148-149 hybrid functional were used to predict the 

structural properties and wavefunctions. The planewave cut-off energy was set to 300 eV for 

LGPS, Li10SnP2S12, Li10SiP2S12, β- and γ-Li3PS4, Li4GeS4, and Li4SnS4, to 350 eV for Li3BS3 and 

Li2B2S5, and to 450 eV Li2S. Γ-centered k-point sampling method was used in combination with 

k-point grid densities of 2×2×1 (for LGPS, Li10SnP2S12, Li10SiP2S12, Li4GeS4, and Li4SnS4), 2×2×2 

(for γ-Li3PS4, Li3BS3, and Li2B2S5), 3×3×3 (β-Li3PS4), and 4×4×4 (for Li2S). 

LGPS contains partial Li occupancies; supercell models taking the partial occupancy into 

account were constructed using pymatgen.237-238 Following this procedure 500 structures 

candidates for LGPS were generated consistent with  the prescribed stoichiometry. The internal 

degrees of freedom for these structures were relaxed to a force tolerance of 0.01 eV/Å. The most 

stable structure (having lowest total energy) was identified. An additional bulk structure with Li 

occupancies chosen to allow for a compositionally-symmetric vacuum slab was also examined. 

Once the structure of LGPS was determined, the structures of Li10MP2S12 (M=Sn, Si) were 

generarted by substituting Ge in LGPS with Sn or Si. 112 The equilibrium cell volumes of the SEs 

were determined by fitting the volume-energy data to the Murnaghan equation of state,166 while 

relaxing the atom positions to a force tolerance of 0.01 eV/Å. 

The qusi-particle GW method154, 156, 235 was used to predict accurate bandgaps. Among the 

several flavors of the  GW methods, we adopted the GW0 variant which only updates the 

eigenvalues in the Green’s function.158 Importantly, the combination PBE+GW0, which takes the 

input wavefunctions for the GW0 calculation from a prior, converged PBE calculation, is known 

to accurately reproduce experimental band offsets.240-241 In order to calculate the band edge 

positions accurately, a large number of empty band were used:159 4400 (for LGPS, Li10SnP2S12, 

Li10SiP2S12), 4200 (Li3BS3, Li2B2S5), 4000 (β-Li3PS4), 3360 (γ-Li3PS4, Li4GeS4, Li4SnS4), and 528 

(Li2S). These values were determined by running a series of PBE+G0W0 calculations and 

incrementally increasing the number of bands until the band gap and band edges were converged 

to within 0.02-0.03 meV/band. The number of frequency points was set to 50 by the same 

convergence criterion (0.02-0.03 meV/frequency point).  
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The identification of low energy surfaces of the sulfide SE is required for establishing band 

edge alignments. The surface energies considered include: LGPS ([010], [110]), Li10SnP2S12 

([010], [110]), Li10SiP2S12 ([010], [110]), β- Li3PS4 ([100], [010], [001]), γ-Li3PS4 ([100], [010]), 

Li4GeS4 ([100], [010]), Li4SnS4 ([100], [010]), Li2B2S5 ([100], [001], [110]), Li3BS3 ([001], 

[010],[100]) and Li2S ([111]). The low energy surface of Li2S was adopted from our previous 

work.93 The surface energies were calculated as a function of the Li chemical potential. The 

chemical potential of Li (μLi) in a SSE in contact with Li metal is assumed to be set by the energy 

per atom in bulk BCC Li (μLi(BCC Li)) (i.e., equilibrium with Li metal is assumed), while μLi at 

the cathode is given by μLi(Li) = μLi(BCC Li) – eE, where E is the cell voltage.242 The surface 

energies of SSE (γ®®x) are given by  

γ®®x(µ�') = 𝐸à&%Ó − 𝑛�'µ�' −]𝑛'µ'
'

 (6.1) 

where, 𝐸à&%Ó  is the total energy surface slab; 𝑛'  is the number of atoms of type 𝑖  in the slab 

(excluding Li); and µ'  is their corresponding chemical potential. The chemical potentials of 

elements that comprise SSEs are evaluated with an assumption that each SSE are equilibrium with 

their decomposed phases. Due to their structural similarity, the surfaces of Li10SnP2S12 and 

Li10SiP2S12 adopted the same structures as for the low energy surfaces of LGPS.   

 
Figure 6.1 Schematic of the band edge alignment procedure. The ordinate represents the energy level of electron 

(ϕ) and the horizontal dotted grey line at the top is the electrostatic energy level in vacuum. Black and red corrugations 
represent planar-averaged electrostatic potentials of the surface slab and of the bulk, respectively. By matching the 
red and black corrugations, we can estimate the alignment energy (∆𝜙%&'(.**+ ) which allows to calculate the electron 
energy with respect to the vacuum level. The sold blue lines represent the band edges of SSEs and we can obtain their 
positions with respect to the vacuum level by adding the alignment energy to the bulk band edge positions.  
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The position of the band edges with respect to the vacuum level can be determined using a 

surface slab supercell containing a vacuum region. Figure 6.1 illustrates the band edge alignment 

procedure using a surface slab and a separate bulk calculation. Here, the planar-averaged 

electrostatic potential, 𝜙à&%Ó**+ , of SSE slab was calculated. The electrostatic potential within the 

central region of the slab (assuming the slab is of sufficient thickness) will be identical to that in 

the bulk region of the same SSE, 𝜙Ó2&ö
**+Ä*34. Because orbitals of the GW0 calculations were fixed 

to the ground state GGA calculation, the electrostatic calculation of bulk from GW0 method is 

compatible with that of the slab model obtained by GGA. So, one can obtain the energy difference 

between the vacuum level and the VBM via electrostatic potential alignment between the bulk 

region inside of the slab surface and the bulk. The electrostatic potential alignment energy, ∆𝜙%&'(.**+ , 

is added to the bulk CBM and VBM level calculated by GGA+GW0 in order to find the absolute 

positions of the band edges with respect to the vacuum level. Here, the CBM 

(𝐶𝐵𝑀Ó2&ö
**3Ä*34|789	:+;) and VBM (𝑉𝐵𝑀Ó2&ö

**3Ä*34|789	:+;) levels with respect to the vacuum level 

are given by the following equations: 

∆𝜙%&'(.**+ = 𝜙à&%Ó**+|Ó2&ö	8\('<Â − 𝜙Ó2&ö
**+Ä*34 (6.2) 

𝑉𝐵𝑀Ó2&ö
**3Ä*34|789	:+; = 𝑉𝐵𝑀Ó2&ö

**3Ä*34 +	∆𝜙%&'(.**+  (6.3) 

𝐶𝐵𝑀Ó2&ö
**3Ä*34|789	:+; = 𝐶𝐵𝑀Ó2&ö

**3Ä*34 +	∆𝜙%&'(.**+  . (6.4) 

6.3 Results 

6.3.1 Structure 

Figure 6.2 shows the energy per atom of the 500 candidate structures for LGPS (blue dots). 

The lowest energy structure agrees with that of a recent DFT study;243 in this structrure LiS6 

polyhedral edges are shared by different ions (Ge and P). Also, the 14 Li atoms present in the cell 

are located in four channels with three or four ions in each channel.  Figure 6.3a illustrates the Li 

atom distribution in the conducting channel (taken as the z-direction) of LGPS. 

Unfortunately, the presence of partial occupancies of Li in the LGPS structure results in a 

non-symmetric distribution of Li that complicates the construction of vacuum slabs that have 

identical compositions on both surfaces.  Identical compositions are needed to unambiguously 

identify the band edge positions relative to the vacuum level.  Surfaces having different 

compositions will result in the formation of an undesirable dipole within the simulation cell. A 
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structure that enables symmetric surface slabs was constructed by arranging the Li atoms within 

the conducting channels symmetrically with respect to (010) and (110) planes (Figure 6.3.b) The 

total energy of this structure is higher than the lowest one identified (out of the 500 structure 

candidates) only by 2meV/atom. This structures energy is identified by the red line in Figure 6.2. 

Given its low energy and favorable symmetry properties, this structure was used in subsequent 

surface calculations involving SE from the LGPS-family.  

 
Figure 6.2 Energies of 500 candidate structures of Li10GeP2S12 (blue dots), and the energy of a symmetrized 

structure that enables construction of (010) and (110) supercell slabs, each having identical surface compositions on 
both exposed surfaces.  

 
Figure 6.3 Distributions of Li atoms in the conducting channel of the lowest-energy disordered (a) and model 

ordered (b) LGPS structures. 

6.3.1 Bandgaps 

Table 6.1 summarizes bandgaps, and measured ionic conductivities of tested SSEs. The 

bandgaps were determined with the PBE+GW0 approach. In comparison, the band gaps calculated 

with different GW methods (G0W0 or GW) and wavefunction inputs are presented in Error! R

eference source not found.. As expected, larger band gaps were obtained when the input 

wavefunctions were generated from a HSE06 calculation; similarly, the magnitude of the bandgaps 
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also increased as the GW method is varied from G0W0 to GW0 or GW. From these various possible 

calculation metnods, we adopted the PBE+GW0 approach because it is known to accurately predict 

the absolute positions of band edges of semi-conductor materials.28   

Table 6.1 Band gaps of several SSEs using the PBE wavefunction based GW0 method. As a reference, 
conductivities of the SSEs are also reported.  

 
Energy Gap (eV) Conductivity (S/cm)a 

LGPS 4.09 1.2×10-1  

Li10SnP2S12 4.02 4.0×10-2  

Li10SiP2S12 4.28 6.4×10-4  

γ-Li3PS4 4.82 3.0×10-7  

β-Li3PS4 5.04 1.0×10-4  

Li4GeS4 4.50 7.5×10-4  

Li4SnS4 4.03 7.0×10-5  

Li3BS3 5.03 ~10-3 (glass) 

Li2B2S5 4.24 2.4×10-1 (computed) 

Li2S 5.52 
 

a Experimentally measured ionic conductivities of LGPS[ref. 244], Li10SnP2S12[ref. 245], Li10SiP2S12[ref. 246], 
β- [ref. 247] and γ- Li3PS4[ref. 248], Li4GeS4[ref.249], Li4SnS4[ref.250], Li3BS3[ref.251], and Li2B2S5[ref.252] 

The data in Tables 6.1 and 6.2 show that all of the examined SSEs exhibit large bandgaps 

greater than 4 eV when evaluated using the PBE+ GW0 method. This indicates that SSEs are 

excellent electronic insulators with respect to thermal excitation of carriers in their intrinsic 

compositions.  

Compounds containing BS3 or PS4 complex anions, such as Li3BS3 and β-Li3PS4, exhibit the 

largest bandgaps, typically greater than 5 eV. The polymorphs of Li3PS4 (β- and γ-), have similar 

large band gaps. Li2B2S5, which has a similar chemical composition as Li3BS3 exhibits a much 

smaller band gap by 0.6 eV. This is because Li3PS4 polymorphs have the same tetrahedral PS4 

complex anion, so the band gap properties are similar. However, the anion unit in Li3BS3, BS33-, 

is different from that in Li2B2S5, B2S52-, and it exhibits a significant difference in its bandgap.  

Another noteworthy observation is that the Sn-containing compounds, Li10SnP2S12 and 

Li4SnS4, exhibit a very similar band gap (4.02 eV and 4.03 eV), which is the smallest among the 
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examined SSEs. The addition of P to Li4SnS4 does not change the band gap value, while the 

addition of P to Li4GeS4 decreases the band gap by nearly half an eV (4.50eV(Li4GeS4) → 

4.09eV(LGPS)).  

Table 6.2 Calculated bandgaps of SSEs using various choices for input wavefunctions (GGA vs. HSE06) and 
many body methods (G0W0, GW0, and GW). 

Name Wavefunction calculating method 
Bandgaps (eV) 

G0W0 GW0 GW 

Li10GeP2S12 GGA 3.77 4.09 4.52 
HSE 4.37 4.49 4.75 

Li10SnP2S12 
GGA 3.71 4.04 4.44 
HSE 4.19 4.37 4.55 

Li10SiP2S12 GGA 3.96 4.28 - 
HSE - - - 

γ-Li3PS4 
GGA 4.48 4.82 5.28 
HSE 4.96 5.14 5.37 

β-Li3PS4 
GGA 4.71 5.04 - 
HSE - - - 

Li4GeS4 
GGA 4.19 4.50 - 
HSE - - - 

Li4SnS4 GGA 3.75 4.03 - 
HSE - - - 

Li2B2S5 GGA 3.92 4.24 - 
HSE - - - 

Li3BS3 GGA 5.03 5.38 - 
HSE - - - 

Li2S GGA 5.18 5.52 6.03 
HSE 5.79 5.99 6.29 
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6.3.2 Absolute Band Edge Positions 

 
Figure 6.4 Calculated absolute band edge positions with respect to the vacuum level of several SSEs. The red 

and blue bars represent the conduction and valence bands, respectively. Black solid lines represent the range of CBM 
obtained by varying surface facets and compositions. The horizontal dashed line is the Li/Li+ level. 

Figure 6.4 illustrates the absolute band edge positions of SSEs with respect to Li/Li+. Red and 

blue boxes represent the conduction band and the valence band, respectively, calculated using the 

lowest energy surface for each compound. Although not a fast Li-ion conductor, the band edges 

of Li2S are plotted for reference. The fact that the CBM lies at a higher energy than does the Li/Li+ 

level suggests that Li2S will not be reduced by a Li metal anode, in agreement with experimental 

observations.253  

The LGPS family SSEs, LGPS and Li10SnP2S12, have CBMs that are much lower (by ~2.5eV) 

than the Li/Li+ level, indicating a strong energetic driving force for reduction of these SEs by Li., 

in agreement with experiments.253 Furthermore, the CBM of LGPS and Li10SnP2S12 are observed 

to be very similar regardless of surface normal ((110), (010), implying that substituting Sn for Ge 

does not change the electronic structure significantly.  Si substitution for Ge in LGPS influences 

the electronic structure more than does Sn substitution: Si substitution increases the CBM position 

by ~1eV in both (010) and (110) facets. The CBM levels of Li10SiP2S12 are comparable to those 

of the LPS polymorphs, however, the relative CBM positions with respect to the Li/Li+ level still 

facilitate charge injection to the SSEs.  

The CBM level of LPS polymorphs are closer to Li/Li+ level than LGPS family SSEs, but they 

are still lower by ~1.5eV than Li/Li+ level. Varying the surface cleavage alters the CBM level, but 
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it does not affect stability trend. The CBM levels of Li4GeS4 and Li4SnS4 are comparable to that 

of the LPS polymorphs, even their band gaps are lower than LPS. This because CBMs of 

Li4GeS4( ∆𝜙𝑎𝑙𝑖𝑔.
𝐺𝐺𝐴 = -6.7eV) and Li4SnS4( ∆𝜙𝑎𝑙𝑖𝑔.

𝐺𝐺𝐴 = -6.9eV) are more shifted than that of 

LPS(∆𝜙𝑎𝑙𝑖𝑔.
𝐺𝐺𝐴 =-7.5eV) during the band edge alignment process, which compensate the lower 

bandgap.  

The Li-B-S containing solid electrolytes (LBS) show a different band alignment trend from 

the previously-discussed compounds.  Li2B2S5 has a CBM level that allows for charge injection 

into the SE regardless of surface facets and compositions. On the other hand, the CBM level of 

Li3BS3 is very close to the Li/Li+ level for the (100) facet, which is the lowest energy surface. It is 

still lower that the Li/Li+ level, but only by 0.1eV. At the (010) facet, the trend is reversed, so the 

CBM level of Li3BS3 is higher than the Li/Li+ by 0.52eV. The surface energy difference between 

(010) and (100) is only by 0.07 J/m2 (~15%), so (010) the facet still comprises some area in the 

equilibrium crystallite shape. Even though both Li2B2S5 and Li3BS3 contain B, their different anion 

configurations (B2S52- vs. BS33-) significantly alter their band edge positions; hence atomic 

structure and not chemical composition alone can affect stability. Also, a recent study claimed that 

Li2B2S5 has exceptionally high ionic conductivity of ~10-1 S/cm based on ab initio molecular 

dynamics;252 nudged elastic band calculations of the activation energy for Li migration in Li3BS3 

found values less than 0.25eV.254 

The band edge analysis suggests that Li3BS3 is the most stable SE with respect to charge 

injection amongst all of the SEs studied here. All of the other SSEs are expected to be reduced by 

a Li metal anode.  

6.3.3 Chemically Stable Potential Range 

Figure 6.5 shows the chemical stability windows of SSEs as a function of cell voltage. The 

SSEs do not chemically decompose at the voltage range between the top and bottom of the yellow 

box. Stable windows of some of the SSEs (Li10SnP2S12, LGPS, Li10SiP2S12, Li3PS4 polymorphs, 

Li4GeS4, and Li2S) examined here have been reported elsewhere255 and they are very similar to 

our results. However, stable windows of the B containing SEs and Li4SnS4 have not been reported 

to our knowledge. In particular, Li4SnS4 does not exist in materials project data base, so the DFT 

energy of Li4SnS4 was calculated with the same pseudopotential, plane wave energy cut-off, and 
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k-point scheme as used in the in materials projects and incorporated via pymatgen to determine 

the potential window.  

 
Figure 6.5 The chemical stability windows of SSEs as a function of cell voltage.  

The chemical decomposition of SSEs is favored at 0V vs. Li/Li+ for all cases except Li2S. 

This behavior is similar to what was predicted for charge transfer stability in Fig. 6.4. Other than 

Li2S, Li3BS3 has the next-lowest voltage at which chemical stability is maintained. Conversely, 

the upper limit of its stability (2.04V) is the smallest amongst the materials examined. At this 

potentials Li3BS3 transforms into Li2B2S5, a compounds which has also been reported to be a fast 

Li ion conductor.252 This phase transformation may partially compensate for the lower stability  

Li3BS3 to some extent.  

 

6.4 Discussion 

The preceding band edge analysis was also applied to test coating materials that can 

potentially stabilize the interface between Li metal and sulfide SEs. We examine the coating 

material, Li2H2PO4 (LHPO), exhibits a stable interface between Li and LGPS, as shown 

experimentally.239  
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Figure 6.6 The positions of the Li/Li+ (μA) and; the CBM levels of LHPO, and LGPS.  

Figure 6.6 illustrates the absolute positions of the Li/Li+, and the CBMs of LHPO and LGPS. 

The CBM level of LHPO was calculated using the same computational approach are used for the 

SEs calculations. The experiments do not observe decomposition of LHPO when it directly 

contacts Li metal.239 However, the Li grand potential phase diagram approach used in the materials 

project predicts that LHPO should decompose itto Li2O, Li3P, and LiH.  

Our band edge calculation is in accordance with the experimental observation that 

Li/LHPO/LGPS forms a stable interface.239  Our calculations predict that the Li/Li+ level is lower 

than the CBM of LHPO by 0.84 eV. Thus, reduction of LHPO by Li is energetically unfavorable. 

Furthermore, the CBM of LHPO is higher than that of LGPS by 0.84 eV, so the reduction of LGPS 

by LHPO is also unlikely.  

Based on this analysis, it is desirable to consider both chemical stability and band alignment 

effects when seeking to achieve stable interfaces. An artificial SEI layer whose role is to block 

electron transfer from Li metal should have a CBM level that is higher than the Li/Li+ level. 

6.5 Conclusion 

The stability between a Li metal anode and various sulfide SEs was evaluated by calculating 

and comparing their band edge positions. The absolute positions of band edges were predicted by 

combining quasi-particle GW methods and DFT calculations. The calculations reveal that the band 

gaps of SSEs are large (> 4eV), but their relative CBM positions are lower than the Li/Li+ level, 

which implies that a driving force for the reduction of SEs by Li metal exists. Although, the CBM 

positions are sensitive to the selection of surface facets and compositions, most SSEs have CBM 

levels lower than the Li/Li+ level, with the possible exception of Li3BS3. Li3BS3 a CBM that is 
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higher than the Li/Li+ level by 0.52 eV for the (010) facet; this implies that charge injection from 

Li metal to this SE should be energetically unfavorable.  

We also explored the chemical stability of the tested SSEs. Here we find that Li3BS3 has the 

lowest decomposition potential of the examined sulfide SEs. Finally, we demonstrate how band 

edge analysis can be used to clarify the role of artificial SEI layers that have been reported to 

stabilize the interface between Li and sulfide SEs. The case of an LHPO interlayer (between Li 

and LGPS) was considered. According the Li grand potential phase diagram, LHPO should 

decompose when contact with Li metal. However, experimentally, no such decomposition was 

observed, and the Li/LHPO/LGPS system appears to form a stable interface. We argue that the 

stability of the interface could be attributed to favorable band edge alignment: the CBM of LHPO 

is predicted to be 0.84 eV higher in energy than that of Li/Li+, suggesting limited driving force for 

electron transfer from Li to the interlayer. Thus, LHPO is expected to block charge injection to 

SEs. This design rule – identifying for compounds with high absolute CMB levels – can be used 

for the selection of artificial SEIs that can prevent charge injection into SEs.  
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Chapter 7  Conclusions and Next Steps 
 

The increasing demand for EVs has created a need for electrical energy storage systems with 

high capacity and low cost. The Li-S chemistry is one promising candidate. However, the 

commercialization of this battery chemistry is impeded by several challenges, namely, lack of 

understanding of the basic properties of its redox-end members (S and Li2S), the absence of 

effective strategies for regulating polysulfide dissolution, the insulating nature of S8 and Li2S, and 

the implementation of a Li metal anode. This dissertation has examined these challenges using 

atomistic modeling. The goal is to gain knowledge that can be useful for the development of design 

strategies that could accelerate the commercialization of Li-S batteries.  

The calculations presented in Chapter 3 on the thermodynamic, electronic, and surface 

properties of redox-end members improve our understanding of the phases present during the 

operation of Li-S batteries. Free energy calculations on allotropes of S confirm that α-S is the 

stable phase at low temperature. However, since the energy difference between α- and β-, the latter 

being a higher temperature phase, is very small (< 1meV/atom), which phase is present does not 

significantly impact the redox potential. Similarly, the electronic structure was found to be 

insensitive to the phase of S that is present in the cathode. These observations imply that the 

enhanced performance observed from β-S-based cells in experiments19 is unlikely to have a 

thermodynamic origin; rather, kinetic differences between these phases might be responsible.  

Calculations on Li2S2 reveal that this phase is metastable and prefers to decompose into a 

mixture of Li2S and S8. A recent experiment observed Li2S2 during Li-S battery cycling by x-ray 

diffraction: the persulfide phase was reported to be present in the first and second cycles, but 

disappeared in subsequent cycles.256  Regarding surface properties, the equilibrium crystalites of 

Li2S are comprised entirely of stoichiometric (111) facets, while α-S crystallites are a mixture of 

(001), (010), (100), (011), (110), and (111) facets. This surface data provides a reference to 

experiments and the simulations regarding surface phenomena.  

It is well known that Li-S cells undergo capacity fade during cycling due to the dissolution of 

polysulfide species. In Chapter 4 we have described an ‘additive approach’ to preventing the 



 92 

dissolution of PS by combining encapsulation and adsorption of PS in MOFs.257 In this approach 

the MOF would serve as a cathode support material. The MOF’s affinity for PS can be tuned and 

maximized via metal substitution on the coordinatively unsaturated sites (CUS) in a MOF. We 

screened 16 metal-substituted variants of the open-metal-site MOF M2(dobdc) for their ability to 

anchor model PS species (S8, Li2S4, and Li2S) present during Li-S cycling.  Our study identified 

metal-substituted M2(dobdc) compositions that exhibit large exothermic energies for PS 

adsorption. The trend in adsorption energies were correlated with the charge transfer between the 

MOF and the PS. Considering cost and ease of synthesis, Ni2(dobdc) was proposed as the most 

promising cathode support.  

The insulating nature of the charge and discharge products of Li-S batteries requires sufficient 

charge transport within the cathode; otherwise these cells will exhibit limited capacity or undergo 

sudden death. Most MOFs are electrical insulators, which implies that conducting additives will 

be needed in a MOF-supported Li-S cathode. However, some MOFs have been reported to exhibit 

a moderate conductivity.195 For example, a recent DFT study confirmed that Cu-BHT is 

electrically conducting and also shows high affinity for PS species.258 So, the application of 

electrically conducting porous MOFs as a cathode support can concurrently address slow transport 

and PS dissolution issues. Opportunities exist for further computational studies aimed at improving 

the electrical conductivity of MOFs. Furthermore, a large number ~105 of real and hypothetical 

MOFs79 have been reported/proposed. Through high throughput computing, it may be possible to 

pinpoint the optimal MOFs having pore sizes that that allow the passage of/access to the electrolyte, 

yet blocks PS diffusion.  

In Chapter 5 we explored the charge transport mechanisms in S8 and Li2S. Achieving 

sufficient charge transfer rates in the cathode of a Li-S cell is a critical factor for enhancing 

performance. Both adiabatic and non-adiabatic transport mechanisms were considered . In both S8 

and Li2S, the predicted equilibrium defect concentrations were extremely small, so the 

corresponding conductivities are expected to be negligible, especially in S8. Delocalized (S8) and 

localized (Li2S) holes are predicted to be the main electronic charge carriers. The mobilities of 

these species were predicted to be high enough to satisfy sulfur loading targets of  6 mg/cm2. What 

is needed is a strategy to increase the concentrations of these carriers. Concentrations can in 

principle be increased by introducing dopants. Computational screening of dopants for their degree 

of increase in hole concentration will be helpful. However, the redox participation of dopants could 

detrimentally affect the electrochemical performance, so the redox stability of dopant should be 
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addressed. Recent experiments in which the sulfur cathode was doped with Te yielded high energy 

density and Coulombic efficiency.259 The superior performance was argued to arise from the Te 

inclusions’ increasing the mobility of the Li defects and the lithiation/delithiation kinetics which 

contribute to higher conductivities.  

Nonadiabatic charge transport dominates for larger hopping distances (e.g. between S8 rings, 

where the distance is ~3.4 Å). Long distance polaron hopping is also observed in battery discharge 

products such as lithium/sodium peroxide/superoxide in metal-air batteries or lithium persulfide 

in Li-S batteries However,  current literature reports generally examine polaron hopping only in 

the adiabatic regime.99, 150, 152 So, revisiting the charge transport properties of those materials in 

the nonadiabatic regime may result in more accurate predictions of conductivities associated with 

these hopping mechanisms.  

Finally, the charge transfer stability between sulfide SEs and the Li metal anode was examined 

in Chapter 6. Reduction or oxidation of SEs by the electrodes is undesirable because these 

processes can inject electrons or holes into the SE. These carriers can subsequently allow for the 

self-discharge or short-circuiting of the cell. The likelihood for charge injection was determined 

by comparing the position of the conduction band minimum in SEs to the Li/Li+ level of a Li 

anode. We predicted the CBM position for several model sulfide SEs; all compounds examined 

were found to be susceptible to electron injection by Li metal. Among the tested SEs, Li3BS3 has 

a CBM that is closest to the Li/Li+ level, implying that it is the ‘least unstable’ of the systems 

examined. The band edge positions are found to be sensitive to the choice of surface facet and 

surface composition. For most SSEs, altering these features was insufficient to prevent charge 

injection, the one exception being Li3BS3. The CBM level of Li3BS3 determined for the (100) facet 

is predicted to be higher than the Li/Li+ level, so steering the surface structure of Li3BS3 towards 

exhibiting (100) facets could possibly stabilize this interface.  

A chemical interfacial stability analysis was found to closely follow the trend obtained for 

charge transfer stability.  Li3BS3 exhibits the lowest decomposition potential, but still decomposes 

when directly contact with Li metal. These results suggest that B containing sulfides are promising 

sulfide SEs in terms of their stability. Also, recent computational studies provide evidence for high 

ionic conductivities in  B containing SEs such as Li3BS3,254 Li2B3S5,252 and Li5B7S13.252 Moreover, 

amorphous Li2S-B2S3, exhibits an ionic conductivity of 1 mS/cm experimentally.251 Although 

there are several indications of high ionic conductivities in B containing sulfides, less attention has 
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been paid to these materials as solid electrolytes. Therefore, more effort examining B-based 

sulfides is called for.  
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