
manuscript submitted to JGR: Space Physics

Embedded Kinetic Simulation of Ganymede’s1

Magnetosphere: Improvements and Inferences2
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Abstract15

The largest moon in the solar system, Ganymede, is also the only moon known to pos-16

sess a strong intrinsic magnetic field and a corresponding magnetosphere. Using the new17

version of Hall MHD-EPIC model with a self-consistently coupled resistive body repre-18

senting the electrical properties of the moon’s interior, improved inner boundary con-19

ditions, and the flexibility of coupling different grid geometries, we achieve better match20

of magnetic field with measurements for all six Galileo flybys. The G2 flyby comparisons21

of plasma bulk flow velocities with the PLS data support the oxygen ion assumption in-22

side Ganymede’s magnetosphere. Crescent shape, nongyrotropic and non-isotropic ion23

distributions are identified from the coupled model. Furthermore, we have derived the24

energy fluxes associated with the upstream magnetopause reconnection of ∼ 10−7W/cm2
25

based on our model results and found a maximum of 40% contribution to the total peak26

auroral emissions.27

1 Introduction28

Ganymede, the largest satellite in our solar system, is of great interest to magne-29

tosphere research because it is the only known satellite to be strongly magnetized (M. Kivel-30

son et al., 1996). The dynamics happening in its mini-magnetosphere from sub-Alfvénic31

interaction between Jovian plasma and the moon’s intrinsic field offers a unique exam-32

ple of comparative studies to other plasma interaction systems. The typical flow speed33

of the ambient plasma relative to Ganymede is less than the magnetosonic speed, so there34

is no bow shock forming upstream of the moon; instead, the interaction of the magne-35

tosphere with the sub-Alfvénic flow forms an Alfvén wing structure.36

In the past decades, tremendous effort and progress have been made in the study37

of the plasma interaction and dynamic processes happening in Ganymede’s magnetosphere.38

The global structure of Ganymede’s magnetosphere as a consequence of sub-Alfvénic plasma39

interaction is described in depth by M. G. Kivelson et al. (2004). Starting from ideal MHD40

models and simulations, solid basics in understanding the Alfvén wing structure and fun-41

damental plasma convections have been established. Dorelli et al. (2015) stressed the im-42

portance of the Hall effect in a global magnetosphere model. The decoupling of ion and43

electron motion not only introduces Hall magnetic field near the reconnection site, but44

also distorts the magnetosphere’s global convection pattern dramatically compared to45

ideal/resistive MHD. Even though previous simulation studies of Ganymede’s magne-46

tosphere environment with single-fluid ideal MHD (Jia et al., 2008, 2009, 2010; Duling47

et al., 2014), multi-fluid ideal MHD (Paty & Winglee, 2004, 2006; Paty et al., 2008), Hall48

MHD (Dorelli et al., 2015), and hybrid model (Fatemi et al., 2016) have achieved good49

agreement with observations, these models did not provide a fully kinetic description of50

Ganymede’s magnetosphere that is expected to play an important role in magnetic re-51

connection.52

Multi-scale physics is one of the primary concerns in global plasma simulations. Stud-53

ies of magnetopause reconnection have gone through MHD scales to kinetic ion and elec-54

tron scales (Eastwood et al., 2016; Burch et al., 2016), providing a more detailed micro-55

scopic view of the energy transfer processes within the magnetosphere. Due to the fact56

that ion inertial length di ∼ 425km ∼ 0.16RG and ion gyroradius ri ∼ 200km are57

quite large near Ganymede’s magnetopause (Neubauer, 1998), the ion (and possibly elec-58

tron) kinetic effects at Ganymede’s magnetosphere are expected to be important. The59

small size of Ganymede’s magnetosphere provides a great opportunity to employ the mag-60

netohydrodynamic with embedded particle-in-cell (MHD-EPIC) model (Daldorff et al.,61

2014) to capture kinetic effects in a global model. The current computational capabil-62

ity allows us to fully resolve the ion scale near Ganymede and study reconnection in a63

more kinetic way. Tóth et al. (2016) described the first global MHD-EPIC model for Ganymede’s64

magnetosphere in detail. This coupling model has also been successfully applied to part65
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of other plantery magnetospheres like the magnetotail of Mars (Ma et al., 2018) and Earth’s66

dayside magnetopause (Chen et al., 2017).67

Inspired by previous ideal MHD simulations on a stretched spherical grid with a68

coupled resistive interior of the moon (Jia et al., 2009), here we combine the MHD-EPIC69

approach with the resistive body model by using a stretched spherical MHD grid and70

a Cartesian PIC grid. With the improved fluid-kinetic coupling model, we are able to71

gain insights into the global effects of kinetic physics in time-dependent simulations and72

study the influence of upstream conditions on the global structure as well as dynamics73

of Ganymede. Compared with our previous work, our new simulation model presented74

in this paper includes the following major improvements: 1. the total energy inside the75

PIC box region is conserved; 2. assumption of fixed ratio between electron and ion pres-76

sures (except at boundaries) in the MHD model Tóth et al. (2016) is being removed, and;77

3. the inner boundary description has been improved using a resistive body approach,78

similar to that used by Jia et al. (2009) in simulating Ganymede’s magnetosphere. We79

extended our simulation to all the available Galileo flybys and ran the two upstream fly-80

bys G8 and G28 simulations for 20 minutes of physical time to cover the whole magne-81

tosphere crossing.82

All the input parameters used in our simulations are inferred from the observations83

by the Galileo spacecraft that recorded six close encounters of Ganymede during its eight84

years in the Jovian system. The G1, G2, G7 and G29 flybys went across the Alfvén wing85

near the north pole in the slightly downstream region, while G8 and G28 flybys went through86

the open-closed field line boundary at low latitudes on the upstream side. The latter two87

in-situ measurements are of particular interest for studying the upstream magnetosphere,88

which is the focus of this paper. During the G8 flyby, the close encounter that occurred89

near the central plasma sheet of Jupiter, Galileo detected what appeared to be large-amplitude90

waves in the magnetic field at the magnetopause crossings (see Figure 6d). The fluctu-91

ations were present both at the entry and exit of the magnetosphere. These signatures92

have been suggested by Jia et al. (2010) to be closely related to magnetic reconnection93

and flux transfer events (FTEs) (Southwood et al., 1988; Russell & Elphic, 1978) at the94

magnetopause which we can diagnose from simulated 3D outputs. Tóth et al. (2016) have95

confirmed that these are FTEs indeed. We show that with the improved MHD-EPIC model96

we are able to capture not only part of the transient signatures observed by Galileo, but97

also the global picture of the plasma interaction system. Detailed ion phase space dis-98

tributions are presented near the upstream reconnection region, and energetic flux den-99

sities from the upstream magnetopause are obtained and mapped to the surface, show-100

ing the influence of reconnection on the ion/electron precipitation. The resulting auro-101

ral emission is estimated and compared with observations.102

This paper is organized as follows: the models are described in section 2, the re-103

sults are presented in section 3 followed with discussions in section 4, and an overall sum-104

mary in section 5.105

2 Methods106

The simulations presented in this paper are performed with the space weather mod-107

eling framework (SWMF) (Tóth et al., 2012). The global structure is simulated by a Hall-108

MHD model, with an embedded PIC region at the upstream magnetopause. The MHD109

and PIC models exchange information for plasma and electro-magnetic field through the110

framework. As an extension to the previous MHD-EPIC modeling work on Ganymede111

(Tóth et al., 2016), we now solve the Hall MHD equations with a separate electron pres-112

sure equation in BAT-S-RUS (Powell et al., 1999; Tóth et al., 2008). The magnetic in-113

duction equation is solved throughout the mantle of the moon to allow for the magnetic114

field to diffuse through the planetary body. Electrons and ions inside the upstream re-115

connection region covered by the PIC box are simulated with a semi-implicit energy-conserving116
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scheme (Lapenta, 2017) that was further improved by Chen and Toth (2018) and im-117

plemented into iPIC3D (Markidis et al., 2010).118

2.1 Hall MHD Model: BAT-S-RUS119

The Hall MHD code is described in Tóth et al. (2008), and here we briefly sum-120

marize and present the run parameters. For all the simulations of Ganymede’s magne-121

tosphere, we choose an explicit-implicit timestepping scheme and a numerical flux of Sokolov122

scheme Sokolov et al. (1999) with third-order monotonized central (Koren) limiter in BAT-123

S-RUS. The Hall effect is restricted to |x| < 5RG, |y| < 4RG and |z| < 4RG box re-124

gion excluding a sphere of radius 1.05RG centered at the moon to speed up the simu-125

lation. (x, y, z) is defined in the GphiO system, where x̂ is along the flow direction, ŷ is126

along the Ganymede-Jupiter vector with positive direction pointing towards Jupiter, and127

ẑ is along the spin axis.128

The Hall MHD equations (with electron pressure gradient term and separate elec-129

tron pressure equation) to be solved are130

∂ρ

∂t
= −∇ · (ρu) , (1)131

∂(ρu)

∂t
= −∇ ·

(
ρuu + (p+ pe)

¯̄I +
B2

2µ0

¯̄I − BB

µ0

)
, (2)132

∂e

∂t
= −∇ ·

[
(ε+ p) u + (εe + pe)ue + ue ·

(
B2

µ0

¯̄I − BB

µ0

)
−B× ηj

]
,(3)133

∂B

∂t
= −∇×

[
ue ×B + ηj +

∇pe
ne

]
, (4)134

∂pe
∂t

+∇ · (peue) = −(γ − 1)pe∇ · ue. (5)135

where ¯̄I is the identity matrix, ρ is the mass density, u is the plasma bulk velocity, B136

is the magnetic field, pe is the electron pressure, p is the ion thermal pressure, and j =137

∇×B/µ0 is the current density. The Hall velocity is defined as138

vH = − j

ne
, (6)139

and the electron bulk velocity is given by140

ue = u + vH . (7)141

The total energy density is142

e = ε+ εe +
B2

2µ0
=

1

2
ρu2 +

1

γ − 1
(p+ pe) +

B2

2µ0
, (8)143

where ε is the hydrodynamic energy density and γ is the adiabatic index. Note that in144

our Hall MHD model only (ρ,u,B, p, pe) are unknowns; all others are derived quanti-145

ties.146

We use a stretched spherical grid in GphiO coordinate system with adaptive mesh147

refinement (AMR) up to 2 levels near Ganymede’s magnetosphere and Alfvén wing struc-148

tures, enabling high resolution in r about 0.02RG(∼ 50 km), θ of 0.7o and φ of 1.4o near149

the moon’s surface. In order to include Ganymede’s Alfvén wing structure as much as150

possible and avoid the unphysical wave reflection issue at the outer boundaries, we set151

a large simulation domain of a cube centered at the moon with edge length l = 200RG152

cut out of the spherical grid, as shown in Figure 1(a). The grid near the inner bound-153

ary from r = 0.5RG to r = 5RG is shown in Figure 1(b).154
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The continuity equation (1), momentum equation (2), energy equation (3) and elec-155

tron pressure equation (5) are solved with an explicit timestepping scheme, while the mag-156

netic induction equation (4) is solved with a semi-implicit scheme. Specifically, the con-157

vection term u×B and electron pressure gradient term ∇pe/ne are advanced using ex-158

plicit timestepping, while the resistivity term ηJ and Hall term vH ×B are advanced159

with an implicit scheme to handle the stiff problems without limiting the discrete timesteps.160

The hyperbolic cleaning and eight-wave schemes (Dedner et al., 2002; Powell et al.,161

1999) are used to keep the divergence-free magnetic field constraint. Special treatment162

of small cells near the axis of symmetry of the spherical grid is taken into account by smooth-163

ing the cell-center quantities in φ̂ to increase the timesteps and reduce the discontinu-164

ities near the pole axis. In addition, an accurate parallel fieldline-tracing scheme is used165

to capture the open-closed field line boundary and magnetic field topology.166

2.2 Particle-in-Cell Model: iPIC3D167

The particle-in-cell (PIC) code iPIC3D uses a semi-implicit integration in time of168

the Vlasov-Maxwell system, which removes the numerical stability constraints encoun-169

tered in explicit time-stepping and enables kinetic plasma simulations at magnetohydro-170

dynamic time scales (Markidis et al., 2010). In Cartesian coordinates, we set a PIC box171

at the upstream magnetopause between −2.5RG ≤ x ≤ −1.125RG, −2RG ≤ y ≤172

2RG, −2.2RG ≤ z ≤ 2.2RG with grid resolution 1/32RG (∼ 0.2λi, or 2λe). The speed173

of light c is reduced to 4000km/s to decrease the number of iterations for the implicit174

solver, and the ion-electron mass ratio mi/me is set to 100 to reduce the scale separa-175

tion of electron skin depth and ion inertial length.176

The Energy Conserving Semi-Implicit Method (ECSIM) from Lapenta (2017) has177

recently been implemented into iPIC3D Chen and Toth (2018), with further improve-178

ments including new methods of maintaining Gauss’s law ∇ ·E = ρ/ε0 by corrections179

of the particle positions and improved suppression of numerical oscillations. This diver-180

gence E cleaning method at each step has been fully adopted into our coupled simula-181

tion.182

We initialize the PIC code with 216 ions and 216 electrons respectively in each cell183

with Maxwellian distribution based on the MHD state at the beginning of the time-dependent184

simulation. Then we run the coupled model, and allow macro-particles to be lost at the185

boundary or enter the PIC domain as the system evolves. The coupling precedure with186

MHD is described further below.187

2.3 Initial Conditions188

Ganymede’s magnetic field is composed of a permanent dipole generated by the core189

and an induced dipole from interactions with the time-varying Jovian magnetic field (M. Kivel-190

son et al., 2002). Both dipole moments can be calculated from statistical fitting of Galileo191

magnetometer data over flybys, while higher order moments are ignored in our simula-192

tions. Table 1 lists the total dipole moments for each flyby. The initial conditions for prim-193

itive variables are based on the upstream conditions. The plasma density is set to the194

observation average of 4cm−3 for G8 flyby where Ganymede’s orbit is inside Jupiter’s195

current sheet and 2cm−3 for other flybys with an average mass per unit charge 14 amu196

representing a mixture of H+ and O+. We assume ions are singly charged and treat en-197

ergetic and thermal ions as a single fluid. The total thermal pressure of the ambient plasma198

is set as pt = 3.8 nPa for G8 flyby, and pt = 1.9 nPa for the other five flybys which199

occurred away from the central plasma sheet, according to M. G. Kivelson et al. (2004).200
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2.4 Boundary Conditions201

There are three kinds of boundaries in the BAT-S-RUS model: the outer bound-202

ary (cut off by a box), the surface boundary (r = 1RG), and the core boundary (r =203

0.5RG). Figure 2 shows a sketch of the three boundary geometries.204

We are using steady upstream conditions for each flyby simulation since Jupiter’s205

rotation period (∼10 h) and Ganymede’s orbital period (∼7.15 d) are much longer than206

the time it takes for Jupiter’s corotating plasma to flow past Ganymede’s magnetospheric207

system, which is on the order of minutes (Jia et al., 2008). For the outer boundaries, we208

specify primitive variables ρ,u,B, p, pe at upstream and downstream faces with constant209

values corresponding to those observed by Galileo for each individual pass as shown in210

Table 1. The ion-electron temperature ratio is set to 18 based on Table 21.1 in M. G. Kivel-211

son et al. (2004). We apply a fixed boundary condition at the upstream and downstream212

faces because the flow the subsonic and sub-Alfvénic. The other sides of the outer box213

boundary are set with zero-gradient boundary conditions to allow for the Alfvén wings,214

although fixed boundaries would also work.215

For the inner boundaries, we followed Jia et al. (2009) with special care on veloc-216

ities and magnetic fields. The dipole field in our model is set as the sum of a permanent217

dipole B0 and a prescribed induced dipole field B1 due to the interaction between the218

time-varying background field and the conducting layer calculated by M. Kivelson et al.219

(2002). The dipole moments at the core boundary 0.5RG are shown in Table 1. In the220

MHD model we only solve for B1 while keeping B0 constant. The semi-implicit scheme221

implemented in BAT-S-RUS allows us to solve for ~B contributed from the magnetic dif-222

fusion term separately from the convection term. This capability has been successfully223

applied to model the induction effect at Mercury (Jia et al., 2015), and becomes more224

robust with the new option of setting multi-boundary layer in BATS-R-US. During each225

timestep, the surface boundary (r = 1RG) is turned on at first to solve for ρ,u,B, p, pe226

from surface boundary to the outer boundary. A mass density of 550 amu/cm3 with an227

average temperature of 20 eV (corresponding to pressure p = nkBT = 0.125 nPa) are228

fixed, and the flow velocity is set to be continuous perpendicular to the local magnetic229

field and zero along the parallel direction (uperp2 = uperp1, where subscripts “1” and230

“2” denote the physical and ghost cell faces respectively) at the surface boundary. Then231

the surface boundary is turned off, and the magnetic diffusion term with resistivity as232

well as the Hall term are calculated with an implicit scheme and added to B. The in-233

ner boundary of the Hall region is set slightly away from the surface at r = 1.05RG to234

avoid numerical issues. The core boundary (r = 0.5RG) for B is always set to a fixed235

dipole during the flyby. After everything is updated, we move on to the next timestep236

and repeat the above process. The boundary conditions are summarized in Table 2.237

It has been suggested from both gravity (Anderson et al., 1996) and magnetome-238

ter (Schubert et al., 1996) measurements that Ganymede’s interior is most likely com-239

posed of a metallic core of radius 0.15−0.5RG that sustains the moon’s internal mag-240

netic field and a silicate mantle enclosed by an ice shell. This implies that the interior241

of Ganymede and its ionosphere together with the ambient space plasma have different242

electrical conductivity. We therefore set an ad hoc resistivity profile in the model shown243

in Figure 3 as a function of radial distance r (assuming spherical symmetry in θ and φ).244

To include the effect of the moon’s interior, the innermost simulation boundary is placed245

at r = 0.5RG, i.e. the maximum of inferred core radius. Between the core boundary246

(0.5RG) and the moon’s surface (1RG) is the insulating rocky mantle whose electrical247

conductivity is extremely low. Note that there is no plasma flowing in this region so the248

model solves only a diffusion-like equation ∂B/∂t = −∇× (η∇×B) for the magnetic249

field. Also as a numerical approximation to a conducting core surface, we set the resis-250

tivity to zero at the physical cells next to the core boundary so that the magnetic field251

does not change and remains equal to the dipole field value. Due to the constraints from252

geophysical measurements (Anderson et al., 1996; Schubert et al., 1996) , we apply a sim-253
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plified, spherically symmetric resistivity profile from the core boundary at r = 0.5RG254

to a radius slightly above the surface r = 1.05RG. A surface resistivity ∼ 4×105Ω ·m255

(within the range of the magnetic diffusivity estimation by Duling et al. (2014)) is used256

in our simulations, and the overall profile is similar to (Jia et al., 2009). The resistiv-257

ity profile set from r = 1RG to r = 1.05RG couples the magnetic field inside and out-258

side the moon in our numerical approach and serve as the simplest treatment of iono-259

sphere conductivities. The flowing plasma outside the ionosphere (r > 1.05RG) is re-260

garded as infinitely conducting, so the background resistivity is set to zero. The exten-261

sion of the resistive region above the moon’s surface is necessary to properly couple the262

two regions.263

2.5 Coupling Procedure264

We used a stretched spherical grid in the whole computational domain for MHD,265

and a uniform Cartesian grid for PIC. Interpolation and communication of variables be-266

tween the two models is handled by the coupler. In time-accurate simulations, BATS-267

R-US and iPIC3D advance with different timesteps individually, and they exchange in-268

formation every 0.02s. The PIC model overwrites the MHD solution in the overlapped269

region, and obtains time-dependent boundary conditions from the MHD solution. Fig-270

ures 4 and 5 show the PIC box embedded inside the MHD domain.271

Computationally, we go through the steps as follows. First we obtain a quasi-steady272

state solution by running BATS-R-US in local timestep mode for 30,000 steps in ideal273

MHD and 20,000 steps in Hall MHD in the full computational domain. Then we con-274

tinue the simulation in time-accurate mode coupled with iPIC3D covering a box region275

at the upstream magnetopause. The MHD-EPIC model runs for 20 minutes in physi-276

cal time and the outputs are saved every second. Taking advantage of a semi-implicit277

scheme for solving the magnetic induction equation, we are allowed to use time steps that278

are not limited by whistler waves and the large resistivity in the subsurface ocean and279

mantle regions. The mixture of explicit-implicit timestepping enables us to construct a280

robust model with affordable computational cost.281

3 Results282

3.1 Magnetic Field Comparison With Observation283

The most significant feature in sub-Alfvénic plasma interaction is the Alfvén wing.284

The global structures including the Alfvén wing and magnetopause near Ganymede are285

shown in Figure 4 for the G8 flyby (∼ 180o upstream magnetic field clock angle with286

respect to the z axis) and Figure 5 for the G28 flyby (∼ 135o clock angle). Since the287

intrinsic dipole is only 4o off from −z axis (M. Kivelson et al., 2002), these two upstream288

flybys can represent two typical cases with nearly anti-parallel reconnection and strong289

guide field reconnection, respectively. In the 3D visualization plots, the red surface rep-290

resents the open-closed field line boundary, and the yellow surface displays the bound-291

ary of field lines with one end connected to the moon and the other end connected to292

the outer boundaries. During the G8 flyby, the perturbed field lines within the yellow293

surface form the nearly symmetric Alfvén wing structure over the poles, while for the294

G28 flyby the southern Alfvén wing is tilted towards the sub-Jovian side and the north-295

ern Alfvén wing is tilted towards the anti-Jovian side. At the upstream magnetopause,296

the topology of magnetic field lines are quite different with/without the guide field (ap-297

proximately By component).298

With Hall physics included in our simulation, there is no true steady state in the299

global dynamic system, but we can obtain an approximately steady state solution. First300

we validate the quasi-steady state Hall MHD solution for all six Galileo flybys. The mag-301

netic field comparisons are shown in Figure 6. The Galileo trajectories for G1, G2, G7302
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and G29 flybys go through the Alfvén wing near the north pole region, while the tra-303

jectories for G8 and G28 flybys go across the upstream low latitude magnetosphere. Note304

that PIC is not turned on in the steady state convergence runs. Due to the fact that the305

conductance of the mantle, subsurface ocean and ionosphere are not well constrained ob-306

servationally, our choice of conductivity profile is simply based on estimation of reason-307

able range and comparisons with observed magnetic fields. Our simulation tests show308

that the magnetic field near the moon is very sensitive to the profile of conductivity as309

well as the grid resolution and structure. Taking conductivity into consideration in such310

a small magnetosphere can significantly modify its size and shape. With the inclusion311

of the resistive body, the overall size of the magnetosphere matches better with obser-312

vations such that no stretching or shifting of the Galileo trajectory is needed, in contrast313

with Dorelli et al. (2015) and Tóth et al. (2016) The validation here shows that our Hall314

MHD model can faithfully reproduce the magnetic field observed by Galileo under dif-315

ferent upstream conditions. For the four Alfvén wing flybys, G1, G2, G7 and G29, the316

differences in the magnetic field data comparisons indicate that the location or size of317

our simulated Alfvén wing is slightly different from observation. Especially during the318

inbound crossings of the G7 and G29 flybys, the locations of the Alfvén wing are shifted319

inward, which is similar to the resistive MHD simulation results by Jia et al. (2009). The320

agreement in the two upstream magnetopause crossings shows that the position of open-321

closed field line boundary is well captured in Hall MHD, which gives a nice starting point322

of incorporating the PIC box region at the upstream magnetosphere.323

3.2 Comparison with Plasma Measurements324

Plasma measurements from the Galileo Plasma Subsystem (PLS) have been pub-325

lished for the G2 flyby (Frank et al., 1997b). Collinson et al. (2018) recently re-analyzed326

the PLS data to obtain a new set of plasma moments for the G1 and G2 flybys. Here327

we compare the plasma velocities for the G2 flyby from our Hall-MHD simulation with328

the PLS moments obtained by both Frank et al. (Figure 9a) and Collinson et al. (Fig-329

ure 9b). Following the approach used in the same kind of comparison in Jia et al. (2009),330

we have plotted two velocity profiles for the PLS data corresponding to two different as-331

sumptions of the ion mass-per-charge (M/Q): blue and black dots for heavy ions of M/Q=332

16, and gray dots for light ions of M/Q= 1. The velocity components shown in Figure333

9 have been decomposed into the parallel and perpendicular directions with respect to334

the magnetic field.335

First of all, outside the magnetosphere (the magnetopause crossings are marked336

by the vertical dashed lines), the flow velocities in our model agree very well with the337

PLS velocity data derived by Frank et al. (1997b), but deviate from the Collinson et al.338

(2018) study that gave much reduced plasma speeds. It is important to point out that339

our simulation assumes a nominal flow speed of ∼ 150 km/s for the unperturbed Jo-340

vian plasma at the upstream boundary.341

Secondly, inside the magnetosphere, due to lack of direct measurement of the ion342

mass-per-charge, there is ambiguity in deriving the plasma moments using the raw PLS343

measurements. Therefore, the previously published work typically provide two sets of344

moments with different assumptions of ion mass-per-charge, both of which are shown in345

Figure 9 for comparison. Overall, our Hall-MHD model prediction, especially the per-346

pedicular velocity component that is governed by the ExB drift, agrees better with the347

derived PLS velocity data assuming heavy ions. This result is consistent with the find-348

ing obtained in the previous MHD modeling of Jia et al. (2009), both in support of the349

suggestion first made by Vasyliūnas and Eviatar (2000) that the plasma population de-350

tected by the Galileo PLS inside Ganymedes polar cap during the G2 flyby is composed351

mainly of heavy ions.352
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Third, near the inbound magnetopause crossing, our model predicts higher plasma353

velocities than seen in both Frank et al. (1997b) and Collinson et al. (2018) results. These354

high speed flows in our model are associated with reconnection jets produced by mag-355

netopause reconnection near the flanks, which appears to be intermittent. Therefore, the356

discrepancy between the model and data may be due in part to lack of high temporal357

resolution measurements, but clearly further studies and new observations are needed358

to confirm our model prediction.359

3.3 Upstream Reconnection360

Generally, sources of magnetic field variations during the magnetopause crossing361

include the Hall effect, FTEs, waves and instabilities. It is hard to predict theoretically362

the contribution from each part in different regions of a nonlinear system. Similarly to363

previous work of G8 flyby simulation (Tóth et al., 2016), by extracting the magnetic field364

from the time-accurate runs along the Galileo flyby trajectories, we can examine reconnection-365

related features in the magnetic field especially near the magnetopause. From this point366

forward, we will only discuss results from time-accurate MHD-EPIC simulations of the367

G8 and G28 flybys. The magnetic field comparisons from the MHD-EPIC of the G8 and368

G28 flyby simulation are shown in Figure 7(a) and Figure 8(a). A 20-minute simulation369

is sufficient to cover the inbound and outbound crossings for both G8 and G28 flybys370

in a continuous manner. Since there is no time variation in the driving conditions and371

flux transfer events are generated spontaneously, we have the freedom to shift the start372

time of the simulation relative to observations. The data outside the simulation time in-373

terval are compared with outputs from the same snapshot of the starting and ending points.374

Figure 7(a) shows the magnetic field comparison for the time-accurate G8 flyby MHD-375

EPIC simulation, and Figure 7(b) shows the corresponding 3D field line tracing along376

Galileo’s trajectory in one snapshot inside the PIC region at the upstream magnetopause.377

The oscillations in the three magnetic field components, especially By during the G8 in-378

bound crossing, are clear signatures of a transient FTE formed at the upstream mag-379

netopause, while the overall magnetospheric structure is similar to that in the quasi-steady380

state. During the G8 flyby, Galileo was moving in the +y direction (right to left in the381

Figure) from anti-Jovian side to sub-Jovian side. We identify flux ropes during the mag-382

netopause inbound crossing with enhanced ion pressure at the center, and show field lines383

that just get reconnected from X-lines at the outbound crossing. In the observed mag-384

netic field, there are spikes during the outbound crossing near 16 : 03 UT, which is po-385

tentially a transient signature associated with a flux rope that is not entirely captured386

by the model at the same physical time. By going through all the snapshots in the 20-387

min simulation, we do find flux ropes forming near the outbound magnetopause loca-388

tions. In a complicated nonlinear system where no true steady state exists, it is not pos-389

sible to reproduce exactly the same observation given the available observational con-390

straints and the nature of flux rope formation. However, the fact that the overall trend391

and fluctuation as shown by time-accurate magnetic field comparisons and the power spec-392

tra (Figure 14 in our previous paper (Tóth et al., 2016) agree well with observations sug-393

gests that the MHD-EPIC model provides a very good description of the magnetic field394

structure at Ganymede.395

Figure 8 displays the scenario for the G28 flyby in the same format as in Figure396

7. In this case with near unity guide field (Bz ∼ By), the magnetic field tends to be397

more steady, even though one can still argue that there are small flux rope signatures398

during the magnetopause crossing. Actually, we do find flux ropes on the upstream mag-399

netopause as shown in Figure 8(b); however, these appear mostly in regions away from400

the G28 flyby trajectory, so we cannot easily see them in the 1D synthetic magnetome-401

ter data.402

Our model provides many more quantities beyond ideal MHD inside the PIC re-403

gion. We plot magnetic field, pressure and velocity from PIC outputs on the y = 0 merid-404
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ional cut plane in Figure 10 at t = 420s. A pattern of quadrupolar Hall magnetic field405

centered at (x, z) = (−1.9RG, 0.05RG) is clearly shown in Figure 10(a), with a small406

electron diffusion region (Figure 10(e)) and a relatively large ion diffusion region (Fig-407

ure 10(f)). There is also a fast electron drift in the out-of-plane (approximately y) di-408

rection across the magnetopause (Figure 10(d)), peaked at the reconnection sites due to409

curvature of B and the Hall effect. The deflection of electrons and ions in opposite di-410

rections at the magnetopause causes a Chapman-Ferraro like current pointing from Jo-411

vian side to anti-Jovian side (+y to −y). Corresponding in-plane electric field Ex is shown412

in the left panel of Figure 11. The ambipolar structure of Ex arises from the electron-413

ion charge separation at the magnetopause, which is both included in the Hall MHD and414

PIC model. Ions are being accelerated by this in-plane electric field, entering the recon-415

nection exhaust across the separatrices.416

3.4 Ion Velocity Distribution417

With an embedded PIC model, we can obtain detailed information about the be-418

havior of the electrons and ions directly by studying their velocity distributions near the419

X-line. Due to the quasi-symmetry at the nose of the magnetopause, the generally used420

LMN boundary-normal coordinate system in reconnection studies is aligned with the Carte-421

sian coordinates, where the normal direction N is −x direction, L is z direction, and out-422

of-plane direction M is y direction, so it is convenient to plot model results in the sim-423

ulation coordinates. Clear signatures of ion motion near the separatrices are nongyrotropic424

distributions (e.g. DeCoster and Frank (1979); Ashour-Abdalla et al. (1993); Frank L. A.425

and Kivelson (1994) for Earth tail reconnection, Burch and Phan (2016) for Earth day-426

side magnetopause reconnection). Based on the y = 0 plane Hall electric field Ex con-427

tours on the left of Figure 11, we select four box regions of the same size to extract the428

ion distribution functions in the inflow and outflow regions near the X-line in the G8 flyby429

simulation, where Ex ∼ EN , and Bz ∼ BL. In the Cartesian coordinates, approxi-430

mately, ux is the inflow velocity, uz is the outflow velocity, and uy is the out-of-plane ve-431

locity. The ion gyroradius ri in the simulation has a maximum value of about 0.2RG with432

an average of 0.06RG, thus the selected box region has a width of ∼ 0.5ri in the x di-433

rection, and ∼ 1.8ri in the z direction. The right-hand side panels of Figure 11 show434

the ion distributions in velocity phase space for the inflow and outflow regions, respec-435

tively, where the histograms are normalized by probability distribution separately. In the436

uix-uiz plots on the upper right, there are single peaks in the two inflow regions which437

represent the isotropic inflow streams, and double peaks in the outflow regions that rep-438

resent the counterstreaming behavior from ion entry with anisotropy in parallel and per-439

pendicular directions. Such counterstreaming behavior has also been observed in ear-440

lier local PIC and hybrid simulations of Earth-like reconnection (Drake et al., 2009; Hoshino441

et al., 1998; Arzner & Scholer, 2001), and by Cluster spacecraft 1 in the Earth’s mag-442

netosheath (Phan et al., 2007). The uiy-uiz plots are shown on bottom right. Moving443

from upstream into the magnetosphere across the X line (Region 1 to Region 2), we see444

that the two beams in the upstream merge and a crescent-shaped distribution forms on445

the magnetospheric side, which corresponds to the ion meandering motion in the diffu-446

sion region near the reconnection site (Lapenta et al., 2017; Bessho et al., 2016; Egedal447

et al., 2016). In the two outflow regions, there is a similar butterfly shape distribution448

in this uiy-uix cut, which represents a drift in the y direction and anisotropy in temper-449

ature between the two perpendicular directions. The non-gyrotropic anisotropic distri-450

bution functions show that the embedded kinetic model can simulate the magnetic re-451

connection from first principle.452

In the case of the G28 flyby simulation, we also check the ion distribution near the453

reconnection site (not shown here). There is evidence of ion crescent distribution in the454

perpendicular plane at the magnetospheric side of inflow region, even in a strong guide455

field case.456
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3.5 Energy Flux Density and Auroral Emission457

The particle information obtained from the PIC model allows us to calculate the458

energy flux densities in a self-consistent manner. Observations by the Hubble Space Tele-459

scope (HST) indicate that Ganymede possesses auroral emissions (Feldman et al., 2000).460

It is shown that the auroral oval lies very close to the polar cap boundary that separates461

the open and closed magnetic field lines (McGrath et al., 2013). On the upstream side,462

the open-closed field line boundary maps to the magnetopause where reconnection is tak-463

ing place. It is, therefore, reasonable to expect that reconnection-produced energetic par-464

ticles may contribute to the generation of aurora. Here we first calculate the energy flux465

densities using the particle information output from the PIC model to assess the con-466

tribution of magnetopause reconnection to the aurora emissions. In our simulation, the467

inner edge of the PIC box is set at x = −1.125RG. Although the PIC region set at the468

upstream magnetopause does not include the moon’s surface, we can calculate the en-469

ergy flux densities inside the PIC region and map them to the surface based on the mag-470

netic field topology resolved by the global model under the assumption of flux conser-471

vation. Specifically, the procedure goes as follows:472

1. Read particle information from PIC and magnetic field information from MHD.473

2. For each particle in the selected region, interpolate the magnetic field at the par-474

ticle locations and calculate the pitch angles.475

3. Find the connectivities of magnetic field lines between particle locations and the476

moon’s surface, and then compute the critical angles for the loss cone.477

4. Select particles inside the loss cone, and calculate the energy flux densities along478

the field lines inside the PIC region.479

5. Map the fluxes onto the surface along the field lines.480

The most important assumptions in this analysis are the conservation of energy and481

magnetic flux. With the current model and the linear interpolation and integration ap-482

proaches, the error in magnetic flux conservation is less than 5%, which is sufficient for483

obtaining an overall distribution of flux densities and comparison with remote observa-484

tions. The energetic particles inside the loss cone is about 4% of the total number of macro-485

particles in the sliced PIC region, with an average critical angle of roughly 20o. Besides,486

because of the size of PIC box, we are restricted to a finite portion of the surface area487

which has energetic particle precipitation from the PIC region.488

The mapped energy flux densities for both ions and electrons at t = 280s are shown489

in Figure 12 viewing from upstream. We can clearly see curves of peak flux density on490

the order of 10−7W/cm2 for both species in the northern and southern hemisphere. This491

is on the same order but slightly higher than a rough average polar cap precipitating en-492

ergetic flux estimation given by Frank et al. (1997a) for the low-energy electron measure-493

ments between 0.5 and 3.0 keV for G2 flyby, but about one order higher than the G7 flyby494

estimation assuming an invariant latitude of ∼ 45o by Paranicas et al. (1999), proba-495

bly due to the intensities of low-energy electrons over the polar cap. Both of the previ-496

ous estimates use raw data from PLS measurements, with extrapolation fit over the en-497

ergy range. Given the existence of aurora near the cusp region due to the precipitating498

electrons, concentrated energy fluxes with higher intensities than the surroundings are499

expected in the cusp. In both hemispheres, the largest flux density lies within approx-500

imately [45o, 55o] latitude, which is consistent with Hubble observations of atomic oxy-501

gen emission by McGrath et al. (2013). For the 60o in longitude on the trailing side that502

is covered by the upstream PIC box, the location of peak energetic fluxes obtained from503

our model correlates well with the location of the brightest emissions observed by the504

HST (Figure 3 in McGrath et al. (2013)). In our model, the energetic flux densities for505

electrons and ions inside the loss cone are on the same order of magnitude with an ob-506

vious asymmetry between Jovian/anti-Jovian (±y) directions: generally larger for ions507

in the −y direction and electron in the +y direction. One plausible explanation for the508
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asymmetry is the Hall effect: the separation of electron and ion motions causes a Chapman-509

Ferraro like current across the magnetopause from left to right (+y to −y), thus the map-510

ping of fluxes from the two species from the magnetosphere onto the surface follows the511

same pattern.512

From Figure 4, we observe a high correlation of the open-closed field line bound-513

ary (shown in red) with the peak emission locations which connect to the “cusp” and514

upstream reconnection outflow regions. The bright peak line near the moon’s surface can515

be caused by the magnetic mapping from the magnetosphere to the surface, or the dis-516

tribution of energetic particles out of reconnection sites. To check which is the effective517

cause, we replaced the real energetic particle fluxes along the field lines with uniform flux518

and performed the same mapping. The result shows that even though there is still a sin-519

gle peak curve on the surface, the whole distribution has no sharp gradient like the ones520

shown in Figure 12. This experiment suggests that both the magnetic focusing and the521

distribution of energetic particles at the origins have influence on the distribution of the522

energetic flux densities near the surface.523

For a brightness estimation, Payan et al. (2015) used a radially-averaged relation524

(Equation 5 in the paper) between the average electron number density, average colli-525

sional excitation rate and molecular oxygen column density. We apply the same idea in526

estimating the emission caused by reconnection process in the upstream, considering only527

the energetic electrons out of the upstream reconnection region. If we map these elec-528

trons with ∼ 1 keV temperature inside the loss cone to the surface of Ganymede un-529

der B/n conservation, we get a surface energetic electron number density∼ 3cm−3. The530

upper constraint on the polar region molecular oxygen column density is N(O2) ∼ 4×531

1014cm−2 from Voyager observation (Broadfoot et al., 1981). The electron pitch angle532

distribution is expected to become roughly isotropic near the surface where the neutral533

oxygen density is high, so the length of the path of the electron is about
√

3 ≈ 1.7 times534

higher than the length of the field line. In addition, the field lines are inclined, which fur-535

ther increases the integrated column density along the trajectory of the electron, so we536

use N ′ ≈ 8 × 1014cm−2 for the effective column density. With an average collisional537

excitation rate ∼ 5 × 10−8cm3s−1 for keV electrons colliding with atomic oxygen at538

1356Å emission wavelength (derived from (Payan et al., 2015)), these reconnection-accelerated539

electrons contribute to a maximum of ∼ 120 R in the northern and southern hemisphere,540

which corresponds to 40% of the peak emission brightness observed by Feldman et al.541

(2000).542

4 Discussion543

Even though the magnetic field comparison is fairly good, our MHD-EPIC model544

clearly cannot reproduce every detailed feature observed by Galileo. Most of the discrep-545

ancies appear in the magnetopause crossings, and in general the simulation results look546

more smoother than observations. This may indicate that the second order schemes we547

applied to MHD and PIC are not fully capable of capturing the sharp changes at the fea-548

sible grid resolution. In the future, the nonsymmetric resistivity distribution, a putative549

ocean with high conductivity located between 150 km and 250 km depth (M. Kivelson550

et al., 2002; Saur et al., 2015) and new knowledge about the interior structure may in-551

trigue the development of a more realistic resistivity model. Additionally, because of the552

intrinsic differences between Hall MHD and PIC model, a coupled PIC region produces553

different results from the Hall MHD model. As can be been in Figure 7(a) and Figure554

8(a), the magnetic field comparisons are not as good as in the stand-alone Hall MHD555

simulations (Figure 6 (e,f)).556

Considering the reduction of the ion-electron mass ratio 100 in the PIC simulation,557

the electron results must be interpreted with care. Our grid resolution in the PIC do-558

main is 0.2di ∼ 0.4ri ∼ 2de, which is sufficient to resolve ion-scale physics but not enough559
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to fully resolve electron-scale physics, especially near the electron diffusion region. In-560

deed, we do not find the crescent shape in the electron phase space distribution near the561

X-line reconnection sites. In the MHD-EPIC application to Earth’s dayside magnetopause562

with an extra scaling factor included (Chen et al., 2017), the crescent distribution for563

electrons can be identified with a grid resolution of 0.5de which is 4 times finer than our564

Ganymede’s case. Based on our previous scaling studies (Tóth et al., 2017), we are con-565

fident that the global ion-scale dynamics is well captured by the MHD-EPIC model, while566

the modeling of electon-scale physics can be improved by further increasing the grid res-567

olution.568

Eviatar et al. (2001) investigated the cause of Ganymede’s auroral emission and569

discussed the possible mechanisms for local acceleration required to heat the electrons.570

In the analog to the terrestrial case, they stressed that the orders of magnitude smaller571

atmosphere column density at Ganymede than that at Earth leads to the penetration572

of energetic electrons almost totally without collisions. Thus the secondary electrons shall573

not play an important role in Ganymede’s aurora emission, and we do not include them574

in the estimation. Our calculation from PIC simulation on the upstream side shows that575

hot electrons coming from the reconnection site can contribute a certain fraction of the576

peak emission brightness, which is consistent with the estimation of continuous aurora577

by Eviatar et al. (2001), and tends to favor the suggested local acceleration mechanisms578

proposed thereafter. A recent Hubble observation analysis by Molyneux et al. (2018) sug-579

gests an optically thick O atmosphere besides O2, with a ratio of O/O2 ∼ 10%. Since580

O has a smaller electron impact cross section than that of O2, the estimated direct reconnection-581

contributed emission could only be smaller. Besides, upstream reconnection as shown582

by our model also produces ion energetic fluxes with the same order of magnitude as elec-583

tron energetic fluxes. However the ion contribution is negligible due to smaller thermal584

velocities.585

From plasma observations (M. G. Kivelson et al., 2004), we know there are at least586

two ion populations in the ambient Jovian environment: thermal and hot components.587

For a single fluid model like we have shown in this paper, we have to make assumptions588

in prescribing a single upstream ion temperature that results in a total particle pressure589

consistent with the observations. A more realistic simulation left for future work should590

be separating the ion populations using a multi-fluid MHD model as well as introduc-591

ing more particle species inside the PIC region. As a natural extension to the current592

MHD-EPIC coupling at the upstream magnetopause, we can extend the PIC region to593

cover the majority of Ganymede’s magnetosphere such that we can have a global-scale594

kinetic model. Future work may also include a even more consistent coupling between595

multi-fluid MHD, or even higher moments MHD, and the PIC model.596

5 Conclusions597

In this study, we have presented and improved MHD-EPIC model of Ganymede’s598

magnetosphere. With an adaptive stretched spherical MHD grid, an incorporated mag-599

netic diffusion solver down to the core region, and a new energy-conserving PIC scheme,600

the simulations show a dynamic magnetosphere with reconnection-related features. Key601

findings from the current simulations are:602

1. Single fluid MHD-EPIC model is able to capture the global structure of magnetic603

field in Ganymede’s sub-Alfvénic magnetosphere, shown by the quasi-steady com-604

parison over all six Galileo flybys. Intermittent FTEs are generated even under605

steady upstream conditions, signatures of which can be potentially captured by606

in-situ magnetometer observations.607

2. Ion-scale physics including nongyrotropic and non-isotropic effects are fully resolved608

in the PIC domain covering the majority of the upstream magnetopause. Crescent-609
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shape ion distribution is found on the magnetospheric side of the upstream recon-610

nection.611

3. The energetic flux densities from upstream reconnection obtained directly from612

the PIC simulation are about 10−7W/cm2. A quantitative estimation on the au-613

roral emission shows that upstream reconnection can contribute for up to about614

half of the peak brightness.615

With the upcoming JUICE mission, the embedded kinetic models will be more use-616

ful in providing insights into Ganymede’s dynamic system.617
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Table 1. Simulation Parameters for Galileo’s Six Close Encounters

Ganymede’s Dipole Moment Background Flow
Flyby Mz [nT ] My [nT ] Mx [nT ] Bbk

x Bbk
y Bbk

z v [km/s] ρ [amu/cm3] P [nPa] MA β

G1 -716.8 82.5 -24.7 6 -79 -79 140 28 1.9 0.30 0.38
G2 -716.8 80.0 -29.3 17 -73 -85 140 28 1.9 0.30 0.38
G7 -716.8 14.0 -20.9 -3 84 -76 130 28 1.9 0.28 0.37
G8 -716.8 51.8 -18.0 -10 -6 -86 140 56 3.8 0.55 1.60
G28 -716.8 17.0 -19.3 -7 78 -76 140 28 1.9 0.31 0.41
G29 -716.8 84.2 -18.4 -9 -83 -79 140 28 1.9 0.30 0.36

Table 2. Boundary condiitons

Core Boundary (r = 0.5RG) Surface Boundary (r = 1RG) Outer Boundary (box)
upstream, downstream other

ρ fixed, 550 amu/cm3 fixed float
p fixed, 0.115 nPa fixed float
pe fixed, 0.01 nPa fixed float
V V ⊥ B fixed float
B dipole fixed float

Figure 1. On the top shows the whole simulation domain is a cube with edge length 200RG

centered around Ganymede cut out of a stretched spherical grid. On the bottom is the grid struc-

ture near Ganymede shown by the y = 0 and z = 0 cuts. The inner boundary is represented by a

sphere with radius 0.5RG. The distance between neighboring purple balls is 1RG. Adaptive mesh

refinement is applied up to 2 levels near and within the magnetosphere. The color represents Bz

strengths in the two cut planes.

Figure 2. Sketch of the boundaries in the MHD model. 1 represents the core boundary at r =

0.5RG, 2 represents the surface boundary at r = 1RG, and 3 represents the outer boundary.
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Figure 3. Radial profile of the spherical-symmetric resistivity used in the model. Values

in each cell is interpolated linearly from specified points. The resistivity is set to 0 for region

r > 1.05RG.

figures/box_G8_view.png

Figure 4. (a) 3D front view of Ganymede’s magnetopause from G8 flyby simulation.

The dark blue sphere represents the moon’s surface at r = 1RG, the red surface repre-

sents the open-closed field line boundary, and the yellow surface displays the Alfvén wing

that encloses Ganymede’s magnetosphere. Field lines on the upstream passing through the

x = −1.95RG, z = 0RG line are shown with black arrow lines. The PIC box at the upstream

of magneopause is indicated with blue lines. (b) 3D anti-Jovian side view of Ganymede’s mag-

netopause from G8 flyby simulation. Field lines are traced along y = 0RG, z = 0RG line at the

upstream and tail region, and also over the surface of the moon. The Galileo trajectory is plotted

in green.
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figures/box_G28_view.png

Figure 5. a) 3D front view of Ganymede’s magnetopause from G28 flyby simulation. Field

lines on the upstream are traced along x = −1.8RG, z = 0RG line. (b) 3D anti-Jovian side

view of Ganymede’s magnetopause from G28 flyby simulation. Field lines are traced along

y = 0RG, z = 0RG line at the upstream and tail region, and also over the surface of the moon.

The Galileo trajectory is plotted in green.

Figure 6. Magnetic field comparison with Galileo observation for quasi-steady state simu-

lations of all six flybys. In each subplot, the Galileo magnetometer measurements are shown as

black solid lines and the simulation results are plotted as red solid lines.

Figure 7. (a) Magnetic field extracted along the Galileo trajectory from 20 min time-accurate

MHD-EPIC simulation of G8 flyby inside the PIC box region. The black line is the observations

and the red line is the simulation results. Signatures of flux rope can be identified during the in-

bound crossing of magnetopause between 15 : 51 ∼ 15 : 52 UT, where sharp rotations of magnetic

field, especially in the By component, are present. (b) 3D topology of the magnetic field lines

traced along the Galileo trajectory (shown by the white dots) inside the upstream PIC box at

15:51 UT. The colors of the field lines show the ion pressure.

–20–This article is protected by copyright. All rights reserved.



manuscript submitted to JGR: Space Physics

Figure 8. (a) Magnetic field extracted along the Galileo trajectory from 20 min time-accurate

MHD-EPIC simulation of G28 flyby inside the PIC box region. The black line is the observations

and the red line is the simulation results. (b) 3D topology of the magnetic field lines traced along

the Galileo trajectory (shown by the white dots) inside the upstream PIC box. The colors of the

field lines show the ion pressure.

Figure 9. Comparisons of parallel and perpendicular components of the plasma bulk flow

velocities relative to the magnetic field for the G2 flyby. The PLS plasma data are obtained from

(a) Frank et al. (1997b) and (b) Collinson et al. (2018), while the simulation data presented in

red lines are from steady state Hall MHD. In each panel, the blue dots represent bulk flows de-

rived from the PLS measurements for heavy ions with mass-per-charge (M/Q) = 16. The gray

dots are the calculated moments assuming M/Q = 1, and the black dots represent bulk flows

assuming M/Q = 16. The two vertical dashed lines mark the inbound and the outbound magne-

topause crossings identified from the magnetic field data, respectively.

Figure 10. Contour plots in the meridional plane y = 0 containing the upstream magne-

topause from time-accurate G8 simulation at t = 420s. The color contours represent (a) By (Hall

magnetic field); (b) Pe (Electron pressure); (c) Pi (Ion pressure); (d) Uey (Electron velocity in

y-direction); (e) Uez (Electron velocity in z-direction); (f) Uiz (Ion velocity in z-direction). All

the velocities are normalized to the upstream Alfvén speed of 253 km/s.

Figure 11. Ion velocity distributions in normalized density near the upstream reconnection

site from G8 flyby simulation at t = 420s. The colored contours on the left show the electric field

Ex overlaid with magnetic field lines in white, with four sample boxes (1 upstream inflow region,

2 magnetosphere inflow region, 3,4 outflow region) showing sampling locations used to extract

the ion phase space distributions in uix–uiz (four upper right panels) and uiy–uix (four bottom

right panels). The boxes extend in y direction from −0.08RG to 0.08RG. All the velocities are

normalized to the upstream Alfvén speed.

Figure 12. Energy flux densities mapped from PIC region onto Ganymede’s surface for (a)

ions and (b) electrons, respectively. This is a view from upstream, where 180o E points towards

−x, and 90o E points towards +y (Jupiter) in GPhiO system. The mapping regions are limited

to mid latitudes between approximately 150oE to 150oW due to the size of the PIC box.
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