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ABSTRACT

The Internet of Things improves peoples lives and assists research advancement by

collecting and converting data about the environment. With the reduction of volume

of sensor nodes, data collection and computation can be achieved in a wider range

of environments, enabling applications such as health monitoring, tamper detection

and industrial sensing. Small form factor sensor nodes present unique challenges in

circuit design and system integration due to size and power constraints. This thesis

introduces circuit techniques and system designs featuring small form factor sensor

nodes: (1) a discontinuous switched-capacitor energy harvester for ultra-low power

energy harvesting, (2) a fully integrated energy reservoir unit that uses a counter flow

method for peak power delivery in space-constrained sensor systems, and (3) a com-

plete wireless sensor node for accurate cellular temperature measurement, enabling

implantation in a cluster of cells or large egg cells for biological studies. Just as IoT

systems provide convenience to peoples life and help with development in research

and industry, genomics can transform precision health and enable tailored treatment

plans for patients. This thesis introduces a pruning-based hardware accelerator for

Pair Hidden Markov Model, which is a major time-consuming step in the secondary

analysis of whole-genome sequencing.
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CHAPTER I

Introduction

The Internet of Things (IoT) refers to sensing devices that collect and convert

data about the environment. Since Kevin Ashton first defined the concept of the

IoT in 1999, researchers have broadened its application space by enabling wireless

communication, incorporating more sensing abilities, and reducing the volume of

these sensing devices. With the reduction of volume of such sensor nodes, data

collection and computation is now possible where it was previously impossible. These

small form factor wireless sensor nodes enable a wide range of applications such as

health monitoring, tamper detection and industrial sensing. Figure 1.1 illustrates

the recent advances in computation platforms. Sensing devices have shrunk their

volume to 1 mm3 or even sub-mm3 scale. This trend of volume reduction has enabled

more versatile sensor platforms but has also created unique design challenges and

opportunities. This section will discuss the challenges in designing miniaturized sensor

systems and introduce the solutions covered in this thesis.
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Figure 1.1: Evolution of computers shows volume reduction of computation de-

vices [14]

1.1 Powering Miniaturized IoT Sensor Node

In order to work in a wide range of application spaces, IoT sensors often need to

be adaptable to the environment. This means that the sensor nodes need to survive

in locations where continuous power delivery from external sources is not available

or unreliable. For example, industrial sensors used for oil pipeline infrastructure

monitoring [1] or temperature and humidity monitoring inside concrete structures [2]

are often located in harsh places, making it difficult to establish wire connections to

such sensor nodes for power delivery. Localization sensors [3] are usually placed on

moving subjects like cargo to track its movement, and it is impractical to provide a

continuous source to power these sensing systems. Sensors for biomedical implants are

isolated from the outside, making any wire connections intrusive. Continuous wireless

power delivery is an option for such biomedical implants. A continuous wireless power
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source can be integrated into a wearable device for patients [4], delivering energy

through the skin to an implanted sensor node. A power source can also be installed

in a lab environment for implanted sensors in animal-related experiments. However,

this could interfere with communication and accurate measurements, adding design

complexity to separate or cancel out noise from the wireless power source. In addition,

wireless power sources may not be able to continuously and reliably deliver power to

sensor nodes. A wearable power source for patients relies on a patient’s discipline

in wearing the device for continuous delivery. An installed wireless power source

in a lab environment requires target animal to be in close proximity for maximum

power delivery efficiency, which can sometimes be difficult to control. Therefore,

sensor nodes need to handle the absence of direct power delivery or periods of power

shortage even with wireless power sources.

For sensors located in hard-to-reach places where continuous power delivery is

impractical, a battery is often included in the system to temporally store energy.

Loading circuits in the sensor node can draw current directly from the battery if

designed to operate at near battery voltage without regulation. As the size of the

IoT sensor shrinks, the batteries integrated in the system must also shrink, resulting

in higher internal resistance (∼10 kΩ). Although the average power of a small sensor

node is usually small, the peak current of the system remains in the mA range due

to periodic operations of high-power modules. Modules integrated in IoT systems

such as radio, computation accelerators and non-volatile memory tend to draw high

peak current (mA) during a short period of active time. Drawing such high current

directly from the battery results in a high voltage drop on the supply voltage, which is

impractical for load circuits designed at higher supply voltages. Therefore, an energy

reservoir circuit is needed between the battery and the load circuit for short-term

peak power delivery to high-power circuits in small IoT systems.

There are several design considerations for such energy reservoir circuits. First,
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the energy reservoir is area-constrained because it needs to be integrated into the

miniaturized sensor node. This area constraint directly limits the size of energy stor-

age elements such as capacitors or inductors used in the energy reservoir design.

Second, the energy delivered to the load circuit before it needs to be recharged must

be sufficient for load circuits to complete one operation cycle. Load circuits such as

a transmitter require uninterrupted peak power supply at least in one bit of trans-

mission. Non-volatile memory in the sensor node often requires stable peak power

delivery during one read or write operation. We refer to the amount of energy de-

livered by a reservoir before recharging as single-shot energy. The single-shot energy

of an energy reservoir limits load circuit performance such as the maximum energy

per bit available to transmitters. Third, the voltage droop on the supply voltage

generated by the energy reservoir should be small enough for the desired circuit oper-

ation. Load circuits typically require a minimum supply voltage for correct operation.

The energy reservoir should be able to maintain the supply voltage even when the

remaining charge is decreasing during peak power delivery.

This thesis introduces an efficient energy reservoir that increases single-shot energy

in peak power delivery. This solution aims to extract the maximum amount of energy

from the reservoir with controlled voltage droop, leading to higher single-shot energy

delivered or smaller area given the same energy requirement.

For some sensing applications, equipping sensor nodes with batteries only solves

half of the problem. Sensor nodes generally benefit from a long life time and low

maintenance. As discussed before, external power delivery requires power source

installation, which can be unfeasible for some applications. Operating sensor nodes

only on batteries requires periodic battery replacement or recharging for long-term

monitoring. This involves retrieving sensor nodes physically from time to time, which

is invasive for biomedical implants and difficult for sensor nodes on moving objects

or in hard-to-reach places. Therefore, for these applications, it is crucial for sensor
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nodes to be able to harvest energy from the ambient environment. There is a wide

range of ambient energy sources available in the environment, such as light, heat and

vibration. However, the power density can be very low depending on the location

of the sensor node. In addition, the power density can also vary drastically. With

low-power and wide-range harvesters, sensor nodes can survive in a wider range of

ambient environments, including places where it was previously impossible due to the

limited ambient energy. However, the lowest level of harvestable power of an energy

harvester is limited by leakage power, and the harvesting range is often limited by the

chosen topology. This work introduces a capacitive discontinuous energy harvester

for a low-power and wide-input energy range.

1.2 Scaling Programmable Sensor Nodes to Sub-mm3

As industry and academia continue to push the limits of small form factor sensor

nodes, more applications are becoming realistic. For example, small sensors can be

placed on bumblebees [5] to track changes in colonies without interfering with their

normal activities. A small intraocular pressure (IOP) sensor [6] can be placed in eyes

for continuous pressure monitoring to track the progression of eye diseases. These

advances create more design challenges for circuit designers. The first challenge is ef-

ficient power management. IoT sensors often include batteries for energy storage and

use power management units (PMU) to extract energy from the battery and provide

a regulated supply to the load circuits. Batteries scale very slowly in size compared

to the scaling of CMOS feature size, making it extremely difficult for systems to scale

beyond the smallest battery available. With strict size constraints, efficient PMU de-

sign becomes difficult due to the limited number of capacitors or inductors that can

be fit into the system. Second, synchronized communication for programmability and

data extraction is difficult due to the size constraints. The efficiency of a traditional

RF antenna degrades with antenna size, forcing the use of high-power circuits and
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resulting in mm-transmit distances. Third, accurate sensing often requires accurate

current, voltage or frequency reference. However, the bandgap reference is too power

hungry and crystal oscillators are too big for sub mm3 systems.

This thesis introduces a 0.04-mm3, wireless and batteryless cellular temperature

sensor system. Monitoring cellular temperature as an indicator of cellular metabolism

is highly beneficial for disease study and drug discovery as many diseases (e.g., cancer)

are characterized by abnormal metabolism. This work presents a fully programmable

sensor node with a Cortex-M0+ processor, custom SRAM, optical energy harvesting,

2-way communication, and a subthreshold temperature sensor.

1.3 Extending Portable Computation to Genomics

Just as IoT systems provide convenience to peoples lives and help with develop-

ment in research and industry, genomics can transform precision health and enable

tailored treatment plans for patients. Genome sequencing devices are being minia-

turized, and companies such as Oxford Nanopore are selling palm-sized portable se-

quencers, making genomics a new application for the IoT. The advancement in genome

sequencing techniques has reduced the cost of primary sequencing for one genome from

ten million dollars [7] to one thousand dollars in the past decade. The speed and vol-

ume of sequencing machines have also improved greatly. This advancement can enable

us to detect cancer without invasive biopsies, detect rare genetic disorders for early

intervention, and identify pathogens for more accurate use of antibiotics. Advance-

ments in the primary analysis has triggered a growing demand for computing power

to speed up secondary analysis. Secondary analysis in whole-genome sequencing is

a crucial but time-consuming step, taking hundreds to thousands of CPU hours [8]

for one genome. As Moores Law tapers off, researchers have been developing cus-

tomized accelerators using ASIC [9] or FPGA [10][11][12] to speed up the secondary

analysis. This thesis also introduces a pruning-based hardware accelerator for a Pair
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Hidden Markov Model (HMM) calculation, which is a major time-consuming step in

the secondary analysis of whole-genome sequencing.

1.4 Dissertation Outline

This dissertation is composed of three chapters introducing circuit techniques

and system design for small form factor sensor nodes and one chapter introducing a

pruning-based Pair-HMM accelerator for genome sequencing.

Chapter II introduces a discontinuous switched-capacitor solar energy harvester

that enables ultra-low power energy harvesting. Smart sensor applications rely on

ultra-low power energy harvesters to scavenge energy across a wide range of ambient

power levels and charge the battery. Based on the key observation that energy source

efficiency is higher than charge pump efficiency, we present a discontinuous harvest-

ing technique that decouples the two efficiencies for a better trade-off. By slowly

accumulating charge on an input capacitor and then transferring it to a battery in

burst-mode, DC-DC converter switching and leakage losses can be optimally traded

off with the loss incurred by non-ideal MPPT operation. The harvester duty cycle is

automatically modulated instead of the charge pump operating frequency to match

with the energy source input power level. The harvester uses a hybrid structure called

a moving sum charge pump for low startup energy upon a mode switch, an automatic

conversion ratio modulator based on conduction loss optimization for fast conversion

ratio increment and a <15 pW asynchronous mode controller for ultra-low power op-

eration. In 180-nm CMOS, the harvester achieves >40% end-to-end efficiency from

113 pW to 1.5 µW with 20 pW minimum harvestable input power.

Chapter III introduces a fully integrated energy reservoir unit using a counter

flow method for peak power delivery in space-constrained sensor systems. Recent

advances in circuits have enabled a significant reduction in the size of wireless systems

such as implantable biomedical devices. As a consequence, the batteries integrated
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in these systems have also shrunk, resulting in high internal resistances (∼10 kΩ).

However, the peak current requirement of power-hungry components such as radios

remains in the mW range and hence cannot be directly supplied from the battery.

Therefore, an energy reservoir with high output power but small size is required. This

chapter presents an efficient energy reservoir that dynamically reconfigures a storage

capacitor array using a so-called counter flow approach. By creating a voltage gradient

on capacitor arrays and moving the capacitors along the slope of the gradient, the

supply voltage can be maintained while the energy stored in the reservoir is delivered

efficiently to the load. The counter flow energy reservoir delivers 65% of stored

energy before recharging is needed, which allows up to a 12× reduction in the overall

capacitor size compared with our implementation of the previous method [13]. The

design supplies up to 13.6 mW output power for 1µs. This chapter demonstrates

the proposed concept with a pulsed radio, showing an 11.5× increase in pulse length

compared with the previous method [13].

Chapter IV introduces a complete wireless sensor node for accurate cellular tem-

perature measurement, enabling implantation in a cluster of cells or large egg cells for

biological studies. This is a complete wireless sensor node for accurate cellular tem-

perature measurement that includes a fully programmable Cortex-M0+ processor,

custom SRAM, optical energy harvesting, 2-way communication, and a subthreshold

temperature sensor. The temperature resolution is 0.034°C RMS, and the transmit

distance extends to 15.6 cm. The 0.04 mm3 (∼500× smaller than a grain of rice)

fully assembled cellular temperature sensing system (CTS) is 24× smaller than prior

programmable sensing systems[14], enabling implantation in a cluster of cells or large

egg cells for biological studies.

Chapter V introduces a hardware accelerator using a pruning based algorithm

for Pair-HMM in genome sequencing. In the primary analysis of whole-genome se-

quencing, sequencing machines generate billions of strings called reads, representing
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fractions of DNA strands. In the secondary analysis, reads are first aligned to a pre-

viously sequenced genome using reference-guided assembly. Aligned reads are then

processed to identify differences from the reference genome in the step called variant

calling. Variant calling is complicated because the algorithm needs to identify real

variants of the sequenced genome from errors introduced by sequencing machines.

Pair-HMM is the most computationally intensive step in variant calling, taking 52%

of the total run time. This chapter introduces an algorithm that explores the huge dif-

ferences in values among the floating point numbers in Pair-HMM calculation so that

the floating point calculation can be reduced dramatically for speed up. A hardware

architecture is also introduced for the pruning-based Pair-HMM algorithm.

Chapter VI summarizes all the contributions of the presented work and discusses

future directions.
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CHAPTER II

A 20pW Discontinuous Switched-Capacitor

Energy Harvester for Smart Sensor Applications

2.1 Introduction

Energy harvesting from the ambient environment is critical for self-sustaining

IoT devices such as miniature-scale sensor nodes [16] and implantable medical sys-

tems [17] [30] [31] [32]. Energy sources including photovoltaic [16] [26], thermal [33],

piezoelectric [34] [35] and RF energy [31] [32] are available for harvesters to scavenge

to charge the batteries.

However, there are three main challenges in energy harvesting for IoT devices.

First, power level varies dramatically with ambient conditions. Illuminance can range

from 10 lux at twilight to 100K lux under direct sunlight. Under the illuminance range

of 10 to 100K lux, a 2.6× 3 mm solar cell can produce 20nW to 200uW [18], marking

a 10,000× range, which is difficult for harvesters to efficiently scale across. Second,

it is advantageous for harvesters to harvest from low ambient power level. Admit-

tedly, there are applications where sufficient high input ambient power is available

to harvesters and sufficient battery size to survive through periods of low ambient

input power. However, there are also situations where the sensor nodes are supplied

with limited maximum input power for long periods of time or with very limited
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battery size or no battery at all. For some applications such as infrastructure moni-

toring, nodes may be placed in hidden or difficult-to-reach locations, often dark and

possibly cold and quiet, providing extremely low ambient energy available for har-

vesting (e.g. 150pW for a 0.01mm2 photovoltaic cell at 32 lux). Biological sensing,

as another example, may require that the sensor nodes to be placed on moving ani-

mals, possibly restricting the level of maximum ambient energy available from pW to

nW (from nanogenerators [38] [39] [40], from biofuel cell [41]). Therefore, harvesters

which remain efficient with low ambient input energy may open up possibilities for

wider choice of sensor node placements and energy scavenge sources. However, few

harvester has been presented to date that can maintain reasonable efficiency with sub-

nW input power. For convenience, we refer to the minimum harvestable power as the

harvesting floor. As shown in Figure 2.1, the harvesting floor has decreased in recent

publications, with some papers pushing the limit to 1nW at 30 to 50% efficiency. An

inductor-based harvester was proposed in [21] which extends the harvesting floor to

1.2nW by reducing the leakage power of the harvester to 544pW, setting the harvest-

ing floor to be near 500pW. As an alternative approach, a self-oscillating switched

capacitor DC-DC converter was proposed [22] that extends harvesting floor by reduc-

ing clock generation overhead. Both these works sought to reduce the on-power of the

harvesters, and thus pushed the harvesting floor down to near 500pW. This work is

the first to our knowledge that can harvest below 500pW; it does so while maintaining

at least 40% efficiency across an input power range of 13000×. The third challenge

for a harvester is that each energy source needs to be biased properly to produce

maximum power; this process is called maximum power point tracking (MPPT). As

shown in Figure 2.1, harvesters typically achieve ≥ 90% energy source efficiency when

incorporating maximum power point tracking. In summary, we face three challenges:

wide input power range, low ambient power, and maximum power point tracking.

To extract energy efficiently from an energy source, a proper bias condition is
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Figure 2.1: Recent advances in low power harvesting

required to match the ambient power levels (e.g., VMPPT depends on incident light

level for photovoltaics). Fundamentally the ability to bias the energy source correctly

for maximum power extraction is not limited by power levels, as long as the proper

voltage or impedance is seen by the energy source. However, the efficiency of DC-

DC converters is closely related to input power levels, and a DC-DC converter is

usually only efficient for a certain power range [28], and limited by leakage for low

input power. Hence, we observe that energy sources can offer much higher efficiency

than DC-DC converters for low ambient power levels and across wide power ranges.

Therefore, to extend the harvesting floor by increasing efficiency at low ambient power

levels, this thesis proposed a new method called a discontinuous harvester, in which

we intentionally trade off MPPT efficiency for DC-DC converter efficiency.

Conventionally, a harvester is a DC-DC converter, with one common topology

being a switch-capacitor (SC) based charge pump as shown in Figure 2.2. This charge

pump is continuously pumping charge from the energy source, which produces a low

voltage, in order to charge the battery at a high voltage. DC-DC converter efficiency

remains relatively flat for a certain range of input power as seen in Figure 2.3(a). As

input power increases, the charge pump will increase its frequency to match the power
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Figure 2.2: Conventional harvester

level. Eventually a point where efficiency flattens is reached where the efficiency is

limited by the drive strength of the power switches. On the other hand, as input power

decreases, the charge pump runs slower and becomes leakage dominated, leading to

poor harvesting efficiency at low ambient power. Typically, reducing switch sizes

can limit leakage. However, this approach concurrently reduces the maximum input

power the system can harvest, resulting in a similar harvesting range. Therefore,

size optimization cannot effectively extend the range of harvestable input power. In

contrast, while charge pump power range is inherently limited, it is relatively easy

to maintain MPPT efficiency across a wide range of input power. Put another way

overall efficiency is given by MPPT efficiency multiplied by charge pump efficiency,

and overall efficiency is limited by charge pump efficiency.

To extend the harvesting floor, the idea proposed in this chapter ( [36] [43]) is

to trade off MPPT efficiency to allow for higher charge pump efficiency at low input

power levels. At the same time efficiency is maintained at high input power, so that

an ultra-wide range harvester with low harvesting floor is achieved (Figure 2.3(b)).
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Figure 2.3: Conceptual efficiency illustration of (a)traditional harvester efficiency
(b)proposed harvester

Figure 2.4: Concept of discontinuous harvester

2.2 Proposed Technique: Discontinuous Harvesting

2.2.1 Discontinuous Harvesting

The proposed work is a discontinuous harvester that operates in two phases (Fig-

ure 2.4). In these two phases, the bias voltage of the energy source, Vsol, deviates

from Vmppt, which results in a slightly lower harvesting source efficiency. At the same

time the charge pump is duty cycled to achieve a much higher CP efficiency. This

work uses an off-chip capacitor controlled by on-chip switches S2 and S3 to isolate

the charge pump. A mode controller enables the two phase discontinuous operation.
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Figure 2.5: Conceptual operation of discontinuous harvester

It should be noted that this discontinuous burst-mode operation is only applicable

when the ambient power accessible to the harvester is at the low end of its operating

range. In this situation, the harvester efficiency is limited by leakage, and the dis-

continuous operation can effectively reduce the efficiency degradation due to leakage.

When the ambient power accessible to the harvester is high enough for the harvester

to operate efficiently and leakage is not dominant, the harvester is configured to op-

erate continuously as a conventional charge pump, which matches its frequency to

the given input power. In both scenario, we aim to extract maximum power from the

input energy source.

Phase 1 is a harvest phase where S2 and S3 are open. In this phase, the energy

source slowly accumulates charge on the capacitor. As shown in Figure 2.5, bias

voltage Vsol increases from below Vmppt to above Vmppt. In contrast, a conventional
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harvester attempts to hold the energy source output at a fixed voltage Vmppt. Hence

as shown in the second plot, the proposed method sacrifices MPPT efficiency. In this

phase, the charge pump is power gated reducing system leakage to below 15pW this

value is critical as it sets the harvesting floor. In contrast, conventional continuous

harvesters have a consistently high leakage, resulting in a low or even negative charge

pump efficiency at extremely low input power levels (e.g., sub-nW).

When Vsol is sufficiently high, the harvester enters phase 2, which is a transfer

phase. In this phase, S2 and S3 are closed to power on the charge pump, effectively

transferring charge to the battery in a burst-mode. The charge pump goes through

a startup mode and operates at its peak efficiency in steady state. Vsol quickly de-

creases in this phase, and at some point the harvester is reconfigured back to the

harvest phase. It should be noted that when operating discontinuously (i.e. available

input power is low), the charge pump always operates at its optimal frequency with

peak efficiency, and when input power level is high enough for efficient continuous

operation, the charge pump needs to adjust operating frequency for maximum power

extraction. Therefore, this technique simplifies the charge pump design because op-

timizations (flying capacitor size, switch size, etc.) are only needed for high input

power range. In this implementation, capacitor and switch sizes are optimized for

input power >100nW for the given die area.

The resulting solar efficiency of the proposed harvester is lower because Vsol

deviates from Vmppt, however a much higher charge pump efficiency is achieved due

to the low leakage in harvest phase and peak efficiency in transfer phase. Therefore,

the discontinuous harvester has much higher overall efficiency under low input power.

2.2.2 Energy efficiency trade-off analysis

The discontinuous harvester enters transfer phase when the capacitor Cbuf is

charged and returns to harvest phase when Cbuf is depleted, resulting in a voltage
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range seen at Cbuf. We refer to the voltage range of this capacitor as ∆Vsol. It

is important to note that there is a trade-off between MPPT and DC-DC converter

efficiencies that serves to limit ∆Vsol.

∆Vsol is an indicator of how often the system goes into transfer phase. Figure 2.6

shows the trade-off related to ∆Vsol based on a mathematical derivation given later

in this section. As ∆Vsoll decreases, Vsol becomes closer to Vmppt and solar effi-

ciency accordingly rises. As ∆Vsol decreases towards zero, the harvester becomes a

conventional harvester operating continuously, biasing the solar cell at a fixed voltage

where maximum power point tracking can be achieved for the given light condition,

battery voltage and the implemented charge pump. However, in this latter case the

harvester enters transfer phase more often, introducing extra losses. One cost associ-

ated with entering transfer phase very frequently includes a startup process in which

the CP initializes the flying caps, requiring a large amount of energy. With infre-

quent entry to transfer phase (i.e., larger ∆Vsol) the startup loss gradually becomes

negligible, and total charge pump efficiency approaches its peak. In summary a large

∆Vsol limits solar efficiency while a small ∆Vsol is limited by charge pump efficiency.

Therefore, there is an optimal ∆Vsol that achieves the highest overall efficiency.

To derive the optimal ∆Vsol we define two voltages VH and VL, which indicate

the high and low voltages seen at Cbuf when the harvester enters transfer phase and

harvest phase, respectively. Thus, ∆V sol = V H−V L by definition. The optimal pair

of VH and VL results in the maximum end to end efficiency. End-to-end efficiency

Efftot can be expressed as Equation 2.1, where Effsolar is the solar efficiency in the

harvest phase, Efftran is the overall charge pump efficiency in the transfer phase, Pleak

is the leakage power in the harvest phase and Pmppt is the solar cell output power when

biased at its maximum power point.(See Appendix B for details) Equivalent series

resistance (ESR) of the capacitor Cbuf (ESR=0.3Ω, measured) can potentially limit

the maximum current (e.g. Imax=30mA for 10mV voltage drop) supplied by Cbuf,

17



Figure 2.6: Dependency of efficiencies on ∆Vsol based on model prediction and sim-
ulation

and thus sets an upper bound on input power in transfer phase for discontinuous

operation. However, the charge pump implemented in this design operates at a much

lower power level and therefore is not limited by ESR.

Efftot = Effsolar ∗ Efftran −
Pleak

Pmppt

(2.1)

Overall charge pump efficiency in the transfer phase is given in Equation 2.2,

where Eoutst and Einst are the energy drawn from the battery and Cbuf respectively

during the startup step, and Eoutss and Einss are the steady state output and input

energy, respectively.

Efftran =
Eoutss − Eoutst
Einss + Einst

(2.2)

The transfer phase efficiency can be expressed in terms of VH and VL and charge

pump efficiency in steady state, Effss (Equation 2.3). For simplicity, Effss is as-

sumed to be independent of VH and VL for this derivation, since ∆Vsol is only a few
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hundreds of mV and charge pump efficiency is relatively insensitive to VH and VL

compared to solar cell efficiency. Eoutst and Einst depend mostly on VH, and vary

depending on the charge pump structure used. For simplicity, Eoutst and Einst are

assumed to be independent of VH and VL.

Efftran =
[1
2
∗ Cbuf ∗ (V H2 − V L2)− Einst] ∗ Effss − Eoutst

1
2
∗ Cbuf ∗ (V H2 − V L2)

(2.3)

When the harvester goes into harvest phase, solar cell outputs power to slowly

charge Cbuf. Due to the voltage ripple ∆V sol = V H − V L, solar cell is not biased

at its maximum power point, introducing a reduced solar efficiency. Therefore, solar

efficiency can be expressed as in Equation 2.4, where VL and VH are the voltage

across Cbuf at the beginning and at the end of the harvest phase respectively, and

P (v) is the instantaneous output power of the solar cell when biased at voltage v.

(See Appendix C for details.)

Effsolar =

∫ V H

V L
2vdv

Pmppt

∫ V H

V L
2v

P (v)
dv

(2.4)

Here we set V H = Vmppt, which is the maximum power point of the solar cell.

After simplification (see Appendix D for details), solar efficiency can be simplified as

shown in Equation 2.5, where Isc is the short circuit current of the solar cell. Transfer

phase efficiency can be rewritten in Equation 2.6 in terms of ∆Vsol.

Effsolar =
(2Vmppt −∆V sol) ∗ Isc

2Pmppt

(2.5)

Efftran =
[1
2
∗ Cbuf ∗ (V 2

mppt − (Vmppt −∆V sol)2)− Einst] ∗ Effss − Eoutst
1
2
∗ Cbuf ∗ (V 2

mppt − (Vmppt −∆V sol)2)
(2.6)

The optimal ∆Vsol can be found by taking first order derivatives of Equation 2.1
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Figure 2.7: Dependency of ∆V sol, opt on Cbuf based on calculation

assuming Pleak is independent of ∆Vsol. Equation 2.7 shows that the optimal ∆Vsol(∆V sol, opt)

increases with startup energy and decreases with Cbuf size. Figure 2.7 graphically

shows the relationship between ∆V sol, opt and Cbuf; intuitively as Cbuf grows the

harvester should be able enter the transfer phase more often (startup costs are well

amortized) and this improves total efficiency since the energy source operates closer

to its MPP. One tradeoff here is in area and cost at the discrete component level.

∆V sol, opt =

√
2 ∗
√
Effss ∗ Einst + Eoutst√
Cbuf ∗ Effss

(2.7)

2.3 Implementation of Discontinuous Harvester

2.3.1 Proposed Architecture

The proposed harvester (Figure 2.8) consists of an always-on power domain, shown

in dashed lines, a gated power domain, an off-chip capacitor, and switches S1 through

S3 used to enable the two phases. In harvest phase, the mode controller power gates

the other circuits, while the solar cell charges the capacitor as discussed before. The
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low power mode controller consists of a clocked comparator that monitors Vsol and

triggers a transition to transfer phase if Vsol increases above Vref H. The comparator

is clocked by a leakage-based oscillator [37]. Mode transition is controlled using

asynchronous logic to eliminate clock power that would otherwise be dominant.

Figure 2.8: Proposed architecture

As shown in Figures 2.9 and 2.10, when the harvester enters the transfer phase,

S1-S3 are enabled and the system is powered on. First, the charge pump needs to be

powered up. The system controller is powered by battery voltage VBAT, which is the

only voltage available. It configures the charge pump to an initial conversion ratio,

and begins counting cycles as the charge pump builds up its internal voltages. The
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system controller runs at the same frequency as the charge pump to accurately control

the duration of startup mode. As the charge pump stabilizes, it begins to produce

a 1.2V (labeled V1P2) supply. The system controller then immediately switches its

power supply from VBAT to V1P2 to reduce power consumption. The 1.2V supply

is used for the remainder of the charge transfer phase.

Figure 2.9: Detailed architecture of discontinuous harvester

Figure 2.10: Timing diagram of the discontinuous harvester
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At this point the system controller switches to a slower clock to reduce dynamic

power; a divided down version of the charge pump clock is generated and selected

by the Clock CTRL module. Once the charge pump is stabilized it only requires

occasional conversion ratio reconfiguration. As Vsol decreases during the transfer

phase, the harvester automatically increases the conversion ratio. An automatic con-

version ratio modulator (ACRM) monitors Vsol and determines whether conversion

ratio should be changed or not, and increments the conversion ratio accordingly. Com-

parator C2 is a clocked comparator that controls the transition back to harvest phase.

It fires when Vsol becomes lower than Vref L, and returns the harvester to harvest

phase. In this implementation, Vref H and Vref L are external references which vary

with incident light conditions, and the light conditions here are sensed externally. A

more complete system for future work should include the generation of the references,

a light sensing module and a mapping module to map the lighting condition to the

optimal reference voltages, which can be predetermined. The implementation of these

modules may introduce extra power overhead. One possible method to generate the

reference voltages is shown in Figure 2.11. Vref H and Vref L can be approximated as

fractions of the open circuit voltage (Voc) of a solar cell, which can be generated using

a dummy solar cell unit connected in parallel with a voltage divider. This provides

a low power (simulated power consumption: 14fW typical, <100fW across corners)

way of generating reference voltages that automatically tracks the lighting condition.

Figure 2.12 compares the simulated optimal end-to-end efficiency with the efficiency

when using the proposed circuit to generate Vref H and Vref L as fractions of Voc.

Optimal reference voltages are approximated with <10mV error, and the resulting

efficiency degradation is within 2%.
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Figure 2.11: Proposed reference voltages generation

Figure 2.12: Simulated end-to-end efficiency with approximated Vref H and Vref L
24



2.3.2 Moving-Sum Charge Pump

The DC-DC converter used in the harvester upconverts Vsol to the battery volt-

age in order to charge the battery, and it is only enabled during transfer phase. To

accommodate solar voltage from 0.25−0.45V, we need 10−31× variable conversion

ratio. A standard approach would use a Dickson charge pump, which has high effi-

ciency and offers fine-grained conversion ratios. However, Dickson charge pumps have

drawbacks that are unique to the proposed discontinuous harvesting system. Dickson

charge pumps have a large number of flying capacitors, and high voltage across each

of them. For example, to obtain a 31× conversion ratio, thirty flying capacitors are

needed. Voltage across the capacitors range from 1×VIN to 30×VIN. This will re-

sult in large startup losses when initializing the flying caps. This is not a concern in

always-on continuous harvesters, however these losses will greatly degrade efficiency

in the proposed discontinuous harvester, as the harvester frequently starts and shuts

down the charge pump.

In order to reduce the number of flying caps while maintaining all needed conver-

sion ratios, this chapter introduces a new structure named moving sum charge pump,

which is shown in Figure 2.13. It consists of a reduced Dickson charge pump to pro-

duce 2−9× times VIN, a voltage mux to select four voltages from 2−9× according to

the conversion ratio, and a summing series parallel stage where the selected voltages

on the flying caps are placed in series and summed to charge VOUT.

The operation has three phases as seen in Figure 2.14. In phases A and B, the

reduced Dickson CP stage operates identically to a standard Dickson charge pump.

Four different intermediate voltages are tapped out as Vs1 − Vs4. Four flying caps

in the summing stage are connected to the Dickson stage separately and charged to

Vs1 − Vs4. Charge is transferred from Dickson stage to summing stage. In phase C,

the four flying caps in the summing stage are disconnected from Dickson stage, and

then stacked together to produce VOUT.
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Figure 2.13: Structure of moving-sum charge pump
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Figure 2.14: 3-phase operation of moving-sum charge pump

By selecting from 2−9×VIN and summing voltages, we are able to produce con-

version ratios from 10× to 31× with only 12 fly caps instead of 30. For example, to

produce a conversion ratio of 28×, we need to select 5×, 6×, 8×, and 9× as Vs1−Vs4.

27



Figure 2.15: Simulated startup energy comparison between moving-sum charge pump
and Dickson charge pump

Figure 2.15 shows the improvement in startup energy of the proposed moving-sum

charge pump compared to the traditional Dickson charge pump, with both simulated

and calculated values plotted. By reducing the number of flying caps and limiting

the voltage across flying caps, the proposed structure reduces the startup energy by

up to 20× compared to a Dickson charge pump. According to Equation 2.7, this

can translate to an increase in MPPT efficiency through an allowable reduction of

∆V sol, opt by 4.5×.

In addition to the moving-sum charge pump, alternative hybrid charge pump

structures can also be considered. The SAR DC-DC converter proposed in [29] is

modified here for step-up conversion. This structure achieves fine-grain conversion

ratios by reconfiguring 1:2 doublers. Similar to the moving-sum charge pump, a new

hybrid structure, which is referred to as binary charge pump, is compared here as

an alternative. As shown in Figure 2.16, the binary charge pump has two stages, a

doubler chain stage that produces 2×, 4×, 8×, and 16× VIN, a voltage mux that

selects four voltages (Vs1 to Vs4), and a summing stage that sums voltages Vs1

28



to Vs4 using four capacitors. The voltage selection is directly based on the binary

representation of the conversion ratio, and this is where the name binary comes from.

The operation requires two phases as shown in Figure 2.17. In phase A, the doublers

chain stage is connected to the four capacitors from the summing stage in parallel,

charging the capacitors to the desired voltages. In phase B, the four capacitors in

the summing stage are disconnected from the doublers chain stage, and connected in

series to produce output VOUT.
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Figure 2.16: Structure of binary charge pump
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Figure 2.17: 2-phase operation of binary charge pump

In theory, SAR and binary charge pump can further reduce the startup energy by

reducing the number of flying capacitors. However, these two doubler-based struc-

tures have lower steady state efficiency compared to Dickson-based structures such as

the moving-sum charge pump. Figure 2.18 compares the simulated efficiencies of tra-

ditional Dickson, moving-sum, SAR, and binary charge pumps. Moving-sum charge

pump maintains a higher efficiency over a wider range of input voltages than binary

or SAR structures. Therefore, considering both startup and steady state losses, as

well as a large desired input range, the moving-sum charge pump is implemented to
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achieve better overall performance.

Figure 2.18: Charge pump efficiency comparison based on simulation

2.3.3 Automatic Conversion Ratio Modulator

ACRM (Figure 2.19) is only enabled in the transfer phase to automatically in-

crease conversion ratio as Vsol decreases. For each input voltage, there is an optimal

conversion ratio where the conduction loss is balanced with the switching loss. The

harvester increases conversion ratio when the conduction loss is smaller than this bal-

ancing point. As an indicator of conduction loss, we use ∆V, defined as conversion

ratio CR multiplied by VIN minus VBAT, which is the difference between unloaded

charge pump output and loaded output.

Conversion ratio is modulated by calculating ∆V for the next conversion ratio,

∆VCR+1, and comparing it to the optimal ∆V, which is approximated to be a fraction

of VBAT. We reduce all voltages here by half for easy implementation. After cleanup,

the equation used for implementation is (CR + 1) ∗ V in ∗M < VBAT , where M is

a constant. The left hand side of the equation is defined to be Vmult, which is

generated using a switch-capacitor amplifier in phase 1 and 2, then compared with
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Figure 2.19: Automatic Conversion Ratio Modulator

half VBAT in phase 3. If Vmult is smaller than half VBAT, the comparator fires and

conversion ratio increases by 1. This conversion ratio signal will be sent to a switch

selection module to change the configuration of the moving-sum charge pump. Since

Vsol is guaranteed to monotonically decrease during transfer phase, the logic for ratio

modulation is simplified as it only needs to check for improved performance in one

direction (i.e., towards a higher CR).

2.3.4 Low Power Mode Controller

The mode controller (Figure 2.20) controls the transition between harvest and

transfer phases. It consists of a flip-flop to store the current state, a MUX, two pulse

generators to clock the flip-flop at phase transitions, and delay cells to ensure correct

timing. The complete controller has leakage power of less than 15pW, which is critical

to enabling harvesting at ultra-low input power levels. Asynchronous logic is used to

save clock power.
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Figure 2.20: (a) Circuit diagram of the mode controller and (b) timing diagram
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2.4 Measurements

The chip is fabricated in 180nm CMOS and occupies 1.7mm × 1.6mm (Fig-

ure 2.21). The design uses 12 flying capacitors with total cap size of 1.5nF. The

chip is tested with controlled lighting conditions using a 0.01mm2 GaAs solar cell and

two stacked CMOS solar cells, which are 0.001mm2 and 0.037mm2, respectively. Har-

vester output energy is accumulated on a test capacitor, whose voltage is continuously

monitored by electrometer.

Figure 2.21: Die photo

Figure 2.22 shows the measurement of automatic conversion ratio modulator

across VIN, which is swept from 0.26 to 0.6V. The ACRM can select the correct

conversion ratio within 2 codes from optimal, resulting in only a few percent effi-

ciency degradation for most of the conversion ratios.
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Figure 2.22: Automatic Conversion Ratio Modulator measurements

Figure 2.23 characterizes the moving-sum charge pump efficiency versus output

power. It achieves 60% peak efficiency at 256nW output power when converting solar

voltage to a 4V battery voltage, and maintains ≥ 45% efficiency over the 4nW to

4µW output power range.

Figure 2.23: Moving-sum charge pump measurements

The efficiency improvement of the proposed discontinuous harvester over the con-

ventional continuous harvester is compared in Figure 2.24. Data points with Pmppt

> 66pW are taken using the GaAs solar cell, and data points with Pmppt < 66pW
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are taken using stacked CMOS solar cells to boost solar voltage at very low input

light levels. End-to-end efficiency is calculated as harvester output power Pout di-

vided by source power at its maximum power point. For the continuous harvester,

its harvestable input power range is approximately 10nW to 1.5µW. The proposed

discontinuous harvester efficiency can harvest from 113pW to 1.5µW with efficiency

>40%. The discontinuous harvester also provides >20% efficiency at 20pW.

Figure 2.24: Harvester measurements

As described earlier, there is a trade-off between MPPT efficiency and charge

pump efficiency that is quantified by ∆Vsol. Measurements in Figure 2.25 show that

as ∆Vsol increases the solar efficiency decreases, while charge pump efficiency in-

creases. This yields an optimal ∆Vsol of 120mV in this case. This measurement con-

firms the previous efficiency analysis. Figure 2.26 provides measurements to demon-
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strate the relationship between Cbuf size and transfer phase efficiency − this confirms

that increased Cbuf size will initially improve transfer efficiency and then saturate at

peak efficiency.

Figure 2.25: Measured trade-off between transfer phase efficiency and solar efficiency

Figure 2.26: Measured dependency of transfer phase efficiency on Cbuf size
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2.5 Conclusion

In conclusion, this chapter presented a discontinuous harvester where the solar

efficiency and charge pump efficiency are separated and co-optimized to allow for a

wider output power range and lower harvesting floor. The harvester achieves 13,000×

input power range, 20pW harvesting floor, and less than 15pW idle power (Table 2.1).

To optimize discontinuous harvesting, a new moving-sum charge pump topology is

implemented to reduce startup energy. An automatic conversion ratio modulator

increments conversion ratio to match decreasing input voltage while charge transfers

to the battery. A low leakage mode controller is implemented to reduce idle power,

lowering the harvesting floor.

Table 2.1: Performance summary and comparison
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CHAPTER III

A Fully Integrated Counter Flow Energy Reservoir

for Peak Power Delivery in Small Form-Factor

Sensor Systems

3.1 Introduction

Small form-factor systems are widely applicable in biomedical research and medi-

cal implants. Millimeter-scale implantable systems can monitor ECG signals [44] and

intraocular pressure [46], stimulate the spine [45] and analyze blood samples [47]. To

store energy, many of these small implantable systems use small form-factor batteries,

which often have high internal resistance. For example, the commercial battery used

in [48] has an internal resistance of up to 30 kΩ, which limits the direct current that

can be drawn from the battery to 7µA with 200 mV voltage drop. Moreover, the

internal resistance of batteries becomes worse with cycling, which further limits the

output current.

However, the peak current requirement of power-hungry components, such as

radios, remains in the hundreds of µA or even mA range. Therefore, if we directly

connect the battery to the supply as shown in Figure 3.1, the battery voltage VBAT

drops unacceptably when a burst of large current is pulled by the load circuits. One

solution to this problem, illustrated in Figure 3.2, is to directly power this high
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Figure 3.1: Voltage and current waveforms with direct battery connection

burst of current through a storage capacitor Cs, which is proposed for some pulse-

based radios [13]. The capacitor is then recharged using a current limiter to protect

the battery from excessive droop. This paradigm raises two challenges: 1) to supply

sufficient energy, very large capacitance (>50 nF) is often needed based on calculation

(200 mV drop with battery voltage of 4V, for 10 mW and 5 µs pulse duration),

leading to a large die area or a bulky off-chip discrete component; and 2) only a

small fraction ( 5% based on calculation) of energy stored in the capacitor is actually

delivered to the high power components since the capacitor can only be discharged by

a few hundred mV while maintaining proper circuit operation. In this section, we set

200mV drop (equivalent to 5% supply voltage drop) as a criteria to compare different

design alternatives, because it is reasonable for many supply voltage sensitive circuits,

such as amplifiers and memory. In real implementation, the proposed method can

still operate beyond 5% supply voltage drop.

Alternatively, to extract more energy from the storage capacitor and reduce its

size, a DC-DC converter can be used to more fully deplete the stored energy while

maintaining the required supply voltage (Figure 3.3) [49]. However, such a high

output power DC-DC converter requires either an off-chip discrete inductor or a large

on-chip flying capacitor array with a total capacitance similar to or even larger than

that of the mentioned storage capacitor, making this solution also unsuitable for small
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Figure 3.2: Voltage and current waveforms with single capacitor method

Figure 3.3: Voltage and current waveforms with DC-DC converter

form-factor sensors.

Another alternative solution is to decompose the large storage capacitor Cs into

multiple small capacitors and reconfigure them to maintain supply (Figure 3.4). When

the supply voltage drops below the minimum allowable voltage for the circuit, which

we refer to as Vmin, the simplest reconfiguration scheme is to stack the capacitors

in series to boost the voltage [50]. However, this leads to a 2× Vmin supply voltage

overshoot, which is not possible for many circuits.
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Figure 3.4: Voltage and current waveforms with series parallel reconfiguration

A feasible alternative is to stack a small portion of the capacitors in series and

connect this stack in parallel with the rest of the capacitors (Figure 3.5). The supply

voltage can then be boosted with acceptable overshoot. However, each reconfiguration

creates charge sharing loss due to voltage drop across the switches. Therefore the

energy extraction is only 41% for 16-unit capacitors based on calculation.

To deliver charge with minimum charge sharing loss and to extract a very high

percentage of the total charge, this chapter introduces a counter flow reconfigurable

energy reservoir ( [52] [54]). This fully integrated energy reservoir unit dynamically

reconfigures a storage capacitor array using a so-called counter flow approach. This

design efficiently integrates the storage capacitor and DC-DC converter into one cir-

cuit, thereby maximizing the area efficiency and minimizing the charge sharing loss.
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Figure 3.5: Voltage and current waveforms with charge sharing reconfiguration

3.2 Proposed Technique: Counter Flow Method

3.2.1 Operation concept of counter flow method

The key challenge in the reconfigurable energy reservoir is to deliver charge with

minimum charge sharing loss (i.e., minimized intentional charge sharing steps inside

capacitor array) and to extract a very high percentage of the total charge (i.e., min-

imum remaining voltage on capacitors). To accomplish this, we use an approach

inspired by a biological phenomenon called counter flow, where oxygen and blood

flow in opposite directions in fish gills, creating a slowly declining oxygen gradient for

maximum gas exchange.

We use this idea and apply it to our problem of the efficient extraction of energy

from a storage capacitor. This method is conceptually shown in Figure 3.6, 3.7, 3.8

with 8 unit capacitors, a battery voltage of 5 V and a minimum circuit operating

voltage of 4 V. As shown in Figure 3.6(a), we start with all capacitors charged to 5

V in parallel, and they are then discharged by the load to 4 V. Then 2 capacitors

are connected in series (Figure 3.6(b)) and subsequently connected in parallel with
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the other 2 capacitors, boosting the supply voltage upon closing the switches. In a

real implementation, a time-spreading technique (see Section 3.2.3) in which switches

are closed sequentially is used to limit the voltage overshoot to 5%. As the load

discharges the supply voltage to 4 V (Figure 3.6(c)), we obtain 2 capacitors at 2 V

and 2 capacitors at 4 V. Next, we connect a capacitor at 2 V and a capacitor at 4

V in series (Figure 3.6(d)) and then connect them in parallel with a capacitor at 4

V, boosting the voltage again. Similarly, at the end of discharge to 4V by the load,

we have formed a capacitor at 1 V and a capacitor at 3 V (Figure 3.6(e)). Along

with the capacitor at 2 V and the capacitor at 4 V formed in the previous steps, we

form a capacitor array with a trapezoid voltage gradient of 3 V (Figure 3.6(f)). In

each round of reconfiguration, we stack the capacitor with the highest voltage with

the lowest, the second highest with the second lowest, etc., and share charge with

the capacitors when the load is at Vmin. This operation has two purposes: 1) The

supply voltage is maintained with each reconfiguration. 2) Intermediate voltages are

formed systematically at the end of discharge, and all previous formed voltages are

conserved. In this way, the trapezoid capacitor array becomes more fine-grained with

each round of operation. At the end of this process, each capacitor size is split in

half, forming two identical sets of trapezoid capacitor arrays.

Then we stack the 2 set of capacitors in series as shown in Figure 3.7(a). The top

4 capacitors are charged to decreasing voltages that is represented by a trapezoidal

shape, and the bottom 4 capacitors are charged to increasing voltages, creating a

second trapezoid. The blue and red lines indicate the voltages of the different capaci-

tors. Then we insert switches that allow us to reconfigure the capacitors. As the load

discharges the supply voltage to 4 V (Figure 3.7(b)), we shift the two trapezoids in

opposite directions (Figure 3.7(c)), boosting the supply voltage to 5 V again. This

process is repeated. As the supply voltage is once again discharged to 4 V by the

load (Figure 3.7(d)), we shift the two trapezoids in opposite directions, increasing the
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Figure 3.6: Operation concept of counter flow energy reservoir (split phase)

voltage by the slope of the gradient with each shift (Figure 3.7(e)). Since each shift

operation simply increases the supply voltage and does not cause any charge sharing

within the capacitor array, charge sharing loss is eliminated, resulting in highly effi-

cient energy delivery. 78% energy is extracted based on theoretical calculation with

16 unit caps and 200mV voltage drop.

Figure 3.8(a) shows the final state of this process and indicates the charge still

remaining on the capacitors. To extract this remaining energy from the reservoir, we

fold the trapezoid and stack 4 capacitors in series to restore nominal supply voltage,

forming 2 new trapezoids. As shown in Figure 3.8(b-e), when the voltage is discharged

to Vmin, we repeat the stack and shift operation as we previously did in the first round,

resulting in 82% total energy extraction efficiency based on calculation with 16 unit

caps and 200mV voltage drop. This second round of operation requires 13 more

switches in a real implementation.
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Figure 3.7: Operation concept of counter flow energy reservoir (1st round of recombine
phase)
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Figure 3.8: Operation concept of counter flow energy reservoir (2nd round of recom-
bine phase)

48



In summary, the proposed counter flow energy reservoir has 2 phases (Figure 3.9).

In phase 1, which is referred to as the split phase, a voltage gradient is created across

two sets of capacitors with 13% charge sharing loss. In phase 2, which is referred

to as the recombine phase, the two sets of capacitors are stacked together in reverse

direction and repeatedly shifted in opposite directions as the load draws charge from

the reservoir, increasing the voltage by the slope of the gradient with each shift. Since

this shift operation simply increases the load voltage Vsupply and does not cause any

charge sharing within the capacitor array, charge sharing loss is avoided, resulting in

highly efficient energy delivery. By repeatedly shifting, the vast majority of stored

charge can be extracted, maximizing the total delivered charge. A second round

of the recombine phase can be implemented by folding the trapezoids, as described

previously, leaving only 5% energy not extracted based on calculation with 16 unit

caps and 200mV voltage drop (See Section 3.2.2 for derivation). This process results

in a total energy extraction efficiency of 82% for the entire process. It should be noted

that we claimed no charge sharing loss in recombine phase assuming no decoupling

capacitors at output. When decoupling capacitors are added at the output, there

will be charge sharing loss every time the energy reservoir is reconfigured, including

the recombine phase. This can degrade energy delivery efficiency depending on the

capacitance of the decoupling capacitor, and we think this issue is hard to avoid for

most switched-capacitor energy delivery schemes.
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Figure 3.9: Summary of the 2-phase operation of counter flow energy reservoir

3.2.2 Energy efficiency analysis

To analyze the theoretical performance of the proposed counter flow energy reser-

voir, we define an efficiency metric named single shot energy delivery efficiency,

Effsingle−shot. The efficiency is defined in Equation 3.1, where Edeliver,split is the

energy delivered in split phase, Edeliver,recombine is the energy delivered in the recom-

bine phase, and Estored is the total energy originally stored in the energy reservoir.

The single shot energy delivery efficiency indicates how efficiently energy is extracted

before recharging.
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Effsingle−shot,proposed =
Edeliver,split + Edeliver,recombine

Estored

(3.1)

In order to analyze the single shot energy delivery efficiency, we need to understand

the two major sources of loss in the proposed design. The first source of loss is

charge sharing. As discussed before, charge sharing loss only exists in the split phase

due to explicit charge sharing in each round of reconfiguration to boost the supply

voltage. During the recombine phase, the supply voltage is maintained by shifting the

capacitors without explicit charge sharing. The second source of loss is the residual

energy in the reservoir at the end of the entire reconfiguration process. This general

analysis is performed with 2(n+1) unit capacitors, total capacitance Ctot, a battery

voltage VBAT, and a minimum voltage Vmin for proper circuit operation.

First, we analyze the charge sharing loss in the split phase. In each step of the split

phase, a set of capacitors (with capacitance Cleft and voltage Vleft1) is connected in

series with a second set of capacitors (with capacitance Cleft and voltage Vleft2), and

they share charge with another set of capacitors (with capacitance Cde and voltage

Vmin). Figure 3.10 shows the 3 reconfiguration steps, which we denote as j, and their

sub-steps, which we denote as i, in the split phase for 16 unit capacitors (n=3). Values

of Cleft, Cde, Vleft1, and Vleft2 for each step j and sub step i are also shown in the

figure. In general, these values are expressed in Equations 3.2, 3.3, 3.4, 3.5 for each

step j and sub step i. In these equations, n is the number of steps in the split phase

for 2(n+1) unit capacitors.

C(left,j) =


Ctot

4
j = 1

Ctot

2j
2≤j≤n

(3.2)

C(de,j) =


Ctot

2
j = 1

Ctot

2j
2≤j≤n

(3.3)
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V(left1,ij) =


Vmin j = 1

Vmin

2j−1 ∗ i 2≤j≤n, 1≤i≤2j−2

(3.4)

V(left2,ij) =


Vmin j = 1

(1 + 1
2j−1 ) ∗ Vmin − Vlef1,ij 2≤j≤n, 1≤i≤2j−2

(3.5)

The energy loss for the split phase is expressed in Equation 3.6, as the sum of

Eloss,step, where Eloss,step (Equation 3.7) is the charge sharing loss at each sub step

i. The total charge sharing loss in the split phase Eloss,split is then calculated in

Equation 3.8. From the voltages across each of the capacitors at the end of the

split phase (listed in Equation 3.9, each number represents the voltage across 2 unit

capacitors), we can derive the energy remaining in the reservoir at the end of the split

phase, Eendstate,split (Equation 3.10). Finally, the energy delivered to the load during

the split phase Edeliver,split can be calculated using (Equation 3.11), where Estored is

the energy originally stored in the energy reservoir, Eendstate,split is the energy left at

the end of split phase and Eloss,split is the charge sharing loss in the split phase.

Eloss,split =
n∑

j=1

2j−2∑
i=1

Eloss,step(Cleft,j, Cde,j, Vleft1,ij, Vleft2,ij) (3.6)

Eloss,step(Cleft,j, Cde,j, Vleft1,ij, Vleft2,ij) =
21−3j

3
CtotV

2
min (3.7)

Eloss,split = 0.05CtotV
2
min +

2−3−2n

9
(−4 + 4n)CtotV

2
min (3.8)

{Vmin

2n
,
2Vmin

2n
,
3Vmin

2n
, ..., Vmin} (3.9)
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Eendstate,split =
1

2

Ctot

2n

2n∑
m=1

(m ∗ Vmin

2n
)2 (3.10)

Edeliver,split = Estored − Eendstate,split − Eloss,split

= (
1

2
CtotV

2
bat)−

1

2

Ctot

2n

2n∑
m=1

(m ∗ Vmin

2n
)2 − [0.05CtotV

2
min +

2−3−2n

9
(−4 + 4n)CtotV

2
min]

(3.11)

Next, we will analyze the energy non-extracted in the 1st round of the recombine

phase. In this phase, the trapezoid capacitor arrays are stacked in reverse direction

and repeatedly shifted in opposite directions. The capacitors with original voltage

mVmin

2n
are shifted m times in total. The voltage across each capacitor is discharged

by Vmin

2n+1 with each shift. Therefore, the voltage across each capacitor at the end of

the 1st round of the recombine phase is mVmin

2n
−mVmin

2n+1 = 1
2
mVmin

2n
, which is half of

the original voltage, as shown in Equation 3.12 (each number represents the voltage

across 2 unit capacitors).

{1

2

Vmin

2n
,
1

2

2Vmin

2n
,
1

2

3Vmin

2n
, ...,

1

2
Vmin} (3.12)

By folding the trapezoids in the 2nd round of the recombine phase, more energy

can be extracted. The voltage across each capacitor at the end of the 2nd round of

recombine phase (Equation 3.13) can be derived by writing out the start and end

state of each step. The energy remaining at the end of this phase is expressed in

Equation 3.14. This is the final step in the counter flow energy reservoir. Therefore,

Eendstate,2ndrecombine shown in Equation 3.14 is the energy left non-extracted at the

end of the process, which is 5% for 16 unit capacitors and 200mV voltage drop.

Since there is no charge sharing loss in the recombine phase, this residual energy
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Eendstate,2ndrecombine is the only loss in the recombine phase. The energy delivered

for 2 rounds of the recombine phase can be easily calculated in Equation 3.15, as

the difference between the energy left at the end of split phase Eendstate,split and the

energy left at the end of the 2nd round of recombine phase Eendstate,2ndrecombine.

{1

4

Vmin

2n
,
1

4

2Vmin

2n
,
1

4

3Vmin

2n
, ...,

1

2
(2n−1 + 1)

Vmin

2n
− 1

4

Vmin

2n
,
1

2
(2n−1 + 2)

Vmin

2n
− 2

4

Vmin

2n
, ...,

1

2
2nVmin

2n
− 1

4
2n−1Vmin

2n
}

(3.13)

Eendstate,2ndrecombine =
1

2

Ctot

2n
[
2n−1∑
m=1

(
1

4
m
Vmin

2n
)2+

2n∑
m=2n−1+1

(
1

2
m
Vmin

2n
− 1

4
(m−2n−1)

Vmin

2n
)2]

(3.14)

Edeliver,recombine =Eendstate,split − Eendstate,2ndrecombine

=
1

2

Ctot

2n
[
2n∑

m=1

(m
Vmin

2n
)2 −

2n−1∑
m=1

(
1

4
m
Vmin

2n
)2

−
2n∑

m=2n−1+1

(
1

2
m
Vmin

2n
− 1

4
(m− 2n−1)

Vmin

2n
)2]

(3.15)

Finally, the single shot energy delivery efficiency for the entire reconfiguration pro-

cess is expressed in Equation 3.16, where a, b, and c are positive, topology-dependent

constants; c is approximately 0.18. As shown in Equation 3.16, c is a topology-

dependent scaling factor which indicates how sensitive efficiency is to Vmin

V BAT

2
. One

major contribution of c comes from the charge sharing loss in the 1st step of split phase

(step j=1 in Figure 3.10), due to the lack of reconfiguration choices. As shown in this

equation and Figure 3.11, the efficiency of the proposed energy reservoir is relatively

independent (for n>1) of the total number of discrete capacitors, 2n+1. However
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efficiency is more dependent on Vmin than on number of capacitors. To compare

the efficiency gain of the proposed reservoir over the conventional single capacitor

method, we calculate the efficiency using the conventional method in Equation 3.17.

The efficiency gain of the proposed method is expressed in Equation 3.18 and plotted

in Figure 3.12 for 16 unit capacitors over %∆V, which is the relative voltage drop

between Vmin and VBAT. The efficiency gain is 16.7× with 2.5% voltage drop (100

mV with VBAT =4V).

Figure 3.10: Illustration of steps in split phase for 16 unit capacitors
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Figure 3.11: Efficiency of counter flow energy reservoir over number of discrete ca-

pacitors

Figure 3.12: Efficiency gain of the proposed method across relative allowable supply

voltage drop
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Effsingle−shot,proposed =
Edeliver,split + Edeliver,recombine

Estored

= 1− (
Vmin

V BAT
)2 ∗ (c+ b ∗ 2−n − a ∗ 4−n)

' 1− c( Vmin

V BAT
)2

(3.16)

Effsingle−shot,conventional =
1
2
Ctot(V BAT

2 − V 2
min)

1
2
CtotV BAT

2 = 1− V 2
min

V BAT 2
(3.17)

Gain '
1− c( Vmin

V BAT
)2

1− V 2
min

V BAT 2

(3.18)

3.2.3 Voltage overshoot analysis

After each reconfiguration step in the proposed energy reservoir, the supply voltage

is boosted. In the split phase, the boosted voltage in each step is denoted as Vboost,j,

where j is the step number. Without any regulation, the maximum supply voltage

overshoot occurs in the 1st step and is denoted as Vmax,unregulated,split = 6Vmin

5
. To

reduce Vmax,unregulated,split, time-spreading is used. As shown in Figure 3.13, instead

of stacking 2 sets of big capacitors and over boosting the supply voltage in one step, we

stack smaller sets of capacitors to boost the supply voltage in multiple steps. In this

way, smaller capacitor decks Cleft are charge shared with Cde to reduce the resulting

voltage overshoot after charge sharing. The maximum boosted supply voltage using

time-spreading is denoted as Vmax,ts,split and shown in Equation 3.19.

In the recombine phase, the maximum supply voltage overshoot Vmax,recombine is

shown in Equation 3.20. Figure 3.14 shows Vmax,ts,split, Vmax,recombine and Vmax,unregulated,split

over the total number of capacitors 21+n, and voltage overshoot is reduced from 20%

to <6% with time-spreading (when the total number of capacitors is 32).
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Figure 3.13: Operation concept of time-spreading technique
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Figure 3.14: Maximum supply voltage overshoot wi/wo time-spreading across number
of capacitors

Vmax,ts,split = (1 +
1

1 + 2n
)Vmin (3.19)

Vmax,recombine = (1 +
1

2n
)Vmin (3.20)

It is also important to note that time-spreading lowers the supply voltage over-

shoot at the cost of slightly higher charge sharing loss. As shown in Figure 3.11, the

resulting efficiency is still >79%, only 2% lower compared with the efficiency achieved

without using time-spreading. Efficiency degradation is slightly overestimated here

because time-spreading is applied to all of the steps of the split phase. In a real

implementation, only the first few steps require time-spreading.
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Figure 3.15: Top-level architecture of the implemented counter flow energy reservoir

3.3 Implementation of Counter Flow Energy Reservoir

Figure 3.15 shows the top level architecture of the design, consisting of the counter

flow energy reservoir, a feedback loop for delivery modulation, a feedback loop for

charging modulation, and a configuration controller. When the energy reservoir is in

delivery mode, the load is enabled, and Vsupply is monitored using the fast voltage

divider, which combines a resistive and capacitive voltage divider for fast response

time. Capacitors in the fast voltage divider are sized to mitigate the effect of par-

asitic capacitance at the output node. Leakage power of this structure is 1.9nW in

simulation. When Vsupply drops below Vmin, the comparator C1, clocked by clock

generator OSC1, triggers a pulse N state. The configuration controller is an uncon-

ditional pulse-based state machine, which proceeds through pre-programmed states
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on each rising edge of N state and generates the reconfiguration control signals. In

charging mode, the reservoir energy is restored by reversing the steps of the recombine

phase, which reduces the voltage difference seen by the current limiter to achieve a

much lower charging loss ( 3× lower) than that resulting from directly charging all of

the capacitors. The charging state is again monitored by a clocked comparator. The

comparators and clock generation operate at 1.2V to reduce dynamic power (mea-

sured 5.2µW for 700µW output power). Static power consumption of the proposed

energy reservoir is assumed to be negligible compared to >100µW designed output

power. A pulse-skipping module skips clock cycles immediately after C pulse triggers

a configuration change, allowing time for the energy reservoir to restore Vsupply and

thus avoiding false C pulse edges.

It should be noted that the 1.2V supply in this implementation is generated off-

chip for prototype verification. In a more realistic system implementation, this voltage

can be generated on-chip by power management unit (PMU). Since many sensor

systems require PMU to generate voltages lower than the battery voltage for efficient

operation [45] [53], the efficiency and area degradation of generating an extra voltage

may be mitigated by sharing the 1.2V supply with already existing voltage domains

in the system.

The topology used for current limiter is shown in Figure 3.16, which composed

with a resistor array and 8 selection switches for tuning. It should be noted that this

structure cannot eliminate reverse current from the energy reservoir to the battery

when Vsupply is higher than battery voltage (simulated peak current is 60nA when

Vsupply is 300mV higher than battery voltage). A reverse current protection unit

can be implemented to completely turn off PMOS selection switches during charge

delivery.

There are 16 unit capacitors used in the implemented energy reservoir, and each of

them is 0.197nF. All capacitors are implemented using MIM capacitors. Figure 3.17
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Figure 3.16: Circuit implementation of the current limiter

illustrate the switch connections. There are in total 119 switches used to configure

the capacitor array. There are 22 switches used in split phase, 60 switches used in 1st

round of recombine phase, 13 switches used in 2nd round of recombine phase, and 24

switches used for supply and ground connections.

Figure 3.17: Illustration of switch connections in the energy reservoir
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Figure 3.18: Die photo

3.4 Measurements

The test chip shown in Figure 3.18 is fabricated in 180-nm CMOS, and the die

area is 3.8 mm2. The total capacitor is 3.15 nF with 16 unit capacitors, and the

control loop area overhead is 18%. We implemented the idea proposed in [13] to com-

pare the performance gain of the proposed method over the single storage capacitor

method [13].

Figure 3.19 shows the captured supply voltage waveform for a load power of 1.4

mW, Vmin setting of 3.6V and VBAT of 3.8V. The waveform shows 8× longer high-

current delivery time compared with the conventional single storage capacitor method

(i.e. the 1st spike on the waveform labeled as conventional single storage capacitor

method). It should be noted that the dip of supply voltage in 2nd round of recombine

phase is due to the inability of the energy reservoir to be reconfigured fast enough at

heavy load, causing a degradation of energy delivery efficiency. In the 2nd round of

recombine phase, 4 capacitors are connected in series, making the equivalent capaci-

tance the smallest, and therefore the time allowed for reconfiguration is the smallest.
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Figure 3.19: Captured supply voltage waveform

Figure 3.20: Measured energy breakdown
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Figure 3.20 depicts the measured energy breakdown, which shows that comparator

and control overhead is 5.5% (power overhead is 59µW when delivering 700µW output

power, at average output voltage of 3.71V), and the measured charge sharing loss and

residual energy loss is 28.97%.

In Figure 3.21, we quantify the performance of the reservoir using single shot

energy delivery efficiency, as defined in Section II. We measure it over the allowable

voltage drop ∆V on the left. The 1st line from the top is the energy stored originally.

The 2nd and 3rd lines are the energy extracted using the proposed method, and the 4th

and 5th lines are the energy extracted using the conventional single storage capacitor

method. The 3rd line shows that the reservoir extracts 17.5 nJ before recharging,

representing an up to 12× improvement over the conventional single storage capac-

itor method. We also measure the single shot energy delivered over load power on

the right. The 3rd line shows that the reservoir maintains ¿62% efficiency across 45

µW to 8 mW load power. The discrepancy between the measured and theoretical

calculated energy extraction is caused by factors including decoupling capacitance

at supply voltage, switching loss of power switches and controllers, parasitic bottom

capacitance of the capacitor array, and possible incorrect reconfiguration timing. It

should be noted that the single shot efficiency drops at heavy load power. There are

2 main reasons. 1) As load power goes up, Vsupply drops faster than the reservoir

controller can catch up, causing the capacitors to be reconfigured at non-optimal

time. This inaccurate timing leads to insufficient energy extraction. 2) On-resistance

of the reconfiguration switches causes large voltage drop at heavy load, and therefore

capacitors connected to the switches cannot be fully discharged to the intended volt-

ages. Hence the resulting efficiency is lower than expected. This degradation may

be improved by using a more advanced technology. Figure 3.22 shows the measured

single shot energy delivered at different temperatures.

In Figure 3.23, we measure the end-to-end efficiency, which is the ratio of the
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Figure 3.21: Single shot energy delivered across allowable voltage drop (left) and load
power (right)

Figure 3.22: Single shot energy delivered at different temperatures
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Figure 3.23: End-to-end efficiency of the proposed energy reservoir

energy delivered to the load to the energy supplied by the battery. The top line

shows the end-to-end efficiency achieved by reversing the steps in the recombine

phase during charging. The bottom line shows the efficiency achieved by connecting

the reservoir to the battery directly. The proposed counter flow charging method

improves the end-to-end efficiency from 45% to 70%.

Figure 3.24 shows the captured waveforms using counter flow charging and dis-

charging. By reversing the steps in recombine phase, capacitors with trapezoid voltage

gradients are stacked in reverse directions, and shift in opposite directions whenever

the stacked voltage Vsupply is charged to battery voltage VBAT. The top waveform

shows the charging process of one of the unit capacitors in the energy reservoir. Each

small steps represent a shift of trapezoid stacks in opposite directions. By charging in

small steps like walking up a ladder, voltage difference seen across the power switches

in each step is reduced, and therefore the resulting charging efficiency is higher than

directly connect all capacitors in parallel with the battery.

In Figure 3.25, we integrate the test chip with a transmitter as load, which is
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Figure 3.24: Captured waveform showing counter flow charging

connected with an inductive antenna. In Figure 3.26, the captured transmitter output

pulse, shown on the top, demonstrates 11.5× longer continuous transmission than

conventional single capacitor method (i.e. 1st spike representing energy delivered

without configurability) with radio power 2 mW and duration of 12.4µs. The captured

supply voltage waveform on the bottom shows supply voltage ramping up at radio

power-on. A zoom-in of the supply voltage waveform is shown on the right, with each

spikes in split phase labeled with step numbers 1−3 corresponding to step j=1−3 in

Figure 3.10. Step 0 is when all capacitors are connected in parallel and discharged

by the load as a single capacitor. This correspond to the conventional single storage

capacitor method. For step 1 and 2, two small spikes are seen in each step because

time-spreading technique is used.

Table 3.1 summarizes that the proposed reservoir can deliver 18.7 nJ with 10%

supply voltage drop.
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Figure 3.25: Integration with radio

Figure 3.26: Captured transmitter output pulse and supply voltage waveform

Table 3.1: Chip characteristic summary
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3.5 Conclusion

In conclusion, we presented an energy reservoir that dynamically reconfigures

a storage capacitor array using a so-called counter flow approach for large single

shot energy output at high power. The reservoir achieves 45µW to 13.6mW output

power range and 70% peak single shot energy delivery efficiency with 10% voltage

drop (Table 3.1). The proposed method consists of a split phase, where a trapezoid

voltage gradient is formed across capacitor arrays, and a recombine phase, where the

capacitor arrays are stacked in series and shifted in opposite directions to achieve

energy extraction with no charge sharing loss.
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CHAPTER IV

A 0.04mm3 16nW Wireless and Batteryless Sensor

System with Integrated Cortex-M0+ Processor

and Optical Communication for Cellular

Temperature Measurement

4.1 Introduction

Monitoring cellular temperature, as an indicator of cellular metabolism, is highly

beneficial for disease study and drug discovery, as many diseases (e.g., cancer) are

characterized by abnormal metabolism. Recently scientists have achieved passive

temperature mapping inside living cells using fluorescent materials [55] with limited

accuracy of 1.3°C and 0.58°C resolution. This method nevertheless leads to the dis-

covery that mitochondria are 10°C higher than in other parts of a cell [56]. Silicon

implementation of accurate, autonomous sensor systems for cell cluster temperature

measurement is lacking and can facilitate further biological discoveries. Direct mea-

surement of such cellular temperatures is extremely challenging since it requires highly

localized measurements. Cellular sensor size cannot exceed 0.1 mm3 to achieve good

spatial resolution, making prior miniature implantable sensor systems (typically sev-

eral mm3) [14] [57] [58] impractically large.
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Figure 4.1: CTS encased with bio-compatible material and implanted in a cluster of
homogeneously dispersed HS5 human bone marrow stromal cells

This aggressive size constraint for cellular sensor systems (<0.1mm3) creates two

major design challenges: 1) Efficient wireless communication to program the proces-

sor and retrieve data is very difficult given the sub-mm area constraint. RF antenna

efficiency degrades quickly with antenna size, forcing very high carrier frequencies

(and correspondingly high power circuits and mm TX distance [59]). The proposed

CTS [62] uses optical communication since transmitter and receiver elements (LED

and PV diodes) readily scale to tens of m without efficiency loss. 2) Temperature-

independent frequency and voltage references are critical for communication synchro-

nization and high accuracy temperature sensing. However, crystals are far too large

and bandgaps too power hungry for a sub-mm sensor. Hence, CTS uses a base-station

generated clock reference encoded with the optical link, enabling reliable communi-

cation over 15.6cm and temperature measurement using a subthreshold oscillator to

achieve a high accuracy of +0.11/−0.08°C and 0.034°C RMS resolution.
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4.2 Cellular Temperature Sensing System

Figure 4.1 shows the CTS, which integrates a commercial Cree LED for optical

transmission, custom 50 × 50 µm AlGaAs diode for optical reception, and 180 × 230

µm custom AlGaAs diode for power harvesting on the top layer. The bottom layer

of CTS is a custom chip (360 × 400 × 150µm) in 55nm CMOS (MIFS C55DDC)

including a M0+ processor with full programmability, subthreshold oscillation based

temperature sensor [60], TX and RX circuits, LED drivers, and custom SRAM. A

Photomultiplier Tube (PMT) in the base station senses transmitted data from the

sensor node (Figure 4.1) and includes an optical filter to remove self-interference.

Since cellular-level temperature measurement is typically performed in a controlled

laboratory environment, lighting conditions can be restricted to wavelengths that

limit interference. The always-on base station supplies modulated light (615nm) to

power the battery-less sensor node and supply an accurate clock. CTS operates at

3klux with 16nW system power consumption (including TX and temperature sensor).

We verified full autonomous, wireless system operation with the complete stack shown

in Figure 4.1. Its measured system operation (Figure 4.2) shows boot-up, default pro-

gram operation, wireless programming by the base station, temperature measurement

with on-chip recovered accurate clock, transmission of temperature codes through sen-

sor node LED, and successful demodulation of the correct packet at the base station

(Figure 4.2).

Figure ?? 4.2 show the CTS architecture and captured operation sequence. When

the base station sends only DC light, CTS enters a power-on mode in which it executes

a default program stored in a register file. To program the CTS, the base station sends

Manchester-coded modulated light, which is received by the integrated photodiode,

canceled for ambient light, and demodulated [61]. Once CTS recognizes the password,

it shifts its system clock source to the recovered accurate base station clock. The

system then stores the received program in a 4Kb SRAM optimized for static power
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Figure 4.2: Measured waveform with fully assembled CTS system

reduction and activates the M0+ processor for program execution. Our sensors were

programmed to take temperature measurements, store them and then transmits data

with pulse position modulated light signals via the integrated LED at 180pJ/bit

(simulated) using energy accumulated on 100pF on-chip capacitor C1.

4.3 Circuit Block Implementation

Figure 4.4 shows the transmitter circuit implementation. A charge pump accumu-

lates charge harvested from the photovoltaic (PV) cell on the on-chip capacitor C1,

which then supplies energy to the LED with regulated current and accurate timing

dictated by a PPM modulator. Each LED flash sends out a 2-bit symbol. Regu-

lated LED current is optimized for minimum energy per bit. A voltage regulation

loop controls VLED Anode on C1 to prevent voltage overshoot. As shown at the

bottom of Figure 4.4, the regulation loop divides the voltage on VLED Anode with a

charge-sharing voltage divider and compares the divided voltage Vcs with the on-chip
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Figure 4.3: System architecture of CTS
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generated reference voltage Vref. The charge pump is clock gated when Vcs>Vref.

Figure 4.4: Circuit implementation of optical transmitter subsystem

A key design consideration for the IC layer is light exposure as coating with a light

blocking epoxy is not feasible in the required form factor. This led to different design

decisions than in other ultra-low power systems, e.g., the voltage divider in Figure 4.4

uses capacitive charge sharing instead of a conventional diode stack divider to avoid

inaccuracies introduced by photo-generated current from parasitic P-N junctions in

diode stacks under light exposure. Similarly, the voltage reference providing Vref is

sized to have a bias current larger than the photogenerated currents to ensure robust
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Figure 4.5: Implementation of temperature sensor

operation under light.

CTS senses temperature (Figure 4.5) by converting subthreshold current, which is

exponentially dependent on temperature, to frequency, which is measured relative to

the accurate reference clock. We employ a sensing oscillator structure similar to [60]

due to its low line sensitivity created by a stacked native NMOS header that serves as

a supply voltage regulator. This supply voltage invariant temperature sensor greatly

relaxes supply regulation requirements in the system, enabling batteryless operation

without voltage regulation even under modulated light intensities, improving power

and area efficiency.

4.4 Measurements

The proposed CTS circuit exhibits +0.38/−0.33°C average error (2-point calibra-

tion) for five chips across 10−60°C (Figure 4.6), which is a wider range than required

for biological measurements. Line sensitivity is 0.6%/V, corresponding to 0.17°C/V.
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Figure 4.6: Measured temperature sensing performance

Heating effect of the base station on the sensor was measured to be negligible (<0.1°C

in 3hrs). In addition, heating effect from sensor LED can be mitigated by delayed

read-out after experiment, thanks to the integrated processor and memory. A fully

assembled CTS stack is measured using the setup in Figure 4.7, demonstrating suc-

cessful wireless programming and accurate sensing using clock recovery (Figure 4.2).

Figure 4.8 shows temperature readings received wirelessly from a fully assembled CTS

stack across 10−50°C, showing 0.034°C RMS resolution and +0.11/−0.08°C error.

Table 4.1 compares this work to other small sensing platforms [14] [57] [58] [59].
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Figure 4.7: Testing setup showing CTS stack in use with base station

Figure 4.8: Sensing error and RMS resolution measured wirelessly with fully assem-
bled CTS stack
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Table 4.1: System performance comparison
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CHAPTER V

Pruning-based Pair Hidden Markov Model

Accelerator for Whole Genome Sequencing

5.1 Introduction

Over the past decade, genomics has developed rapidly and transformed precision

health to provide tailored treatment plans to patients. While it costed $3 billion to

sequence the first human genome in 2001, the cost has been reduced to one thousand

dollars over the past decade. Speed and volume of sequencing machines have also

improved greatly. This advancement can enable us to detect cancer without invasive

biopsies, detect rare genetic disorders for early intervention, and identify pathogens

for more accurate use of antibiotics. Biologist George Church predicted a future where

people can use hand-held sequencer to sequence droplets of the person sneezes nearby

and get real-time pathogen identification.

While the speed and cost of primary analysis using sequencing machines have

been improved, performance growth of general-purpose processor has slowed down

compared to Moores law. Advancement in the primary analysis brings growing de-

mand for computing power to speed up secondary analysis. Secondary analysis in the

whole genome sequencing is a crucial but time-consuming step, taking hundreds to

thousands of CPU hours [11] for one genome. As Moores Law tapering off, researchers
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have been developing customized accelerators using ASIC or FPGA to speed up the

secondary analysis.

A genome can be viewed as a long (3.08Gbp for a human genome) string composed

of DNA base-pairs (bp) A, G, T, C. A sequencing machine chops a DNA into billions

of small fragments with 30-50× coverage to reduce error and generates short string

fragments called reads to be passed to secondary analysis. In secondary analysis,

short reads are first aligned to a previously sequenced reference genome. Aligned

reads are then processed to identify differences from reference genome in the step

called variant calling. Variant calling is complicated because the algorithm needs to

identify real variants of the sequenced genome from errors introduced by sequencing

machines.

GATK’s HaplotypeCaller is one of the most widely used variant calling tool to-

day [63]. The tool first identifies active regions where reads are likely to be different

from reference genome. Second, each of the active regions are reassembled using De-

Bruijin graph. Top candidates called haplotypes assembled from De-Bruijin graph

represent possible composition of this active region given evidence in reads. These

haplotypes contain different composition from the reference genome. The tool will

evaluate evidence of a set of most probable haplotypes based on some probabilis-

tic model, and finally decide if there is enough evidence showing that the patient’s

genome contains certain variants.

HaplotypeCaller’s algorithm assumes that a read and haplotype pair follows a Pair

Hidden Markov Model (HMM). Pair-HMM [64] is a probabilistic model to evaluate

pairwise alignments between two sequences. In variant calling, Pair-HMM is used to

find out how much each haplotype is supported by related reads. Two algorithms

of Pair-HMM are widely used to infer different probabilistic features. Viterbi algo-

rithm looks for optimal alignment of the two sequence. Forward algorithm calculates

overall alignment probability of the two sequence by computing the summation of
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likelihoods of all alignments. The forward algorithm is used in GATK’s haplotype-

caller to evaluate the similarity between each read and haplotype. Table 5.1 shows

run time profile of the major steps in GATK’s HaplotypeCaller (version 4.0.11) using

chromosome 16,17 and 18 of HG00419 from 1000 Genomes database. The program

is run on Intel Xeon CPU E5 with single thread and AVX support for Pair-HMM

step. Pair-HMM takes 53% of total execution time, making this one of the bottleneck

in the pipeline that needs to be accelerated. This chapter introduces methods and

hardware implementation to speed up Pair-HMM calculation.

Table 5.1: Profiling result of HaplotypeCaller using chromosome 16-18 of sample

HG00419

Pair-HMM is a complex dynamic programming problem. The unit operation in-

cludes floating point summation and multiplication. Operation involves calculation of

three matrices which depend on each other. Unlike many other dynamic programming

problems which only involves minimum, maximum or integer arithmetic, Pair-HMM

used here requires at lease single precision floating point operation to avoid overflow

or underflow. One Pair-HMM calculation is required for each read and each haplo-

type pair. Each Pair-HMM calculation involves Lh ∗ Lr unit operation with several

floating point summation and multiplication, where Lh is the length of haplotype,

and Lr is the length of read. Big dynamic range in data involved and three mutual

dependent matrices make it difficult to accelerate Pair-HMM.
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There has been several work on accelerating Pair-HMM calculation using differ-

ent computational platforms. An GPU implementation [65] deploys inter-job and

between job parallelism to achieve a higher throughput. An FPGA implementation

by Altera OpenCL [66] maps Pair-HMM matrix to a systolic array of processing ele-

ments (PE). However, read length and haplotype length can vary from 10s of base pair

(bp) to >100bp, leading to Pair-HMM matrices with various sizes. This makes ineffi-

cient utilization of systolic array with fixed size which can reduces overall throughput

given fixed hardware area. An ASIC implementation of dynamic programming [67]

uses propagation delay of circuits to represent alignment scores to achieve speedup.

However, this work only applies to dynamic programming problems with min, max

operations. In addition, converting data from digital domain to time domain requires

timing circuits with matching resolution, which is more difficult to achieve across pro-

cess, voltage and temperature variations, and thus can reduce yield of chips meeting

accuracy requirements.

To further speed up Pair-HMM calculation, this chapter introduces 1) A pruning-

based Pair-HMM algorithm which uses fixed point calculation in log domain to prune

out sections in Pair-HMM matrix which contribute little to final result, limiting de-

mand for floating point operation only to un-pruned sections, and therefore reduce

area for large floating point units and achieve higher throughput given fixed area. This

approach takes advantage of the wide dynamic range of data in Pair-HMM matrices.

It decouples the trade-off between speed and accuracy by recognizing and accurately

calculating the critical portion of Pair-HMM matrices that actually requires floating

point operations, and providing the rest with mathematical bounds for downstream

processing. 2) An efficient ASIC architecture to implement the pruning-based Pair-

HMM accelerator.
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5.2 Pruning-Based Pair-HMM Algorithm

5.2.1 Conventional Pair-HMM Algorithm

Pair-HMM is a statistical model which allows us to draw inference about the

alignment quality between read and haplotype. It helps determine the real DNA

expression of an individual given the possibly incorrect reads. Forward algorithm is

used in , which efficiently calculates the overall probability of all possible alignments

between read and haplotype.

Pair-HMM model alignments using three hidden states insertion (I), deletion (D)

and match (M). All alignments of a read-haplotype pair can be expressed using an

alignment matrix of size Lr ∗Lh, where Lr is the length of read and Lh is the length of

haplotype. Each cell (i.j) indicates how base pair i in the read is aligned to base pair

j in haplotype using one of the three states insertion, deletion and match. Each path

in the alignment matrix can be thought of a series of state transitions, and this is one

alignment between read and haplotype. Probabilities are associated with each state

transition depending on state, base pair and quality scores of base pair. Probability

of each path can therefore be inferred by calculating state transition probabilities.

The forward algorithm used for Pair-HMM aims to infer the overall probability of all

alignments. This is done using dynamic programming. Each cell in the alignment

matrix now contains three matrices fM , f I , fD. fk(i, j) corresponds to the combined

probability of all alignments up to position (i, j) of read and haplotype that ends in

state k. k can be I (insertion), D (deletion) and M (match). For each position (i, j),

fM , f I , fD are calculated as below, where pmm, pim, pdm, ami, aii, amd, and add are

probabilities related to state transition and read quality score.

Final output of forward algorithm is sum of insertion and match probabilities in

the final row:
∑Lh

j=1(f
M(Lr, j) + f I(Lr, j)), where Lr and Lh are the length of read

and haplotype.
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fM(i, j) = pmmf
M(i− 1, j − 1) + pimf

I(i− 1, j − 1) + pdmf
D(i− 1, j − 1) (5.1)

f I(i, j) = amif
M(i− 1, j) + aiif

I(i− 1, j) (5.2)

fD(i, j) = amdf
M(i, j − 1) + addf

D(i, j − 1) (5.3)

As can be seen above, forward algorithm is based on probabilities which can

get very small quickly. Therefore requires computational intensive floating point

calculation.

5.2.2 Proposed Pruning-based Pair-HMM Algorithm

In order to speed up Pair-HMM calculation, this chapter introduces a pruning-

based algorithm to reduce the amount of floating point operation by using upper

bound estimations of the result. Reducing floating point operations can reduce area

costly floating point units required for ASIC and FPGA acceleration, and therefore

achieves a higher throughput given fixed area.

5.2.2.1 Cell Level Pruning

At each position (i, j), the floating point calculation involves summing fM , f I

and fD from adjacent cells in order to calculate overall alignment probability of read-

haplotype pair. Figure 5.1 illustrates data dependencies for fM(i, j), f I(i, j) and

fD(i, j) according to equation 5.1, 5.2, 5.3. For example, fM in each square (indexed

(i, j)) depends on weighted sum of fM , f I and fD from the square before it along

the diagonal line (indexed (i− 1, j − 1)).
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Figure 5.2: Compare and prune based on relative value of f I , fD and fM

Figure 5.1: Data dependencies of (a) fM , (b) f I and (c) fD

We made the key observation that in many cases, weighted f I(i − 1, j − 1) and

fD(i − 1, j − 1) are much smaller than fM(i − 1, j − 1), which means that setting

f I(i − 1, j − 1) and fD(i − 1, j − 1) to zero (i.e. prune them)could have given us

negligible loss in the result fM(i, j). As we continue to calculate the Pair-HMM

matrix shown in Figure 5.2, if f I(i, j) and fD(i, j) are significantly smaller compare

to fM(i, j), we can continue to prune f I(i, j) and fD(i, j) without sacrificing the

accuracy of fM(i+ 1, j + 1) too much. We continue this compare and prune method

for each square in the Pair-HMM matrix, and finally we can identify segments of

diagonal lines. f I and fD in all cells along this line can be pruned because they are

significantly smaller than fM in the same cell, and all fM along this line need to be

accurately computed because they play an important role in the final result.

The goal of proposed pruning-based Pair-HMM is to identify one diagonal line

among all the red line segments in the matrix that can represent a dominant align-
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Figure 5.3: Illustration of proposed pruning-based Pair-HMM algorithm

ment. This line is determined by choosing the red line whose end cell contains the

largest number in the final row. The only red line which ends with maximum num-

ber in the final row is selected. The final un-pruned computations are all fM in the

diagonal line selected, and all cells in the rectangle which contribute to the fM of

the start cell in the diagonal line. As illustrated in Figure 5.3, using this pruning

method, we found that for most read-haplotype pairs, the overall alignment proba-

bility is dominated by only a few, or even one alignment, due to limited number of

mismatch positions and high read quality scores. In other words, when summing fM ,

f I and fD from adjacent cells, result is dominated by only one of the inputs.

The proposed pruning-based algorithm calculates a Pair-HMM matrix in two

passes as illustrated in Figure 5.3. In the first pass, the entire matrix is rapidly cal-

culated using fixed point approximation in log domain. The calculation can be done

using approximation, including fixed point calculation with fewer bits to optimize

speed. Log-sum is substituted with fast table lookup. Based on approximate values,

the accelerator prunes squares in the matrix whose values contribute insignificantly

to overall probabilities using the method introduced previously. The first round of

approximate calculation can be implemented by rounding up in each approximation
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steps, yielding an upper bound of exact result using conventional method. We refer

to this round of calculation as upper bound round.

In the second pass, precise calculation using floating point operation is carried

out only in un-prunned subsection of the alignment matrix. Since only a subset of

alignments are calculated, results is naturally a lower bound of exact result. We

refer to this round of calculation as lower bound round. Speed up is achieved by

substituting area costly floating point operation with fixed point operation as much

as possible, and therefore increase throughput given fixed area.

Unlike conventional method where output of Pair-HMM is one exact value com-

puted on the entire alignment matrix using floating point, the proposed pruning-based

Pair-HMM outputs a lower bound and an upper bound of exact result. Upper bound

result comes from the first round of calculation on the entire alignment matrix us-

ing fixed points in log domain. Upper bound is generated by rounding up in each

approximation. Lower bound result comes from the second round of calculation on

the unpruned section of alignment matrix using floating point. Since only a subset of

alignments are calculated, results is naturally a lower bound of exact result. In down-

stream processing of HaplotypeCaller, output of Pair-HMM is filtered and used to

infer probabilities of genotypes, and genotypes of highest probability will be selected

as final output. In this process, upper bound and lower bound can be combined to de-

termine the best genotype. For example, if the lower bound of probability of selected

genotype is higher than upper bound of all the unselected genoptypes, then we can

guarantee that the selected genotype is of the highest probability. This methodology

can be used in downstream processing steps involving filtering and comparison as long

as the operation preserves bounds. If bound check fails, we cannot infer a guaranteed

result based on current lower and upper bounds. In this case, re-computation of the

original Pair-HMM matrix is required. Re-computation is done in a read-by-read ba-

sis, and only haplotypes contributing to final results are selected for re-computation.
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Once a read-haplotype pair is selected for re-computation, conventional Pair-HMM

method using all floating point operations is used to obtain exact result.

5.2.2.2 Matrix Level Pruning

As discussed before, the upper bound round can be implemented by rounding up

in each approximation steps, yielding an upper bound of exact result using conven-

tional method. If upper bound result from fixed point calculation is too small, the

entire Pair-HMM matrix will be pruned and floating point calculation will be skipped

entirely. The reason behind this optimization is that extremely low upper bound value

indicates low similarity between read and haplotype, and is very likely to be ignored

during marginalization in downstream processing. In downstream processing, read-

haplotype probabilities are marginalized to read-allele probability, where haplotypes

containing the same allele competes with each other, and the haplotype with the

highest likelihood score gets to represent the allele. In other words, only the highest

read-haplotype score will be picked and passed onto the next step. Low probability

scores will likely lose in marginalization to the highest score. Therefore, skipping the

entire lower bound calculation based on upper bound estimation can further reduce

floating point operations with minimal impact on final result.

5.2.2.3 Early Termination in Upper Bound Round

To further reduce computation workload of the algorithm, we can reduce work

required in the upper bound round. During upper bound calculation, values in the

matrix can get extremely small depending on similarity of the two input sequences.

As discussed in Section 5.2.2.2, low output probability from Pair-HMM calculation

is likely to be ignored in marginalization during downstream processing. To fur-

ther reduce computation in proposed pruning-based Pair-HMM, early termination

is implemented in upper bound round. As processing units propagates through the
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alignment matrix and estimate upper bound of values in each cell, maximum value

of all the cells in each row fmax(i) is computed and compared to a threshold value

fth. If fmax(i) is smaller than fth, upper bound calculation is terminated.

Table 5.2 summarized characteristic of the proposed pruning-based Pair-HMM

and the computation reduction based on chromosome 1 of sample HG00419 from 1000

Genome database. Compared to baseline algorithm, the pruning-based algorithm can

save 99% floating point operation when re-computation is not considered, and it can

save 97.8% floating point operation after all bound check fails are handled by re-

computation, leading to a 45× reduction in floating point execution time. By using

early termination technique in upper bound round of calculation, 19.4% fixed point

calculation can further be saved, leading to an extra 1.24× increase in upper bound

round throughput.

Table 5.2: Computation reduction of Pruning-base Pair-HMM algorithm
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5.3 Pruning-based Pair Hidden Markov Model Architecture

5.3.1 PE Array

In the previous sections, we only discuss speedup due to reduction in floating

point operations assuming fixed point operation is ”free”. To understand the overall

speedup of the proposed pruning-based algorithm, we designed PE arrays in hardware

for floating point and fixed point operations. In this design, we use a series of pro-

cessing elements (PE) as illustrated in Figure 5.4. All PEs propagate in a diagonal

line for maximum parallelism. We compare their key performance after place and

route in Table 5.3. Both fixed point and floating point PE arrays are implemented

using TSMC 40nm LP technology, and their standard cell density after place and

route is 85% and 82% respectively. From this comparison table, a fixed point PE is

4.6× smaller on average compared to a floating point PE, and it is 2.1× faster than a

floating point PE, leading to 9.3× maximum throughput improvement compared to

baseline floating point implementation.

Figure 5.4: PE array structure used in Pair-HMM accelerator
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Table 5.3: Performance comparison between floating point and fixed point PE arrays

5.3.2 Accelerator Architecture

To effectively implement the proposed pruning-based Pair-HMM algorithm, this

chapter introduces the hardware architecture shown in Figure 5.5. The accelerator

has 1)a pruning machine with fixed point processing elements which produces upper

bound of overall alignment probability and an index for unpruned area, 2) a precise

machine which works on un-pruned subsection of Pair-HMM matrix and generates a

lower bound result, and 3) a on-demand job scheduler which issues correct Pair-HMM

jobs to pruning machine and precise machine, collect results and schedule memory

accesses from both machines effectively.

The pruning machine consists of 10 fixed point PE arrays, each of which has 16 PEs

for fixed point calculation and pruning logic. A PE array first takes read-haplotype

pairs, store them in local register files to reduce memory bandwidth requirement. The

stored read and haplotype pair is then fed into processing elements for log domain fM ,

f I and fD calculation as mentioned in Section 5.2.2.1. Each PE calculates log domain

with fixed point adders (equivalent to multiplication in real domain) and log-sum table

lookup (equivalent to addition in real domain). PE prunes each cell it has processed if

its output contributes insignificantly to final alignment probabilities. As discussed in

Section 5.2.2.2 , if the resulting upper bound of Pair-HMM probability is smaller than

a threshold, the entire matrix is skipped for floating point calculation. As discussed in

Section 5.2.2.3, when PE arrays propagate horizontally through the matrix, maximum
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value is computed for each row processed by the tailing PE. If the maximum value

is smaller than a threshold, this PE array will terminate this job early to reduce

workload in upper bound round calculation. As shown in equations 5.1, 5.2, 5.3,

each cell at position (i, j) only depends on cells at position (i − 1, j − 1), (i − 1, j)

and (i, j − 1). Therefore all cells in the same diagonal is independent and can be

parallelized. PEs are designed to progress alignment matrix in a waterfront form to

exploit intra job parallelism. Pruning machine outputs an upper bound of overall

alignment probability and an index for un-pruned region for accurate machine to

process later.

The accurate machine has two floating point PE arrays each with 4 PEs for jobs

with larger un-pruned section, and two standalone single PE for jobs with very small

un-pruned section. The accurate machine takes in read-haplotype pairs and an un-

pruned region, performs baseline floating point calculation only in the un-pruned

region, and outputs a lower bound of overall alignment probability.

The proposed accelerator is implemented and fabricated in TSMC 40nm LP tech-

nology. Chip area is 7mm2. From pre-silicon verification, pruning-based accelerator

achieves 71 GCUP/s average throughput, which is 8.3× higher than baseline acceler-

ator with equal area.
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Figure 5.5: Hardware architecture of pruning-based Pair-HMM accelerator

5.4 Conclusions

In summary, this chapter introduces 1) a pruning-based algorithm for Pair-HMM

calculation with 43× floating point operation reduction; 2) an efficient ASIC archi-

tecture for pruning-based Pair-HMM accelerator with 8.3× throughput improvement

compared to ASIC accelerator of baseline algorithm.
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CHAPTER VI

Conclusions

6.1 Summary of Contributions

Recent research has been pushing the limits of the Internet of Things in terms

of system volume and power consumption, enabling applications such as biomedical

sensing, localization of small objects and industrial sensing. Small wireless sensor

nodes are able to survive in places where it was previously impossible. One example

is intracellular temperature sensing for cancer studies [62]. This thesis discussed

challenges in powering small form factor sensor nodes and scaling system volume to

a sub-mm3 level. This thesis introduced energy harvesting and power management

circuit techniques as well as system design for miniaturized wireless sensor nodes. This

thesis also expanded the discussion to include accelerating computations for portable

DNA sequencing devices. A pruning-based Pair-HMM algorithm for whole-genome

sequencing and its hardware accelerator design was introduced.

In Chapter II, we discussed a discontinuous switched-capacitor solar energy har-

vester that enables ultra-low power energy harvesting. The harvester uses a hybrid

structure called a moving sum charge pump for low startup energy upon a mode

switch, an automatic conversion ratio modulator based on conduction loss optimiza-

tion for fast conversion ratio increment, and a <15pW asynchronous mode controller

for ultra-low power operation. In 180-nm CMOS, the harvester achieves >40% end-
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to-end efficiency from 113 pW to 1.5 µW with 20 pW minimum harvestable input

power.

In Chapter III, we discussed a fully integrated energy reservoir unit using a counter

flow method for peak power delivery in space-constrained sensor systems. The counter

flow energy reservoir delivers 65% of stored energy and supplies up to 13.6 mW output

power for 1 µs before recharging is needed.

In Chapter IV, we discussed a complete wireless sensor node for accurate cellular

temperature measurement with a fully programmable Cortex M0+ processor, custom

SRAM, optical energy harvesting, 2-way communication, and a subthreshold temper-

ature sensor. The 0.04 mm3 fully assembled sensor node temperature resolution is

0.034°C RMS, and the transmit distance extends to 15.6 cm.

In Chapter V, we discussed a Pair-HMM hardware accelerator using a pruning-

based algorithm. The algorithm explores the huge differences in values among the

floating point numbers in a Pair-HMM calculation, so that the floating point calcu-

lation can be reduced dramatically for speed up.

6.2 Directions for Future Research

The techniques introduced in this thesis open up opportunities for future improve-

ments to further relieve the design challenges discussed before. Circuit techniques

introduced in Chapter II and Chapter III are based on capacitors. The energy trans-

fer efficiency of these techniques depends on the quality and density of capacitors in

the design. Metal-insulator-metal (MIM) capacitors are mostly used in these works.

However, using high density capacitors such as trench capacitors can improve overall

circuit performance.

Chapter IV demonstrated a sub-mm3 wireless system for intracellular temperature

measurement. The discussion focused on circuit design challenges and techniques.

However, the assembly of these tiny systems is a crucial part of system design and
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impacts the yield of systems significantly. As the system volume keeps shrinking,

robust assembly techniques will become as important as circuit design techniques.

Future designers should consider assembly plans (for example pad locations) when

making system level decisions such as discrete components choices, communication

techniques and overall power budgets.

Chapter V introduced a hardware accelerator for a Pair-HMM in whole-genome

sequencing. The work presented is only on step in the whole-genome sequencing

pipeline. The performance benchmark focus on acceleration due to improved al-

gorithm and hardware architecture assumes ideal software interfaces. A real-world

whole-genome sequencing pipeline is often a heterogeneous computing system that

includes both software running on CPU and hardware accelerated kernels. Future

research can focus on further designing an end-to-end system and investigate the

trade-offs introduced due to these interfaces.
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APPENDIX A

Related Publications

X. Wu, Y. Shi, S. Jeloka, K. Yang, I. Lee, D. Sylvester and D. Blaauw. A 66pW

discontinuous switch-capacitor energy harvester for self-sustaining sensor application.

2016 IEEE Symposium on VLSI Circuits (VLSI-Circuits), pages 1−2, 2016.

X. Wu, Y. Shi, S. Jeloka, K. Yang, I. Lee, Y. Lee, D. Sylvester and D. Blaauw.

A 20-pW discontinuous switched-capacitor energy harvester for smart sensor appli-

cations. IEEE Journal of Solid-State Circuits, 52(4):972−984,2017.

X. Wu, K. Choo, Y. Shi, L. Chuo, D. Sylvester and D. Blaauw.A fully integrated

counter-flow energy reservoir for 70%-efficient peak-power delivery in ultra-low-power

systems. 2017 IEEE International Solid-State Circuits Conference (ISSCC), pages

380−381, 2017.

X. Wu, K. Choo, Y. Shi, L. Chuo, D. Sylvester and D. Blaauw. A fully integrated

counter flow energy reservoir for peak power delivery in small form-factor sensor

systems. IEEE Journal of Solid-State Circuits, 52(120):3155−3167, 2017.

X. Wu, I. Lee, Q. Dong, K. Yang, D. Kim, J. Wang, Y. Peng, Y. Zhang, M. Sali-

ganc, M. Yasuda, K. Kumeno, F. Ohno, S. Miyoshi, M. Kawaminami, D. Sylvester

and D. Blaauw. A 0.04mm3 16nW Wireless and Batteryless Sensor System with Inte-

grated Cortex-M0+ Processor and Optical Communication for Cellular Temperature
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Measurement. 2018 IEEE Symposium on VLSI Circuits, pages 191−192, 2018.
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APPENDIX B

End-to-end efficiency of Energy Harvester

End-to-end efficiency is defined as the total output energy from the harvester Eout

divided by energy generated by the solar cell Emppt when biased at its maximum

power point (Equation B.1). Total output energy is the output energy generated

in transfer phase Eout,tran minus the total leakage energy from the battery in the

harvest phase Eleak (Equation B.2). Leakage power in the transfer phase is small

(1.2nW, simulated) compared to the steady state output power in the transfer phase

(>170nW, measured), and is accounted for in Eout,tran(Eout,tran is the output energy

of the charge pump minus the leakage energy in the transfer phase). Eout,tran can

be expressed as the product of solar efficiency Effsolar = EnergyAccumulatedonCbuf
Emppt

in

the harvest phase and overall charge pump efficiency in the transfer phase Efftran =

Eout,tran

EnergyAccumulatedonCbuf
(Equation B.3) Therefore, total efficiency can be expressed in

Equation 2.1 in Section 2.2.2 where Pleak is the leakage power in harvest phase.

Efftot =
Eout

Emppt

(B.1)

Efftot =
Eout,tran − Eleak

Emppt

(B.2)
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Efftot =
Emppt ∗ Effsolar ∗ Efftran − Eleak

Emppt

(B.3)
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APPENDIX C

Solar Efficiency

The solar efficiency in the harvest phase is defined as the ratio of the average

power Psolar,avg accumulated on Cbuf in the harvest phase, and the maximum power

point of the solar cell Pmppt, as shown in Equation C.1.

Effsolar =
Psolar,avg

Pmppt

(C.1)

Psolar,avg is the average power harvested over duration of harvest phase (Equa-

tion C.2). By definition, it can be expressed as the integral of P (v) (instantaneous

output power of the solar cell when biased at voltage v) from t0 to t1 divided by the

duration of harvest phase where t0 and t1 are the start and end times of the harvest

phase, respectively.

Psolar,avg =

∫ t1

t0
P (v)dt∫ t1

t0
dt

(C.2)

Here dt can be calculated by Equation C.3 and simplified to Equation C.4.

dt =
1

2
∗ Cbuf ∗ (v + dv)2 − v2

P (v)
(C.3)
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dt =
1

2
∗ Cbuf ∗ 2vdv

P (v)
(C.4)

Therefore, solar efficiency can be expressed in Equation 2.4 in Section 2.2.2.
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APPENDIX D

Model Simplifications of Discontinuous Energy

Harvester

P (v), which is defined as the solar cell output power when biased at v, is the prod-

uct of v and Isolar(v) . Isolar(v) is supposed to be modeled as Equation D.1 [42], where

I0, IL, Rs, k and Rp are variables related to solar cell characteristics. Unfortunately,

there are no analytical solution to Equation A.8. To simplify the calculation, two

assumptions are made here. First, we assume Isolar(v) = Isc for v < Vmppt, where

Isc is the short circuit current of the solar cell. Second, we set V H = V mppt to limit

the voltage range in this calculation to v ∈ [0, V mppt], where VH is the voltage on

Cbuf at the end of harvest phase. By assuming Isolar(v) = Isc, we overestimate so-

lar output current Isolar(v) and therefore overestimate solar efficiency Effsolar in the

harvest phase. The resulting error is shown in Figure 2.6. By limiting VH to Vmppt,

we could potentially miss the global optimal pair of VH and VL. The error compared

to the optimal point found without setting V H = V mppt is shown in Figure D.1.

Practically, the optimal VH can be close to but slightly higher than Vmppt for a

better trade-off between solar efficiency and overall charge pump efficiency. With the

two assumptions, V H = V mppt and V L = V mppt−∆V sol, The problem of finding
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Figure D.1: Dependency of simulated end-to-end efficiency on VH

the optimal pair of VH and VL is simplified to finding the optimal ∆Vsol. P (v) is

simplified to Eqtuaion D.2.

Isolar(v) = IL − I0 ∗ (e
v+Isolar(v)∗Rs

k − 1)− v + Isolar(v) ∗Rs

Rp

(D.1)

P (v) = v ∗ ISC (D.2)

Therefore, solar efficiency can be simplified as shown in Equation 2.5 (Section 2.2.2),

and transfer phase efficiency can be rewritten in Equation 2.6 (Section 2.2.2 II.B) in

terms of ∆Vsol.
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