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Abstract
This thesis will describe efforts to enhance our ability to simulate the 2D Hubbard

model. Chapter 2 provides a background on the main computational techniques used

throughout the work, including quantum Monte Carlo (QMC), dynamical mean field

theory (DMFT), the dynamical cluster approximation (DCA), the continuous time

auxiliary field algorithm (CTAUX), and the Maximum Entropy Method (MEM) for

numeric analytic continuation.

Chapter 3 presents new work on applying Twisted Boundary Conditions to the

DCA framework. This method is applied in a effort to access thermodynamic (i.e.

large system) information about the Hubbard model without the immense compu-

tational expense required to simulate large lattices directly.

Chapter 4 describes efforts to study the extended 2D Hubbard model, which re-

introduces non-local interactions between electrons that drive the formation of charge

ordered phases. The work includes a thorough analysis of the phase diagram of the

model away from half-filling, as well as analysis of the effect of non-local interactions

on anti-ferromagnetic fluctuations and competition between the charge order and

AFM states.

Chapter 5 includes a derivation of the dual fermions diagrammatic expansion and

the dual fermions ladder approximation used to compute corrections to single site

DMFT calculations. The method is applied to the 2D Hubbard model in order to

study the evolution of its spectral function, Fermi surface, and momentum depen-

dent mass renormalization as the temperature, interaction strength, and doping are

changed. The great advantage of this method is that we are able to access arbitrary

momenta throughout the Brillouin zone, in contrast to the limitation to a few cluster

momenta that characterize cluster methods like DCA.
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Chapter 1

Introduction

Out of the many fields that make up physics, condensed matter is rarely the one

that grabs attention. Many have observed that condensed matter physics captures

less prestige and interest than other fields of physics, both from the public [26] and

scientists themselves [27, 1]. This may not be so surprising given popular portrayals

of science - even among those who pursue a career in physics, students are often

inspired more by the exotic aspects of fields such as particle physics (anti-matter!),

astrophysics (black holes!), and plasma physics (big lasers! solar flares!) than by

such mundane questions as the conductivity of copper. Indeed, in reference to solid

state physics none other than Wolfgang Pauli once glibly wrote that, “one shouldn’t

wallow in dirt” [28].

In lieu of spectacle, condensed matter physicists often point to their field’s role in

the rapid and world changing technological developments of the 21st century. After

all, despite Pauli’s dismissal, most of our civilization has quite literally been built up

out of dirt and the rich abundance of elements it contains [29]. Condensed matter can

in some sense be thought of as the physics of construction, helping us to understand

everything from the strength of steel to the clarity of glass to the magnetism of hard

drives to the band gaps of semiconductors. Thanks to condensed matter physics,

everyone has the power of a supercomputer in their pockets! (Imagine a physicist

shaking an iPhone at a crowd of under-enthused undergraduates.)

As the last example may demonstrate, although emphasizing the concrete prod-

ucts of scientific investment to the public (and aspiring students) is certainly worth-

while, it is very rarely inspiring to the yet-to-be-engaged. Our species is remarkably

adept at normalizing the remarkable, such that appealing to the wonders of univer-
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Figure 1.1: ‘Map of Physics’, by Bernard Porter, 1939. Illustration of how physics was
perceived in the pre-WW2 period, as a mostly disconnected realm of fields defined
by various phenomena. Condensed matter might be thought of as challenging such
a categorization, as it draws upon many such fields to describe the behavior of
individual systems. From [1].

sally accessible commercial products is unlikely to spark the same interest as grav-

itational waves or supernovae. Indeed, it has been suggested that focusing on how

a science adds mundane ‘furniture’ to our lives may in fact be counter-productive,

or at least severely undercuts the promises of a ‘tomorrow made better by science’

found in popular science stories and science fiction [27].

Similar feelings also contributed to condensed matter’s struggle for respectability

within the physics community [30]. While the fields that would eventually become

known as condensed matter grew tremendously in the post-war years, much of this

work was geared towards applications and seen by some as a corruption of the tra-

ditional pursuit of knowledge for knowledge’s sake. Furthermore, condensed matter

began to challenge the reductionist view of physics, conceptualized as the dissection
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and categorization of physical phenomena by narrow, well-defined, and ‘fundamen-

tal’ fields. Some were wary that condensed matter made a mess of their hard won

map that neatly carved up the physical world, Fig. 1.1.

Although the public’s perception of condensed matter physics may remain lack-

luster, its position within physics has changed dramatically. Today condensed matter

is the largest discipline in physics and produces nearly a quarter of the physics PhD’s

earned in the US each year [31]. While much of this growth continues to be spurred

by an interest in ‘mundane applications’, changes in community conceptions of what

physics is and surprising developments in condensed matter research have also con-

tributed.

1.1 Quantum Condensed Matter

Currently one of the most exciting fields in physics is quantum condensed matter,

which studies the many-body quantum mechanics describing materials. The goal in

this field is to predict (and ideally understand) the physical phenomena a material

exhibits given the types and positions of the elements it contains. For example, we

would like to be able to predict whether a material is a conductor or an insulator,

whether it exhibits magnetism, what its optical properties are, and what types of

phase transitions occur.

In the case of a material the problem to solve consists of ions and electrons

interacting via the Coulomb potential. The basic physics of this system is described

by quantum mechanics via the many-body Schrodinger equation, ih̄∂tΨ = ĤΨ. The

dominant terms in the Hamiltonian are as follows.

Ĥ = − h̄2

2me

∑

i

∇2
i −

∑

i,I

ZIe
2

|ri −RI |
+

1

2

∑

i 6=j

e2

|ri − rj|

−
∑

I

h̄2

2MI

∇2
I +

1

2

∑

I 6=J

ZIZJe
2

|RI −RJ |

(1.1)

In the above the electrons are denoted by lower case i and the ions by upper case

I. This Hamiltonian includes, in the order the terms appear, the electrons’ kinetic

energy, the Coulomb potential between ions and electrons, between potential between

electrons, the kinetic energy of the ions, and the potential between ions. Additional
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terms can be added to include interactions with external fields, and relativistic effects

such as spin-orbit coupling can typically be easily included via modifications of the

ion-electron potential [32]. In practice the Born-Oppenheimer approximation is often

employed, in which the motion of the heavy ions is neglected. Thus, the essential

problem is described by the first three terms of Eq. 1.1.

Although it is easy to write down the theory for such a condensed matter system,

it is notoriously difficult to solve it. Two fundamental challenges are the Pauli exclu-

sion principle and the interactions between electrons. The Pauli exclusion principle

demands that electrons, as fermions, exist in anti-symmetrized states, such that no

single particle state can hold more than one electron. This ultimately contributes to

an exponential scaling in the amount of space required to simply write down a single

many-body wavefunction, much less perform calculations with excited states. Mean-

while, the interactions between electrons couple their degrees of freedom, resulting

in a horrifically tangled system that can only be solved exactly, even with advanced

computers, in extreme limits.

Remarkably, the challenges posed by electron interactions can be overcome in

many materials by a wide range of ‘independent-particle’ methods, such as the band

theory of solids, density functional theory (DFT), and Fermi liquid theory. These

methods approximate the system of interacting electrons by replacing it with a sys-

tem of weakly interacting ‘quasi-particles’ [32, 33, 34]. On a microscopic level these

quasi-particles are typically complex collective modes of the charge and spin degrees

of freedom of the electrons, but at the macroscopic level these modes behave as new

particles that are weakly correlated with each other and can be used to understand

the material’s physics.

The band theory of solids [35] is an independent particle method that enabled sci-

entists to understand the behavior of a wide variety of crystalline systems, including

most of the materials underlying modern digital technology. Band theory proceeds

from the assumption that electrons travel in a static potential throughout the system,

exposed only to the periodic potential generated by the attractive Coulomb potential

of the ions. The interactions between electrons are ignored, and it is assumed that

the system is infinite in extent. Despite these seemingly dramatic assumptions, band

theory accurately describes the formation of electronic energy bands in many solids,

such as silicon as shown in Fig. 1.2. It also provided the incredibly fruitful theoretical

arena in which many fundamental concepts, such as band gaps, Fermi surfaces, and

renormalized masses, were first understood. Furthermore, the band theory provided
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Figure 1.2: Band structure of silicon. Figure taken from [2].

a simple way to predict whether a material was an insulator or a conductor based on

the number of valence electrons per unit cell. On the other hand, the failure of band

theory for certain systems is one of the motivators for methods that better account

for the interactions between electrons. For example, band theory predicts NiO and

MgO to be metallic when experiments show them to be strong insulators even in the

absence of magnetic ordering [36].

Another important example of the independent particle framework is the Fermi

Liquid Theory, which was developed to describe liquid 3He but can also be used

to describe the physics of most metals at low temperature [3]. The theory makes

use of the idea that interacting systems can often be adiabatically connected with

their non-interacting limit, and thus must preserve the same conservation laws. For

systems in which this applies, called Fermi liquids, the quasi-particles correspond

one-to-one with the non-interacting single particle states, and their coherence is

maintained by the limited phase space for scattering around the Fermi surface, as

shown in Fig. 1.3. The system can then be described in single particle terms, in

which the net effects of interactions are accounted for with quasi-particles that seem

just like electrons with modified, or ‘renormalized’, masses. The Fermi liquid picture
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Figure 1.3: (a) In the non-interacting Fermi liquid, a stable particle can be created
anywhere outside the Fermi surface, a stable hole excitation anywhere inside the
Fermi surface. (b) When the interactions are turned on adiabatically, particle exci-
tations near the Fermi surface adiabatically evolve into quasiparticles, with the same
charge, spin and momentum. Quasiparticles and quasiholes are only well defined
near the Fermi surface of the Landau Fermi liquid. Figure and caption taken from
[3].

has been very successful in understanding the physics of many of the materials that

enable 21st century technology. For example, it provides an appealing explanation

for the seemingly unlikely success of band theory, which as previously noted entirely

ignores electron interactions [35].

Another critically important independent particle method is density functional

theory (DFT) [37, 38], which expresses correlation and exchange energies as func-

tionals of the electronic density and replaces interactions between electrons with an

effective potential. DFT has spread throughout many fields of science and engineer-

ing since the required computational power has become widely available, and with

it scientists have made tremendous progress in simulating many different types of

systems, from semi-conducting crystals to biological molecules [39].

However, as our ability to create and study ever more complex materials has

developed over the past several decades, scientists have discovered a wide range

of materials whose properties seem to require descriptions beyond the independent

particle frameworks. As described in the next section, these systems challenge us to

create new methods for tackling the quantum many-body problem.
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Category Example Materials Phenomena

Transition Metal Oxides
Cuprates La2−xSrxCO4, Y B2Cu3O6+δ SC, AF, PG, CO

Manganites La1−xSrxMnO3 FM, AF, CMR
Ruthenates Sr2RuO4 SC, AF, FM

Transition Metal Dichalcogenides MoS2 CO, SC, FM
Heavy Fermions CeCu2Si2, UPd2Al3 PG, AF, SC

Actinides / Rare-Earths PuO2 complex structure
Iron Pnictides LaOFeAs, Sr2ScFePO3 AF, SC

Organic Superconductors Bechgaard and Fabre salts, RbCs2C60 AF, CO, SC

Table 1.1: Brief overview of some of the systems and materials that are often re-
ferred to as ‘strongly correlated’. An attempt is made here to indicate the category
each system is commonly ascribed, but clean separations are often difficult due to
the many overlapping properties displayed by strongly correlated materials. Further-
more, not all phenomena are exhibited by every material in a given class. The key for
the phenomena is as follows: SC = Super conductivity, AF = antiferromagnetism,
FM = ferromagnetism, CO = charge order, PG = Pseudo-Gap, CMR = Colossal
Magnetoresistance.

1.2 Strongly Correlated Materials

The last couple of decades have seen explosive growth in the field of ‘strongly cor-

related materials’. While there is no precise definition of what counts as a strongly

correlated system, they are generally systems in which the interactions between elec-

trons play an unusually large role in dictating their properties [36, 40, 41]. It is

worthwhile noting that the descriptor ‘strongly correlated’ can be a bit mislead-

ing - as fermions, even non-interacting electrons are bound by the Pauli exclusion

principle, which already introduces quite a bit of correlation between the particles.

Strongly correlated materials are those in which the interactions between electrons

introduce significant correlations in addition to the Pauli exclusion principle. One

quantitative way of capturing this distinction is to compare the actual correlation in

the system to what might be expected from a Hartree-Fock computation [32, 41].

Table 1.1 provides a highly abbreviated and rough overview of some of the mate-

rials commonly thought of as strongly correlated. Strongly correlated materials in-

clude the cuprates [42], heavy fermion materials [43], manganites [11], and actinides

[44]. More generally, many transition metal oxides and dichalcogenides are typically

classified as strongly correlated materials. [11] A common feature in many strongly

correlated materials are open d or f electron shells, which confine the electrons much

7



Figure 1.4: Timeline of the discovery of various superconductors. Superconductors
described by BCS theory are green circles, cuprates are blue diamonds, iron based
superconductors are yellow squares, organics superconductors are purple triangles,
heavy fermion systems are green stars, and carbon nanotubes are red triangles. Fig-
ure from [4].

more narrowly than the s and p orbitals found earlier in the periodic table. This

confinement leads to a much stronger Coulomb interaction between the electrons,

such that independent and mean field methods fail to describe their dynamics [36].

This confinement is often described alternatively in terms of narrow electronic bands

in momentum space, since the Fourier transform of a heavily localized quantity will

typically be nearly flat in momentum space.

Strongly correlated systems are interesting because they display a great many

physical phenomena, some entirely novel and some familiar with a new twist. These

phenomena include high temperature superconductivity [45], pseudogaps [46], metal-

insulator or Mott transitions [47], charge order [12], and various magnetic phases.

Probably the most exciting development is the discovery of radically new systems

that exhibit superconductivity, including not only the critical temperature, TC ,

record breaking cuprates but also many organic, heavy fermion, and iron based

systems. Fig. 1.4 shows the progression in TC over the last century.

Moreover, the energy scales for the charge, spin, and orbital degrees of freedom

are often comparable in these materials, such that the different phases compete

with each other and give rise to complex phase diagrams. As seen in Fig. 1.5,
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Figure 1.5: Phase diagrams of representative materials of the strongly correlated
electron family (notations are standard and details can be found in the original ref-
erences). (A) Temperature versus hole density phase diagram of bilayer manganites
[5], including several types of antiferromagnetic (AF) phases, a ferromagnetic (FM)
phase, and even a globally disordered region at x ≈ 0.75. (B) Generic phase diagram
for HTSC. SG stands for spin glass. (C) Phase diagram of single layered ruthenates
[6, 7], evolving from a superconducting (SC) state at x = 2 to an AF insulator at
x = 0 (x controls the bandwidth rather than the carrier density). Ruthenates are
believed to be clean metals at least at large x, thus providing a family of oxides where
competition and complexity can be studied with less quenched disorder than in Mn
oxides. (D) Phase diagram of Co oxides [8], with SC, charge-ordered (CO), and
magnetic regimes. (E) Phase diagram of the organic k-(BEDTTTF) 2Cu[N(CN)2]Cl
salt [9]. The hatched region denotes the coexistence of metal and insulator phases.
(F) Schematic phase diagram of the Ce-based heavy fermion materials [10]. Figure
and caption taken from [11].
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many strongly correlated systems move through dramatic phases changes due to very

small changes in external parameters such as the applied pressure, magnetic field,

temperature, or chemical doping [48]. Although the complexity of these emerging

phenomena make the systems quite difficult to study, they may also provide routes for

new technological applications. High temperature superconductivity and its use in

generating strong magnetic fields and transmitting power are the obvious applications

[49], but phenomena such as colossal magnetoresistance, the Mott metal-insulator

transition, and the electronic properties of transition metal dichalcogenides [50] are

promising for constructing products such as advanced sensors, flexible electronics,

energy efficient windows, and next generation transistors.

The key properties that make these materials both interesting and difficult to

describe theoretically are emergence and complexity [11, 51, 52]. Emergence has

become a central topic in physics over the last several decades, and it represents

a significant paradigm shift away from the reductionist approach that dominated

the field’s infancy [53]. Generally, emergence describes the appearance of behaviors

and properties in a composite system that are not exhibited by the constituent

parts. Classic examples include the flocking of behavior in birds, ant colonies, and

superconductivity. In each of these cases, knowing a great deal about the individual

parts (a bird, an ant, an electron) may not help in predicting the emergent behaviors

of the collective.

One implication of emergence in quantum condensed matter is that single particle

methods are doomed to failure in cases where the properties of materials are funda-

mentally connected to the interactions of electrons. Such properties are tied to the

detailed behavior of collections of electrons, rather than the independent behaviors

of electrons or even quasi-particles.

It can be very difficult to predict when a material will exhibit such strongly cor-

related behavior, that is, when an independent particle approach will be sufficient

and when a more detailed many-body approach is required. As mentioned above,

one marker is the presence of electrons in more localized orbitals (open d and f

shells), since this results in a larger Coulomb integration [36]. Studying such sys-

tems requires moving beyond independent particle methods, as supported by some

prominent experimental systems. For example, the most important independent par-

ticle method of the 21st century, band theory, predicts that the undoped cuprates

are metals when in reality they are Mott insulators [42]. Many materials exhibit

so-called ‘non-Fermi liquid’ behavior, such as the linear in temperature of resistivity
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(ρ ∝ T ) of the cuprates in the ‘strange metal’ phase [54, 46]. Fermi liquid theory

predicts ρ ∝ T 2. [3]

Another common phenomena in strongly correlated systems is spontaneous sym-

metry breaking in the spatial distribution of charges, or charge ordering. These

charge order states were first observed in magnetites in 1939 [55], and are charac-

terized periodic modulations in the electron density across the material driven by

repulsive Coulomb interactions. Such states have since been found in Wigner crys-

tals, [56, 57] manganites, [58, 59, 60, 61] cobaltates,[62] nickelates, [63, 64, 65, 66]

two-dimensional organic materials, [67, 68, 69, 70] in La1−xSrxFeO3, [71, 72] layered

dichalcogenides, [73] and quasi-one-dimensional [74, 75] systems.

Figure 1.6: Experimental data revealing charge order in the cuprates. The left figure
is an STM conductance map of at an underdoped sample of Bi2Sr2CaCu2O8+δ at
T = 30K. [12] The right figure shows RXS data for an underdoped single-layer
compound Bi2Sr1.2La0.8CuO6+δ, with hole doping p ≈ 0.11 and TC = 15K. Both
reveal a checkerboard charge order pattern in the electron distribution. [13]

Charge order has also recently been seen in a variety of superconducting systems,

including the high Tc cuprates and organic superconductors. [12, 76, 77, 13, 78, 79, 80]

In particular, charge order seem to be ubiquitous in the cuprates, and it remains an

open question as to whether the phase has a common origin across the different

cuprates and how the phase interacts with superconductivity. This is one of the

motivations for studying the extended Hubbard model in this thesis.
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1.3 Simulation Methods and the Hubbard Model

A great many theoretical techniques have been developed to study strongly correlated

materials, each with different constraints on their applicability and computational

advantages. Some of these methods include density functional theory (DFT) [38],

dynamical mean field theory (DMFT) [81], density matrix renormalization group the-

ory (DMRG) [82], dual fermions (DF) [83], diagrammatic Monte Carlo [84], coupled

cluster theory [85], diagram approximations such as the random phase approxima-

tion (RPA) and GW methods [86], diffusion Monte Carlo [87], path integral Monte

Carlo [88]. Sometimes these methods can also be fruitfully combined, such as by

combining GW with DFT [38] or applying dual fermions to a DMFT starting point

[89].

However, there does not exist a general purpose method that can provide accurate

results for arbitrary real materials. Part of the difficulty is the complexity of real

materials, which may include many electronic bands and complex arrangements of

atoms. These circumstances have motivated researchers to develop model system to

peal away some of the complexity of real materials while maintaining the essential

electron correlations responsible for interesting behavior.

One of the most popular minimal models for studying strongly correlated be-

havior is the Hubbard model [90]. With the language of second quantization and a

transformation to a basis of Wannier states one can write the many-body Hamilto-

nian 1.1 as follows [91].

Ĥ =
∑

ii′

c†iσtii′ai′σ +
∑

ii′jj′

Uii′jj′a
†
iσa
†
i′σ′aj′σ′ajσ (1.2)

This Hamiltonian can be interpreted as describing electrons (corresponding to

the creation and annihilation operators c/c†) moving around a lattice of sites and

orbitals labeled by i via the hopping terms, tii′ , and interacting with each other via

the interaction terms, Uii′jj′ .

The original Hubbard model consisted of including only one orbital per site,

nearest neighbor hoppings (tii′ = tδi+1,i′ and tii = µ), and same site density density

interactions, Uii′jj′ = Uδii′jj′ . However, even this heavily simplified model displays a

complex phase diagram, including antiferromagnetic, charge order, Mott insulating,

and superconducting phases [92]. In particular, the qualitative similarity between

the 2D Hubbard model and the cuprates, and the hope that the model can be used
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to explain the superconducting pairing mechanism, have driven an immense amount

of interest in the model over the last three decades. However, the model has also

proven very difficult to solve in general, particularly at low temperatures and for

large systems [93]. Reference [16] provides an extensive review and comparison of

numerical methods used to study this simplest version of the Hubbard model.

This thesis will describe efforts to enhance our ability to simulate the 2D Hubbard

model. Multiple theoretical and numerical methods are explored to address different

physical phenomena (i.e. charge order) and numerical challenges (i.e. finite size

effects). Chapter 2 provides a background on the main computational techniques

used throughout the work, including quantum Monte Carlo (QMC), dynamical mean

field theory (DMFT), the dynamical cluster approximation (DCA), the continuous

time auxiliary field algorithm (CTAUX), and the Maximum Entropy Method (MEM)

for numeric analytic continuation.

Chapter 3 presents new work on applying Twisted Boundary Conditions to the

DCA framework. This method is applied in a effort to access thermodynamic (i.e.

large system) information about the Hubbard model without the immense compu-

tational expense required to simulate large lattices directly.

Chapter 4 describes efforts to study the extended 2D Hubbard model, which re-

introduces non-local interactions between electrons that drive the formation of charge

ordered phases. The work includes a thorough analysis of the phase diagram of the

model away from half-filling, as well as analysis of the effect of non-local interactions

on anti-ferromagnetic fluctuations and competition between the charge order and

AFM states.

Chapter 5 includes a derivation of the dual fermions diagrammatic expansion and

the dual fermions ladder approximation used to compute corrections to single site

DMFT calculations. The method is applied to the 2D Hubbard model in order to

study the evolution of its spectral function, Fermi surface, and momentum depen-

dent mass renormalization as the temperature, interaction strength, and doping are

changed. The great advantage of this method is that we are able to access arbitrary

momenta throughout the Brillouin zone, in contrast to the limitation to a few cluster

momenta that characterize cluster methods like DCA.

1.4 Publications

This thesis is based on work from the following publications.
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Chapter 2

DMFT and Quantum Monte Carlo

In this chapter we review the numerical methods utilized in our work. We start

with the overview of the the Dynamical Mean Field Theory (DMFT) [81], a self-

consistency scheme that is currently one of the central methods for obtaining infor-

mation about strongly correlated electron systems [36]. The primary computational

challenge that arises in the DMFT framework is the need to solve a quantum impu-

rity problem, which in this work is accomplished via Quantum Monte Carlo (QMC)

and the Continuous Time Auxiliary Field algorithm (CT-AUX) [24]. This chapter

presents an introduction to and schematic derivation of these methods.

This chapter also describes how to extend the CT-AUX algorithm to handle the

broken symmetry phases that arise when studying charge order, [14] as well as how

to apply an efficient Monte Carlo update procedure, known as submatrix updates,

[25, 98] to the resulting algorithm. Finally, although these QMC methods work in the

imaginary time framework, is is often desirable to obtain real frequency information

that can be better related to experiments and physical intuition. The chapter closes

with an introduction to the Maximum Entropy method, [99, 100] which was used to

perform numerical analytic continuation to QMC data throughout this thesis.

2.1 Dynamical Mean Field Theory

The DMFT was developed as a means of investigating strongly correlated quantum

lattice models that overcame the exponential barriers limiting application of methods

such as exact diagonalization and lattice Monte Carlo [81]. Exact diagonalization

methods, while numerically exact, become computationally intractable for even a
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small number of system sites. Traditional Monte Carlo methods, which directly

sample Feynman diagrams, suffer from a fermion sign problem (discussed later in

this chapter) that prevents access to interesting parameter regimes, such as larger

interaction strengths or lower temperatures [32, 101, 16].

DMFT attempts to overcome these challenges by mapping an interacting lattice

model onto an impurity embedded in an effective medium in a self-consistent manner.

While the lattice model is infinite in extent and may contain correlations over all

length scales, the impurity model is much simpler, consisting of a small number

of sites (or an impurity cluster) coupled to a bath of non-interacting states. The

basic idea is to treat the interactions between particles on the cluster exactly and

choose the coupling between the cluster and bath sites in such a way as to mimic the

effects of the rest of the lattice in the original problem on the cluster. Thus, local

correlations (those constrained to lengths scales within the cluster) are treated non-

perturbatively, while longer range correlations are treated in a mean field manner

[36].

The impetus for the development of DMFT came from the observation that in

the limit of infinite dimensions, d → ∞, the self-energy of a lattice model becomes

momentum independent, that is, Σ(ω, k)→ Σ(ω) [102, 41]. This is equivalent to the

statement that in infinite dimensions, all correlations become local, i.e. the physics

of the system is dictated by the interactions between particles on the same lattice

sites. Although realistic systems are certainly not infinite dimensional, the idea of

treating long range correlations via mean field in exchange for simulating short range

correlations exactly caught on and lead to the development of single-site DMFT

[81, 36]. In this theory a single site from the original lattice problem is coupled to a

non-interacting bath, and a set of self-consistency conditions assert that quantities

calculated from this impurity problem (Green’s functions, self-energies, etc.) will

match the actual local quantities on the full lattice problem.

Although successful, the single-site DMFT was limited in its application to sys-

tems where only local quantum fluctuations were important. This motivated the

development of DMFT extensions where non-local correlations could be introduced

in a controlled manner [14]. The obvious path forward was to replace the single site

impurity with a small cluster of sites, and this eventually led to the development

of cluster methods such as the Dynamical Cluster Approximation (DCA) and the

Cellular DMFT (CDMFT). Here we will focus on the DCA, in which self-consistency

conditions demand that quantities calculated on the cluster impurity agree with the
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corresponding quantities on the full lattice at some subset of momentum space points,

K.

2.2 Dynamical Cluster Approximation

We will now describe how DCA is derived for the general 2D extended Hubbard

model [103]. The derivation is relevant to all of the work presented in this thesis,

as the various models studies (i.e. Hubbard model with only local interactions, the

extended Hubbard model with nearest neighbor interactions) are simply special cases

of the general extended Hubbard model, as determined by the interaction coefficients

Uσσ′
ij and the hopping matrix tij. Furthermore, the single site DMFT, which is the

starting point for the dual fermions work presented in Chapter 5, is just the NC = 1

limit of DCA. This derivation follows that of Maier [14].

The general extended Hubbard model is described by the following lattice Hamil-

tonian.

H =
∑

ijσ

tijc
†
iσcjσ +

1

2

∑

ijσσ′

Uσσ′

ij niσnjσ′ (2.1)

In this Hamiltonian niσ = c†iσciσ is the number operator for each lattice site and

c†iσ, ciσ are electron creation and annihilation operators. Parameter tij describes how

electrons hop between lattice sites, Uσσ′
ij describe how electrons interact with each

other, and tii = µ is the chemical potential that controls the equilibrium number of

electrons on the lattice.

The starting point for DCA [14] is to split the lattice into clusters of NC sites,

each with linear dimension LC . As shown in Fig. 2.1, the real and momentum

space coordinates are split into inter- and intra-cluster coordinates, x = X + x̃ and

k = K + k̃. We will wind up relating cluster quantities calculated at the cluster

momenta K to lattice quantities at the same subset of momentum space points.

One of our central objectives in many-body calculations is to obtain the single-

particle Green’s functions, G, and self-energies, Σ, which tell us how particles propa-

gate and interact through the system. In the imaginary time formalism these Green’s

functions are defined as follows.

Gijσ(τ) = −〈Tτciσc†jσ〉 (2.2)
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Figure 2.1: Example of how the real space (left) and momentum space (right) co-
ordinates are defined in DCA for NC = 4. The positions of lattice sites within a
cluster, X, are reciprocal to the momenta at which cluster quantities are calculated,
K. The superlattice vectors, x̃, are reciprocal to the momentum vectors that are
averaged over (i.e. coarse grained) in the DCA algorithm, k̃. Figure taken from [14].

Gijσ =

∫ β

0

dτeiωnτGijσ(τ) (2.3)

The Fourier transform of the imaginary time Green’s function involves the fermionic

Matsubara frequencies, ωn = (2n+1)π
β

, where β = 1/T is the inverse temperature [3].

2.2.1 Diagrammatic Derivation

One way of obtaining the DCA approximation for these functions is by studying the

Luttinger-Ward functional, Φ[G,U], which depends on both the Green’s function

and the base interactions, U. The functional is defined as the sum of all closed,

bold, 2 particle irreducible (2PI) Feynman diagrams generated by the Hamiltonian.

By ’bold’, we mean that the Green’s function lines appearing in the diagrams are

fully interacting, or ’dressed’, Green’s functions, G, rather than the non-interacting

Green’s functions, G0. 2PI simply means that only diagrams that can not be broken

up by cutting 2 Green’s function lines are included, which implies that derivatives

of the functional will result in contributions to the single particle self-energy, Σ. An

example of a 2PI diagram is shown in Fig. 2.2. The Luttinger-Ward functional is often

used as a starting place for Green’s function approximations because it provides some

guarantees with respect to obeying Ward identities (i.e. conservation laws) [104, 14].

The grand potential function, Ω, is often a starting point in statistical mechanics
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for calculating the thermodynamic properties of a system. It can be expressed in

terms of Φ via a linked cluster expansion as follows [3].

Ω[G,U ] = −kBT{Φ[G,U ]− Tr ln(−G)− Tr(ΣG)} (2.4)

It can be shown that in order for physical quantities calculated from derivatives of

Ω to be consistent with those computed from G, we need Ω to be stationary with

respect to G.

δΩ

δG
= −kBT

(
δΦ

δG
+G−1 − Σ− δΣ

δG
G

)

= −kBT
(
δΦ

δG
− Σ

)

= 0

(2.5)

Where we have used the Dyson equation, G−1
0 − G−1 = Σ. Thus, we see that

stationarity requires that,

G−1
0 −G−1 = Σ =

δΦ

δG
(2.6)

Figure 2.2: Example of how the DCA approximation modifies contributions to the
Φ functional. On the right is a second order diagram that contributes to Φ for the
lattice Hubbard model. On the right is the result from coarse graining and relaxing
the momentum conservation constraints at the vertices. Figure taken from [14].

An example of a diagram that contributes to Φ is shown in Fig. 2.2. We can

use the momentum space Feynman rules to translate this diagram, D, into a mathe-
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matical expression [3]. Note that we suppress frequency and spin factors in order to

focus on the momentum dependence.

D ∝ 1

N6

∑

k1k2k3k4k5k6

G(k1)G(k2)U(k5)U(k6)G(k3)G(k4)

·∆(−k1, k2,−k5)∆(k1,−k2,−k6)∆(k5,−k3, k4)∆(k6, k3,−k4)

(2.7)

The Laue function, ∆, is responsible for enforcing momentum conservation at

each of the vertices. Its usual definition is

∆(k1, . . . , kn) =
∑

x

eix(k1+···+kn) = Nδk1+···+kn . (2.8)

The fundamental approximation in DCA is to relax the momentum conservation

requirement. Instead of requiring that the full lattice momenta, k = K + k̃, are

conserved at each vertex, DCA requires only that the cluster momenta, K, are

conserved. The DCA Laue function is thus defined as

∆DCA(K1 + k̃1, . . . , Kn + k̃n) = NCδK1+···+Kn , (2.9)

where NC is the size of the cluster, and also the number of cluster momenta. If

we use this definition for the Laue function to calculate diagrams, then the sums in

expressions such as 2.8 can be broken up into sums over cluster momenta K and k̃.

1

N

∑

k1

G(k1) =
1

NC

∑

K1

NC

N

∑

k̃1

G(K1 + k̃1) (2.10)

The sums over k̃ can now be performed freely. Thus, the DCA approximation

amounts to replacing the Green’s function and interaction lines in Φ diagrams with

new coarse-grained, or momentum averaged, functions Ḡ and Ū .

Ḡ(K) =
NC

N

∑

k̃

G(K + k̃) (2.11)

Ū(K) =
NC

N

∑

k̃

U(K + k̃) (2.12)

We can then define the cluster self-energy, ΣC , as follows.
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ΣC(K) =
δΦ[Ḡ, Ū ]

δḠ(K)
(2.13)

We can also define the DCA approximation of the lattice grand potential, Ω[Ḡ, Ū ].

This functional should be stationary we respect to the true lattice Green’s function,

G(k = K + k̃).

Ω[Ḡ(K), Ū(K)]

δG(k)
= −kBT

(
Φ[Ḡ(K), Ū(K)]

δG(k)
+

1

Ḡ(K)

δḠ(K)

δG
− Σ

δḠ(K)

δG
− 1

Ḡ(K)

δḠ(K)

δG

)

= −kBT (ΣC(K)− Σ(k)) = 0

(2.14)

This means that the lattice self-energy is assuming to be equal to the cluster

self-energy in the DCA approximation, Σ(k) = ΣC(K). In other words, the lattice

self-energy is a piece-wise constant function in DCA, with the value at momentum

k set equal to the value of the cluster self-energy at the closest K point. We can

then use the Dyson equation to define the following self-consistency condition for the

coarse grained Green’s function, Ḡ.

Ḡ(K) =
NC

N

∑

k̃

G(K + k̃) =
NC

N

∑

k̃

(
G−1

0 (K + k̃)− ΣC(K)
)−1

(2.15)

Where the non-interacting lattice Green’s function isG−1
0 (K+k̃) =

(
z − εK+k̃ + µ

)−1
,

where εK+k̃ is the lattice dispersion and z is the frequency, in either real or Matsubara

frequency.

2.2.2 Effective Cluster Action

We will now express our DCA framework in terms of an effective action, as is needed

for the application of Quantum Monte Carlo methods such as CT-AUX [105]. In the

last section we saw that the Green’s function of the cluster, GC(K), is equal to the

coarse grained lattice Green’s, Ḡ(K). This allows us to define the non-interacting

Green’s function on the cluster, G(K).

GC(K) = Ḡ(K) =
(
G−1(K)− ΣC(K)

)−1
(2.16)
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The action corresponding to a cluster model, SC , with non-interacting Green’s

function G and bare interaction parameters Ū is given by

SC [c, c∗] = −
∫ β

0

dτ

∫ β

0

dτ ′
∑

ijσ

c∗iσ(τ)Gijσ(τ − τ ′)cjσ(τ ′)

+
1

2

∫ β

0

dτ
∑

ijσσ′

Ūσσ′

ij c∗iσ(τ)c∗jσ′(τ)cjσ′(τ)ciσ(τ)

(2.17)

It is important to note that G(K) is not the same thing as the lattice non-

interacting Green’s function, G0(k). The G(K) incorporates both the free propaga-

tion of electrons in the cluster as well as the effects of the self-consistency constraints

from DCA. This is easier to understand if we look at the cluster Hamiltonian corre-

sponding to the action 2.17. It can be shown that the Hamiltonian for the cluster,

HC which fulfills the DCA relationships is as follows [14].

HC = HC,0 +HC,I

=
∑

Kσ

(ε̄K − µ)c†KσcKσ +
∑

kσ

λkσa
†
kσakσ

+
∑

Kk̃σ

(
VK(k̃)c†KσaK+k̃σ +H.C.

)

+
∑

KK′Qσσ′

Ūσσ′(Q)

2NC

c†K+Qσc
†
K′−Qσ′cK′σcKσ

(2.18)

This effective Hamiltonian, in which the c/c† are now creation and annihilation

operators, gives us a clear physical interpretation for the DCA algorithm. We are

replacing our original lattice problem with an Anderson impurity problem, [106] a

cluster of sites coupled to a non-interacting bath. The cluster is embedded in this

medium is such a way as to match the lattice coarse grained Green’s function with

the cluster Green’s function. We can think of adjusting the coupling between the

cluster and the bath, VK , and the bath energy levels, λkσ, until we achieve a G and

ΣC that fulfills the DCA self-consistency conditions. However, this is only required

for methods that need an explicit form for the non-interacting cluster Hamiltonian,

HC,0, such as exact diagonalization. In the next section and the derivation for CT-

AUX, we’ll see that we only need to choose and adjust G directly, without reference
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to the underlying Hamiltonian model, in order to achieve self-consistency.

Cluster Solver

GC(K)

ΣC(K) = G−1(K)−G−1
C (K)

Ḡ(K) = NC

N

∑
k̃

[
G−1

0 (K + k̃)− ΣC(K)
]−1

G−1(K) = Ḡ−1(K) + ΣC(K)

G(K)

Figure 2.3: The DCA self-consistency loop. Starting with a guess for the non-
interacting cluster Green’s function, G, we iteratively solve the impurity problem to
obtain the cluster Green’s function and check if it agrees with the coarse grained
lattice Green’s function, Ḡ. If they do not agree, we recompute G and try again.

2.2.3 Self-consistency Loop

At this point the lattice problem, which has an infinite number of degrees of freedom,

as been reduced to a cluster problem with some self-consistency constraints and a

finite number of degrees of freedom. Our goal is to find a non-interacting cluster

Green’s function, G, such that when we solve the cluster problem described by 2.17

we obtain a cluster Green’s function that agrees with the coarse grained lattice

Green’s function. To recap, the basic self-consistency conditions are as follows, with

energy dependence, z, restored.

GC(z,K) =
(
G−1(z,K) + ΣC(z,K)

)−1
(2.19)

Ḡ(z,K) =
NC

N

∑

k̃

(
G−1

0 (z,K + k̃)− ΣC(z,K)
)−1

(2.20)

GC(z,K) = Ḡ(z,K) (2.21)

This constitutes a complex set of nonlinear equations that we can solve via a

self-consistency cycle that we repeat until convergence is reached. Here are the steps

in this process [14].

23



1. Guess a starting G. This can be anything, although convergence is often sped

up by guessing well. Starting with the lattice free Green’s function or the

atomic solution are common starting choices. In the case of competing broken

symmetry phases, we can also modify our starting G to probe for stable phases.

2. Solve the cluster problem with G as the input free cluster Green’s function,

obtaining the full cluster Green’s function GC .

3. Compute the cluster self-energy, ΣC = G−1 − G−1
C . We can then compute the

coarse grained lattice Green’s function, Ḡ.

4. Check if Ḡ = GC up to some small tolerance. If self-consistency has not been

reached, compute a new G = (Ḡ−1 + ΣC)−1 and repeat the cycle.

This process is depicted in Fig. 2.3. Although the problem had been made much

simpler by restricting the degrees of freedom to the cluster, solving the interacting

cluster problem is still a very challenging task. Later we will discuss how to use

Quantum Monte Carlo, via the CT-AUX algorithm, to efficiently solve the cluster

problem.

2.2.4 Renormalization of Interaction

We have seen that the effective cluster problem we need to solve in DCA involves

coarse grained interaction coefficients, Ū(K).

Ū(K) =
NC

N

∑

k̃

U(K + k̃) (2.22)

It is important to understand how to map the lattice interaction parameters, Uij,

from the Hamiltonian given by Eq. 2.1 to the cluster interaction parameters used in

the cluster solver, Ū(X), which typically works in real space. If we assume that the

lattice interactions are transitionally invariant, then we can set U(x) = U(X + x̃) =

Uij, where x = |xi − xj|. We can then use cluster Fourier transforms to write Ū(X)

in terms of U(x).
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Ū(X ′) =
1

NC

∑

K

eiK·X
′
Ū(K)

=
1

NC

∑

K

eiK·X
′NC

N

∑

k̃

∑

Xx̃

e−i(K+k̃)·Xe−kk̃·x̃U(x)

=
1

N

∑

Xx̃

∑

K

eiK·(X
′−X)

∑

k̃

e−ik̃·(X+x̃)U(x)

=
NC

N

∑

k̃

∑

x̃

e−ik̃·(X+x̃)U(x)

(2.23)

Where we have used that
∑

K e
iK·(X′−X) = NCδX′,X . This thesis will deal will

Hubbard models with both on site, U(x = 0) = U , and nearest neighbor, U(x =

î) = V , interactions. (̂i is a unit vector to any of a site’s neighbors.) The cluster

equivalents of these terms, Ū(X ′ = 0) and Ū(X ′ = î), take on the following forms.

Ū(X ′ = 0) =
NC

N

∑

k̃

∑

x̃

eik̃·x̃U(x̃)

=
NC

N

∑

k̃

U(x = 0)

= U

(2.24)

V̄ = Ū(X ′ = î)

=
NC

N

∑

k̃

∑

x̃

eik̃·(̂i+x̃)U (̂i+ x̃)

=
NC

N

∑

k̃·̂i

e−ik̃·̂iU(x = î)

= V
NC

N

∑

k̃

e−ik̃·̂i

(2.25)

Where we have assumed that our Hamiltonian does not include long range inter-

actions between the same site in different clusters, U(i+ x̃) = U(i)δ0,x̃. Thus, we see

that the local interactions are that same for the lattice and cluster, but the nearest

neighbor interactions are modified. We can carry out the calculation for V̄ .
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V̄ = V
NC

N

N

(2π)d

∑

k̃

eik̃·̂i
(2π)d

N

= V
NC

(2π)d

∏

j

∫ π
LC

k̃j=− π
LC

eik̃idk̃j

= V
NC

2πLd−1
C

∫ π
LC

k̃i=− π
LC

eik̃idk̃i

= V
LC
π

sin

(
π

LC

)

(2.26)

Where LC is the linear dimension of the clusters. We see that as the cluster sizes

become very large, the cluster interaction parameters approach those of the lattice,

as expected. This interaction renormalization is important when applying DCA to

model Hamiltonian that include non-local interactions, such as for the charge order

model studied in Chapter 4 [107, 108].

2.3 CT-AUX Algorithm

This section describes the Continuous Time Auxiliary Field (CT-AUX) algorithm

that is used as the DMFT impurity solver throughout this work [105, 23]. We’ll

derive the algorithm for the single-band 2D extended Hubbard model, described by

the following Hamiltonian.

H = H0 +Hint (2.27)

H0 = −t
∑

〈ij〉σ

(
c†icj + h.c.

)
− µ

∑

iσ

niσ +
K

β
(2.28)

Hint =
1

2

∑

ijσσ′

Uσσ′

ij

(
niσnjσ′ −

niσ + njσ′

2

)
− K

β
(2.29)

The parameters t, µ, Uσσ′
ij are the terms that describe electrons hopping between

lattice sites, the chemical potential, and the density-density interactions between

electrons, respectively. The symbol 〈ij〉 means that electrons can only hop between

nearest neighbor sites. The constant K
β

has been introduced for future convenience.
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In this thesis we study models in which electrons can interact with energy U if they

are on the same site, and with energy V if they are on neighboring sites.

Uσσ′

ij =





U i = j, σ = −σ′
V 〈ij〉
0 otherwise

(2.30)

The Hamiltonian for a given system can be used to construct the partition func-

tion, Z = Tr e−βH = Tr e−β(H0+Hint), where we have separated the Hamiltonian into

interacting, Hint, and non-interacting parts, H0.

We are now going to use the interaction picture to expand the partition function

into a series. In the interaction picture, time dependent operators are defined as

O(τ) = eτH0Oe−τH0 (2.31)

Now we define a new operator, A(β).

A(β) = eβH0e−βH (2.32)

Z = Tr e−βH = Tr
[
e−βH0A(β)

]
(2.33)

If we differentiate A(β), we get

dA

dβ
= H0A(β)−HA(β) = −Hint(β)A(β) (2.34)

A(β) = Tτe
−

∫ β
0 dτHint(τ) (2.35)

Where Tτ is the time ordering symbol. Inserting this into the partition function

yields,

Z = Tr
[
e−βH0Tτe

−
∫ β
0 dτHU (τ)

]
(2.36)

Now we expand the exponential and take care of the time ordering explicitly in

the integrals and get
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Z =
∞∑

k=0

∫ β

0

dτ1 . . .

∫ β

τk−1

Tr
[
e−βH0eτkH0(−Hint) . . . e

−(τ2−τ1)H0(−Hint)e
−τ1H0

]
.

(2.37)

We now rewrite the interaction term, Hint.

−Hint =

(
K

4βN2
c

)∑

ijσσ′

(
1− 4βN2

c

2K
Uσσ′

ij

(
niσnjσ′ −

niσ − njσ′
2

))
(2.38)

Where Nc is the number of cluster sites. To each term in this sum we can

apply the following Hubbard-Stratonivich transformation, [23] which allows us to

replace quadratic terms in the creation and annihilation operators in exchange for

introducing new, classical auxiliary spin variables, s.

1− C
(
niσnjσ′ −

niσ − njσ′
2

)
=

1

2

∑

s=±1

eγ
σσ′
ij s(niσ−njσ′ ) (2.39)

γσσ
′

ij = 1 +
C

2
(2.40)

Each of the operators niσ can only assume the values zero or one, so one can

directly verify this relation for the four possible local states (possible occupations of

site i). Applying this transformation to Hint yields the following.

−Hint =

(
K

4βN2
c

)∑

ijσσ′

(
1

2

∑

s=±1

eγ
σσ′
ij s(niσ−njσ′ )

)
(2.41)

Where for the 2D extended Hubbard model the γσσ
′

ij are given by

cosh(γσσ
′

ij ) =




1 + βN2
cU
K

i = j, σ = −σ′
1 + βN2

c V
K

〈ij〉
1 otherwise

(2.42)

Plugging this into the partition function yields,

Z =
∞∑

k=0

∑

sl=±1
l=1,...,k

∑

il,jl,σl,σ
′
l

l=1,...,k

∫ β

0

dτ1 . . .

∫ β

τk−1

(
K

8βN2
c

)k
Zk({sl, τl, il, jl, σl, σ′l}), (2.43)
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where

Zk({sl, τl, il, jl, σl, σ′l}) = Tr

[
e−βH0

1∏

l=k

eτlH0e
γ
σlσ
′
l

iljl
sl(nilσl−njlσ′l

)
e−τlH0

]
. (2.44)

We can apply the identity

eγ
σσ′
ij sniσ = eγ

σσ′
ij s −

(
eγ

σσ′
ij − 1

)
ciσc

†
iσ (2.45)

to rewrite Zk({sl, τl, il, jl, σl, σ′l}) as a quantity that can be evaluated via Wick’s

theorem. Since niσ and njσ′ commute except when i = j and σ = σ′ (which is

prohibited by the form of the interaction, Uσσ
ii = 0), we obtain

Zk({sl, τl, il, jl, σl, σ′l}) = Tr

[
e−βH0

1∏

l=k

eτlH0

(
e
γ
σlσ
′
l

iljl
sl −

(
e
γ
σlσ
′
l

iljl − 1

)
cilσlc

†
ilσl

)

×
(
e
−γ

σlσ
′
l

iljl
sl −

(
e
−γ

σlσ
′
l

iljl − 1

)
cjlσ′lc

†
jlσ
′
l

)
e−τlH0

]

(2.46)

The above trace is performed against the non-interacting Hamiltonian, H0, and so

via Wick’s theorem will result in a combination of non-interacting Green’s functions,

g
σlσ
′
m

iljl
, or rather, the Green’s functions corresponding to propagation under H0.

g
σlσ
′
m

iljl
(τl − τm) = 〈Tτcilσl(τl)c†jmσ′m(τm)〉δσlσ′m (2.47)

The delta function comes from the fact that there are no spin flipping terms in

the Hamiltonian, so there is no Green’s function that describes an electron arriving

at a site with a different spin than when it left.

One can show that the terms in the partition function, Zk, can be written as the

determinant of a 2k by 2k matrix N (2k) [32, 23, 109].

Zk({sl, τl, il, jl, σl, σ′l}) = det[(N (2k))−1] (2.48)

(N (2k))−1
ijσσ′ = eΓσσ

′
ij −Gij

0σσ′

(
eΓσσ

′
ij − I

)
(2.49)
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eΓσσ
′

ij =





 eγ

σ1σ
′
1

i1j1
s1 0

0 e−γ
σ1σ
′
1

i1j1
s1


 0

. . .

0


 e

γ
σkσ
′
k

ikjk
sk 0

0 e
−γ

σkσ
′
k

ikjk
sk







(2.50)

Gij
0σσ′ =




(
gσ1σ1
i1i1

(τ1 − τ1) g
σ1σ′1
i1j1

(τ1 − τ1)

g
σ′1σ1

j1i1
(τ1 − τ1) g

σ′1σ
′
1

j1j1
(τ1 − τ1)

) (
gσ1σn
i1in

(τ1 − τn) g
σ1σ′n
i1jn

(τ1 − τn)

g
σ′1σn
j1in

(τ1 − τn) g
σ′1σ
′
n

j1jn
(τ1 − τn)

)

...
. . .

...(
gσnσ1
ini1

(τn − τ1) g
σnσ′1
inj1

(τn − τ1)

g
σ′nσ1

jni1
(τn − τ1) g

σ′nσ
′
1

jnj1
(τn − τ1)

) (
gσnσninin

(τn − τn) g
σnσ′n
injn

(τn − τn)

g
σ′nσn
jnin

(τn − τn) g
σ′nσ

′
n

jnjn
(τn − τn)

)




(2.51)

Since the Green’s functions are zero whenever the spin arguments are unequal,

the (N (2k))−1 matrix can be block diagonalized into spin up, (N
(n)
↑ )−1, and spin down,

(N
(m)
↓ )−1, parts. This means that the determinant can be written as

det[(N (2k))−1] = det[(N
(n)
↑ )−1] det[(N

(m)
↓ )−1]. (2.52)

Note that 2k = n + m, and that in cases where there is no interaction between

electrons on different sites, V = 0, the two spin blocks are the same size, n = m = k.

This is easiest to see from the definitions of (N (2k))−1 and γσσ
′

ij . Whenever Uσσ′
ij = 0,

then γσσ
′

ij = 0. When V = 0, all γ elements with σ = σ′ will be zero, and so for all

vertices we will have σ = −σ′, and thus all off two by two Green’s function blocks

will only have two non-zero elements.

Our final expression for the partition function expansion is thus

Z =
∞∑

k=0

∑

sl=±1
l=1,...,k

∑

il,jl,σl,σ
′
l

l=1,...,k

∫ β

0

dτ1 . . .

∫ β

τk−1

(
K

8βN2
c

)k
Zk({sl, τl, il, jl, σl, σ′l})

=
∞∑

k=0

∑

sl=±1
l=1,...,k

∑

il,jl,σl,σ
′
l

l=1,...,k

∫ β

0

dτ1 . . .

∫ β

τk−1

(
K

8βN2
c

)k
det[(N

(n)
↑ )−1] det[(N

(m)
↓ )−1]

(2.53)
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It is now possible to compute the partition function by sampling this series with

Quantum Monte Carlo methods [105]. We sample from all possible configurations,

where each configuration is a set of k vertices, v = {vl}. Each vertex is defined by the

spin, sites, auxiliary spin, and imaginary time indices, vl = [il.jl, σl, σ
′
l, sl, τl]. From

a given set of vertices we can construct the (N
(n)
↑ )−1 and (N

(m)
↓ )−1 vertices. In the

next section we will look at how to implement the Quantum Monte Carlo procedure

for sampling this partition function and performing measurements of quantities such

as the interacting Green’s function, Gσ(x1, τ1;x2, τ2).

2.4 Quantum Monte Carlo

Monte Carlo is a technique used for computing integrals and sums over large dimen-

sional state spaces [105, 38]. Although deterministic techniques such as Runge-Kutta

can compute such quantities efficiently in low dimensions, the computational expense

of achieving a result with a given accuracy becomes intractable as the number of di-

mensions increases. On the other hand, the error of a Monte Carlo calculation goes

like N−1/2 regardless of the dimension of the state space, where N is the number of

Monte Carlo samples. This scaling makes Monte Carlo the tool of choice for many

computations involving a large dimensional state space, such as are found when

simulating quantum mechanical systems.

2.4.1 Monte Carlo Introduction

As an introduction to how Monte Carlo techniques work, consider the integral of

some function f(x) over some volume Ω. This integral can be written as a sum over

a large number of random samples of the variables, xi.

1

Ω

∫
f(x)dx = lim

N→∞

1

N

N∑

i=1

f(xi) (2.54)

Note that although this is written as an integral over some volume of space, this

statement holds more abstractly with x representing various configurations of all

the variables that f(x) depends on, and Ω is some measure of the volume of that

configuration space. Furthermore, the integral should be interpreted as an integration

over all continuous variables and sums over all discrete variables that influence the

value of f .
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If the samples xi are generated in a uniform and independent manner, then the

error in a Monte Carlo estimation of the integral as a function of the number of

samples is

∆N =

√
var(f)

N
=

√
〈f 2〉 − 〈f〉2
N − 1

. (2.55)

When the variance of the function is large, i.e. it is a strongly peaked function,

then we would have to perform many samples in order to achieve some accuracy. We

can address this issue via importance sampling, where instead of sampling the state

space uniformly we sample according to a probability distribution, ρ(x).

1

Ω

∫
f(x)dx =

1

Ω

∫
f(x)

ρ(x)
ρ(x)dx = lim

N→∞

1

N

N∑

i=1

f(xi)

ρ(xi)
(2.56)

∆ρ
N =

√
var(f/ρ)

N
=

√
〈(f/p)

2〉 − 〈f/p〉2
N − 1

(2.57)

Thus, if we generate Monte Carlo samples according to a probability distribution

that matches the peaks and valleys of f(x), we can achieve a specified accuracy with

fewer samples, N .

2.4.2 Markov Chains and the Metropolis Algorithm

In order to implement an efficient Monte Carlo algorithm with importance sampling,

we need to generate Monte Carlo samples xi according to some probability distribu-

tion ρ(x). Let’s suppose that we generate these samples via a Markov Chain, where

the next sampled configuration xi+1 depends on only the current configuration xi

[110].

x0 → x1 → x2 → . . . xk → xk+1 . . . (2.58)

Such a Markov chain is fully described by a transition matrix Wxy, which tells

us the probability of moving to state y from state x. We would like to assign transi-

tion probabilities to Wxy such that if we keep generating new sample points xi, the

asymptotic distribution of these samples will approach px → ρ(x), where px is the

probability of being in state x. It is well known that this occurs is W satisfies two

conditions:
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1. W is ergodic: any state y can be reached from any state x via the Markov

chain. Technically this means that there exists some finite m for which Wm
xy is

non-zero.

2. W satisfies detailed balance: this is basically a restatement of Bayes theorem,

stating that the rate of moving to state y from state x is balanced by the rate

of moving to state x from state y.

Wxy

Wyx

=
py
px

(2.59)

Strictly speaking, this condition is actually stronger than than the minimal

equilibrium requirement that
∑

xWxy = py, but in practice most algorithms

make use of the detailed balance condition due to the popularity of the Metropo-

lis algorithm.

The first condition, ergodicity, is typically easy to fulfill and verify via the types of

updates proposed during the Markov chain. The second condition, detailed balance,

can be fulfilled via the Metropolis algorithm [111].

The Metropolis algorithm splits the transition probability into two pieces, a prob-

ability to propose a given move x→ y and a probability to accept this move.

Wxy = Wproposal(x→ y)Wacceptance(x→ y) (2.60)

The proposal probability, Wproposal, is problem dependent and is chosen to ensure

ergodicity. The Metropolis algorithm defines the acceptance probability as

Wacceptance(x→ y) = min

(
1,
pyWproposal(y → x)

pxWproposal(x→ y)

)
. (2.61)

One can show that these definitions of the transition matrix fulfill detailed balance

by substituting them into Eq. 2.59.

2.4.3 Quantum Monte Carlo for Partition Functions

We would like to use Monte Carlo methods to sample and compute the partition

function. The basic idea is to sample terms in the expansion of the partition function

according to their weight. In other words, we treat the terms of the partition function

as a probability distribution.
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Z =
∞∑

k=0

∑

sl=±1
l=1,...,k

∑

il,jl,σl,σ
′
l

l=1,...,k

∫ β

0

dτ1 . . .

∫ β

τk−1

dτkZpk({sl, τl, il, jl, σl, σ′l}) (2.62)

pk({sl, τl, il, jl, σl, σ′l}) =

(
K

8βN2
c

)k
Zk({sl, τl, il, jl, σl, σ′l})

(
k∏

i=1

dτi

)
/Z (2.63)

Note that in order to normalize the probability distribution, we need to divide

by the total partition function, Z. Because of the way in which updates will be

computed, this will not pose an obstacle.

However, a critical difficulty is that because of the fermionic nature of the parti-

tion function, the terms pk (which are ultimately expressed as determinants) can take

on negative values. This prevents us from treating the terms as a probability distri-

bution, and is the source of the well known ”fermion sign problem” that ultimately

imposes limits on the applicability of Monte Carlo methods [101]. We proceed by

sampling not according to the weights of the partition function terms, but rather by

their absolute value.

ρk({sl, τl, il, jl, σl, σ′l}) = ‖pk({sl, τl, il, jl, σl, σ′l})‖ (2.64)

We can now define a Markov Chain that will sample terms in the partition func-

tion according to the probability distribution, ρ(x) = ρk({sl, τl, il, jl, σl, σ′l}), where

x now stands in for the total configuration of vertex parameters and there number,

k.

According to the Markov Chain methodology, we must construct updates that

move between configurations that are both ergodic and satisfy detailed balance. In

our case the configurations are sets of vertices defined by auxiliary spins, imaginary

times, cluster sites, and spins. For this thesis we use three different types of up-

dates to fulfill the Markov conditions: vertex insertions, vertex removals, and vertex

auxiliary spin flips.
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2.4.4 Vertex Auxiliary Spin Flips

For this update we pick one vertex, vi, from the current configuration and attempt

to flip its auxiliary spin, si. According to the Metropolis algorithm, we first need

to define a probability for proposing such a move, Wproposal(si → −si). If we pick

the spin to flip randomly and there are k vertices, then this proposal probability is

simply Wproposal(si → −si) = Wproposal(−si → si) = 1
k
. The acceptance probability

is then given by

Wacceptance(si → −si) = min

(
1,
ρ(−si)
ρ(si)

)
= min

(
1,

∥∥∥∥
det[(N (2k))−1(−si)]
det[(N (2k))−1(si)]

∥∥∥∥
)
.

(2.65)

In practice we do not store the full N matrix, but rather its block diagonal-

ized spin components, det[(N (2k))−1] = det[(N
(n)
↑ )−1] det[(N

(m)
↓ )−1]. The acceptance

probability in terms of these matrices depends on the spins, σi and σ′i, of the vertex

vi associated with si.

When σ = σi = σ′i, the acceptance formula is

W
σ=σi=σ

′
i

acceptance(si → −si) = min

(
1,

∥∥∥∥∥
det[(N

(k)
σ )−1(−si)]

det[(N
(k)
σ )−1(si)]

∥∥∥∥∥

)
, (2.66)

whereas when σ = σi = −σ′i, the acceptance probability is

W
σ=σi=−σ′i
acceptance (si → −si) = min

(
1,

∥∥∥∥∥
det[(N

(n)
σ )−1(−si)] det[(N

(m)
−σ )−1(−si)]

det[(N
(n)
σ )−1(si)] det[(N

(m)
−σ )−1(si)]

∥∥∥∥∥

)
,

(2.67)

2.4.5 Vertex Insertion and Removal

We need to be careful when computing the proposal probabilities for adding or

removing a vertex. If configuration x has k vertices and x = {vl} = {sl, τl, il, jl, σl, σ′l}
and y = {vl} + v = {sl, τl, il, jl, σl, σ′l} + (s, τ, i, j, σ, σ′), then we need to compute

Wproposal(x→ y) for insertion and Wproposal(y → x) for removal.

When we choose a new vertex to add to the configuration v = (s, τ, i, j, σ, σ′),

there is a 1/2 probability of choosing one of the two values of s, σ, and σ′. There is

also a 1/Nc probability of choosing each of the values of i and j. Finally, there is a
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v2
(τ2, s2)
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(τ3, s3)
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(τ2, s2)
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(τ3, s3)

spin flip

insertion

removal

Figure 2.4: Example of how spin flip and removal/insertion updates change the
vertex configuration during the CT-AUX Monte Carlo simulation. Each vertex has
parameters v = (s, τ, i, j, σ, σ′), but the site indices and electron spins have been
suppressed in this figure for clarity.

probability of dτ/β of choosing τ . Thus, the proposal probability for insertion is

Wproposal(x→ y) =
1

8N2
c

dτ

β
. (2.68)

The proposal probability for removal, Wproposal(y → x), is much simpler. Since

we choose one vertex from k + 1 vertices to remove, it is just

Wproposal(y → x) =
1

k + 1
(2.69)

Using the Metropolis algorithm again, we obtain an expression for the acceptance

probability

Wacceptance(x→ y) = min

(
1,
pyWproposal(y → x)

pxWproposal(x→ y)

)

= min

(
1,

8N2
c βρ(y)

dτ(k + 1)ρ(x)

)

= min


1,

8N2
c β

dτ(k + 1)

(
K

8βN2
c

)k+1

Zk+1(y)
(∏k+1

i=1 dτi

)

(
K

8βN2
c

)k
Zk(x)

(∏k
i=1 dτi

)




= min

(
1,

K

k + 1

∥∥∥∥
det[(N↑)

−1(y)] det[(N↓)
−1(y)]

det[(N↑)−1(x)] det[(N↓)−1(x)]

∥∥∥∥
)

(2.70)

The acceptance probability for removal involves the inverse of the expression on

the right side of min, with k → k − 1.
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2.4.6 Measurement and the Sign Problem

During the Monte Carlo simulation of a system we perform measurements of phys-

ical quantities such as the density, the magnetization, or the single particle Green’s

function. Most observables, Ô, can be expressed as statistical expectation values

weighted by the partition function, and thus can be expressing in similar expansions.

〈Ô〉 =
1

Z

∞∑

k=0

∑

sl=±1
l=1,...,k

∑

il,jl,σl,σ
′
l

l=1,...,k

∫ β

0

dτ1 . . .

∫ β

τk−1

dτkÔZpk({sl, τl, il, jl, σl, σ′l}) (2.71)

Let us write this more simply and recognize that we actually sample the distri-

bution according to ρ(x) = ‖p(x)‖, so that p(x) = ρ(x)sign(p(x)).

〈Ô〉 =

∫
O(x)p(x)dx∫
p(x)dx

=

∫
O(x)ρ(x)sign(p(x))dx∫
ρ(x)sign(p(x))dx

=

∫
O(x)ρ(x)sign(p(x))dx∫

ρ(x)dx
/

∫
ρ(x)sign(p(x))dx∫

ρ(x)dx

= 〈O(x)sign(p(x))〉|ρ(x)/〈sign(p(x))〉|ρ(x)

(2.72)

Thus, in order to compute the Monte Carlo estimate of observables, through out

the simulation we must accumulate the values of O(x)sign(p(x)) and sign(p(x)), and

divide them at the end. The fermion sign problem occurs whenever the average sign,

sign(p(x)), becomes small. In this case we need to divide all of our results by a

small number, which exponentially increases the number of measurements we need

to make in order to achieve a specified level of accuracy.

The sign problem does not occur at half filling when V = 0, nor in single site

DMFT [81]. However, the average sign often decreases dramatically when the cluster

size, Nc, is increased, when the temperature, β = 1/T is lowered, or when the

interaction strengths increase. A general and efficient ‘solution’ to the sign problem

is highly unlikely, since it has been shown to belong to the NP complexity class [112].

Nonetheless, the sign problem creates the major limitation in QMC simulations, and

many techniques and special cases have been explored to try to suppress it [101].

The single particle Green’s function can be measured with the following formula,
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which follows from expanding the statistical expression for the Green’s function,

G = 〈cc†〉 =
Tr[cc†e−βH]

Z
and then Fourier transforming [109, 25].

G(iωn) = G0(iωn)− G
0(iωn)2

β

∑

pq

eiωnτpMpqe
−iωnτq (2.73)

Mpq =
[(
eΓσσ

′
ij − 1

)
N (2k)

]
pq

(2.74)

2.5 Maximum Entropy

A significant challenge in extracting physical results from Quantum Monte Carlo

calculations performed with the CT-AUX method is that the algorithm works in

imaginary time, τ , and imaginary (Matsubara) frequency, iωn = i (2n+1)π
β

, space.

This presents an issue because experiments obviously obtain real time and real fre-

quency data, and physical interpretation and intuition can be difficult with imaginary

axis data. This section describes the Maximum Entropy Method (MEM) for numer-

ical analytic continuation used throughout this thesis to obtain real frequency data,

following references [100, 99]. All such results were obtained with the ’MaxEnt’ code

[100].

Specifically, one of the outputs from a DMFT calculation is the Matsubara fre-

quency Green’s function, G(iωn), or its transform into imaginary time, G(τ). These

are related through a Fourier transform [91].

G(iωn) =

∫ β

0

eiωnτG(τ) (2.75)

These Green’s function will typically have other indices as well, such as lattice

site, spin, or momentum, but for now we simply focus on the time-like index. Most

numerical analytic continuation methods treat these different components indepen-

dently, i.e. G(τ, k1) is continued independently of G(τ, k2).

While there are some physical quantities that can be directly extracted from

imaginary axis data, such at the density n = 〈c†c〉 = G(τ = 0−), many quantities

require access to real frequency data. Via complex analysis one can show that the

imaginary time and imaginary frequency data can be related to the real frequency

Green’s functions as follows [3].
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G(iωn) = − 1

π

∫ ∞

−∞

Im[G(ω)]

iωn − ω
(2.76)

G(τ) =
1

π

∫ ∞

−∞

Im[G(ω)]eτω

1 + e−βω
(2.77)

In the above, Im[G(ω)] is the imaginary part of the the real frequency Green’s

function. It is related to the spectral function, A(ω), which describes how many

states are available at different energies in a system, via

A(ω) = − 1

π
Im[G(ω)]. (2.78)

We can write these equation in a more general form as

Gn =

∫ ∞

−∞
dωKn(ω)A(ω) (2.79)

where Gn is for example G(iωn) or G(τn), and Kn(ω) is called the kernel.

The spectral function, and real frequency Green’s functions generally, are key

quantities to obtain in order to analyze the physics of simulations and compare

them to real world experiments. This would not be very difficult if we had analytic

expressions for the imaginary axis Green’s functions, since analytic continuation is

typically a straightforward and well-defined procedure when given specific functions.

Unfortunately, since the imaginary axis Green’s function data we obtain from

Quantum Monte Carlo codes are obtained from averages of M samples, the data is

only known to a certain precision and contains statistical noise [100]. If G
(i)
n is the

i-th sample of Gn then the Monte Carlo estimate of this quantity is

Ḡn =
1

M

M∑

i=1

G(i)
n , (2.80)

with correlations between data points characterized by a covariance matrix, Cnm.

Cnm =
1

M(M − 1)

M∑

i=1

(Gn −G(i)
n )(Gm −G(i)

m ) (2.81)

In practice the real space frequencies are discretized, so we are trying to solve for

Am = A(ωm) from the following matrix equation obtained by discretizing 2.79.
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Ḡn = KnmAm (2.82)

Where Knm = Kn(ωm)∆ω. The most obvious way to solve this equation is to

compute A = K−1Ḡ, but this problem turns out to be very ill-conditioned because

the elements of the matrix K become very small for large values of τ or ω. This

means that the determinant of K will be very small, which in turns means that K−1

will be ill-defined. (Since matrix inverses are proportional to det(A)−1.) Another

way of expressing this problem is that given some error range for Ḡ, described by

Cnm, many different A could yield Ḡ to within this error range because the high

frequency components are minimized by the small values contained in K. Thus, the

small statistical uncertainty in Ḡn leads to a very large uncertainty in Am under

straightforward inversion [100].

The Maximum Entropy Method uses Bayesian statistics to define a process for

obtaining a spectral function A that maximizes the conditional probability of A

given the imaginary axis data Ḡ, P (A|Ḡ) [99]. According to Bayes theorem, this

conditional probability is given by

P (A|Ḡ) = P (Ḡ|A)P (A)/P (Ḡ). (2.83)

Since we are typically continuing a single set of data Ḡ, the prior probability

P (Ḡ) is constant throughout the calculation and can be ignored.

When A is positive definite and
∫
dωA(ω) < ∞, as is the case for fermionic

spectral functions, it can be interpreted at an unnormalized probability distribution.

One can then argue that the prior probability for such a distribution, P (A), can be

expressed as a function of the entropy relative to a default model, d(ω) [113]. The

prior probability is then conditional on the unknown model, d(ω), and the parameter

α as follows.

P (A|d, α) = eαS (2.84)

S =

∫
dω (A(ω)− d(ω)− A(ω) ln [A(ω)/d(ω)]) (2.85)

Although we have introduced two unknowns into our probability, the default

model and α, this form has three benefits [99]. One is that it enforces the positivity

of A(ω), as is physically required. The second is that by maximizing this entropy

40



term, spurious correlations in the data will be minimized. This encapsulates the

assumption that in the absence of more data about A beyond that given by Ḡ, it is

most reasonable to assume that its various components are uncorrelated. The third

benefit is that through the default model d(ω) we are able to inject physically known

requirements, such as the behavior of the function at large frequencies.

The likelihood function, P (Ḡ|A), can be found via the Central Limit Theorem

when the different measurements of Ḡn are uncorrelated. Although this assumption

is not generally true, it can be achieved by carefully rebinning the data and increasing

the number of Monte Carlo steps between measurements. In this case the likelihood

function is

P (Ḡ|A) = e−χ
2/2, (2.86)

where

χ2 =
∑

n

(
Ḡn −KnjAj

σn
.

)2

(2.87)

Maximizing this term simply corresponds to a least squares fit of the data, and

so this term pushes A is more closely reproduce the data points Ḡ. An important

assumption in the above is that the covariance matrix is diagonal, i.e. the different

components of Ḡ are uncorrelated. Although this might not be true for the original

data, it is often possible to rotate into a basis where Cnm is diagonal in order to

cleanly measure the difference between the data and the spectral function. [99]

The probability of A given the data Ḡ, the default model d(ω), and the parameter

α, is then given by

P (A|G, d, α) ∝ eαS−χ
2/2. (2.88)

In order to maximize this probability, we are then looking for the spectral function

Â(α) that maximizes the cost function, Q.

Q = αS − χ2/2 (2.89)

The role of α is clearly to balance the importance of fitting the data precisely and

suppressing spurious correlations through the entropy term. For each value of α we

expect to get a different optimal spectral function, Â(α), so a method for choosing α
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is required. In this work we make use of Bryan’s method for constructing the optimal

spectral function, Ā, as a weighted average over the candidate spectral functions.

Ā =

∫
dαÂ(α)P (α|Ḡ, d) (2.90)

More details on this method, including the conditional probability of α, P (α|Ḡ, d),

can be found in the original work [114]. In theory a comparable method for pick-

ing the default model can be used, but in practice it has been found that robust

spectra only weakly depend on the default model [99]. In practice we simply run

the algorithm with several different noninformative default models and check that

the physical results do not change.“Noninformative” simply means that the default

models do not contain strong correlations, for example a flat spectral function or a

broad Gaussian.
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Chapter 3

Twisted Boundary Conditions

This chapter describes work on applying the methods of twisted boundary conditions

(TBC) to the DCA framework in order to control finite size effects. We present

detailed derivations of how TBC can be applied and the requisite modifications to

the DCA numerics. We also present some comparisons between results from exact

diagonalization, second order perturbation theory, and DCA.

3.1 Introduction

There has been a lot of effort put into understanding the properties of the Hubbard

model. One barrier that remains to be overcome is that methods such as Quantum

Monte Carlo (QMC) are still limited to relatively small clusters, with at most 100

sites at high temperatures. In particular, DCA works by segmenting momentum

space into patches and averaging quantities such as the self energy over each patch

[14]. Increasing the momentum resolution of such simulations by increasing cluster

size requires an exponential increase in computational time, especially when the

fermion sign problem arises. This means that finite size errors are one of the dominant

uncertainties in many types of many-body computations [32, 115]. One idea to

bypass this challenge is to utilize twisted boundary conditions (TBC) to shift the

characteristic momentum of cluster states by an arbitrary amount, allowing one to

gain information about other momentum points without increasing the cluster size

[15].

The use of twisted boundary conditions is pervasive in computational physics,

including exact diagonalization [18], diffusion Monte Carlo [116], density function
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theory [38], and lattice gauge theory [117]. If we simulate a finite system (a su-

percell) that is understood to be a subsystem of a larger lattice, then we can look

for solutions to the electron density that are periodic in the supercell vectors, ~Lm.

Bloch’s theorem then tells us that the solution wavefunctions are characterized by a

supercell momentum, ~K.

Ψ ~K(~r1 + ~Lm, ~r2, . . . , ~rN) = ei
~K·~LmΨ ~K(~r1, ~r2, . . . , ~rN) (3.1)

Figure 3.1: Example of how averaging over twisted boundary conditions can help
reduce finite size errors. Left: The occupied states (filled symbols) in a system of 13
non-interacting fermions, compared to the infinite system Fermi surface (solid line).
Circles correspond to periodic boundary conditions (PBC), triangles to TBC with
φ = 2π(0.3, 0.15). Right: The error in the energy comparing PBC (upper symbols)
and averaging over TBC (lower symbols) in 3D. The TBC curve fluctuates much less
with the number of electrons, making a thermodynamic extrapolation easier [15].

The phase θm = ~K · ~Lm then tells us the phase an electron picks up when it loops

around the supercell in the finite simulation. Periodic boundary conditions (PBC)

correspond to ~θ = 0, and nonzero ~θ are twisted boundary conditions.

One can show that the single particle states are shifted in momentum by the TBC

used [32]. This implies that be averaging over these boundary conditions one can

sample the Brillouin zone more evenly, approximating the momentum space integrals

of the infinite system. Fig. 3.1 demonstrates this idea for a system of non-interacting

electrons.

In this chapter we will describe efforts to apply twisted boundary conditions to the

Hubbard model in the Dynamical Cluster Approximation (DCA) framework. Some
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examples of the finite size errors that occur in DCA are shown in Fig. 3.2. Along the

way we will show that solving the Hubbard model with TBC is equivalent to solving

the Hubbard model with periodic boundary conditions and a multiplicative phase

factor on the hopping parameter t. The later model is shown to be equivalent (in a

particular gauge) to adding a vector potential to the Hubbard model, which allows

us to use gauge invariance to show how to change between boundary conditions.

Figure 3.2: Two examples of the finite size error in DCA. Left: Change in the
imaginary time Green’s, G(k, τ), function at k = (0, π) versus cluster size for a
half-filled 2D Hubbard model with U = 4.4t and β = 4/t. DCA (open symbols) is
compared with finite-size quantum Monte Carlo (filled symbols). These two methods
have the opposite convergence behavior - DCA underestimates and FSS overestimates
gaps at small cluster sizes. [14] Right: Change in the energy computed by DCA versus
the cluster size for a 2D Hubbard model with U/t = 4, T/t = 0.25 and n = 0.8. Also
included are results from different forms of diagrammatic Monte Carlo [16].

3.2 Hubbard Model

The Hubbard model consists of a lattice of discrete sites that electrons can exist

on and move between [90]. Up to two electrons (spin up and down) can exist on

each site. Electrons that occupy the same site interact via a repulsive energy U. The

ability for electrons to move between two adjacent sites (nearest neighbor hopping)

is modeled by a hopping energy t. There is also a chemical potential µ that controls

how many electrons are in the system (the density). The Hubbard Hamiltonian is

given by

45



H = −
∑

<ij>σ

(tijc
†
iσcjσ + tjic

†
jσciσ)− µ

∑

iσ

niσ + U
∑

i

ni↑ni↓ (3.2)

The sums run over all the lattice indices, i, and spins, σ =↑, ↓. The symbol

< ij > means that only terms with sites i and j adjacent to each other are included.

The number operator niσ = c†iσciσ gives 1 when there is an electrons with spin σ

on site i and 0 otherwise. Note that in order for the Hamiltonian to be Hermitian

(H = H†), we need tji = t∗ij. As it stands, half-filling occurs when µ = U/2. It is

convenient to fix the occurrence of half-filling at µ = 0 by writing the Hamiltonian

as

H = −
∑

<ij>σ

(tijc
†
iσcjσ + t∗ijc

†
jσciσ)− µ

∑

iσ

niσ + U
∑

i

(ni↑ −
1

2
)(ni↓ −

1

2
) (3.3)

The non-interacting Hubbard model occurs when U = 0, and half-filling is µ = 0

.

H = −
∑

<ij>σ

(tijc
†
iσcjσ + t∗ijc

†
jσciσ) (3.4)

In this work we have in mind a 2D square lattice that has N = LxL sites with

the topology of a torus.

3.3 Adding a Vector Potential

It is typically the case that the hopping parameter is real, t = tij = t∗ij, in which

case t is just some amplitude for an electron to hop between lattice sites and would

be calculated from a tight-binding calculation [91]. However, in the presence of a

magnetic field, ~B = ~∇× ~A, such amplitudes are multiplied by the exponential of the

line integral of the vector potential along the hopping path. This so-called Peierls

substitution [118, 119, 120] is given by,

tij → |tij|e−i
e
h̄

∫ j
i
~A·~dl. (3.5)

It remains true that tij = t∗ji, but the hopping parameter is now generally complex.
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If there is no magnetic field then ~B = ~∇× ~A = 0, which means that we can write,

~A = ~∇χ. (3.6)

where χ is any scalar function. Then we have,

tij → |tij|e−i
e
h̄

(χj−χi), (3.7)

Now let’s suppose that χ is not single valued, but instead increases by,

∆xχ = χi+L~x − χi =

∫ i+L~x

i

~A · ~dx = Φx (3.8)

and

∆yχ = Φy (3.9)

whenever you loop around the lattice in the x or y direction. For linear χ we then

have

χj − χi = χxjyj − χxiyi = (xj − xi)
Φx

L
+ (yj − yi)

Φy

L
(3.10)

Let’s assume that |tij| = t for all bonds. Since we only have nearest neighbor

hopping, we find that there are now two different hopping parameters for vertical

and horizontal bonds.

tx = te−i
e
h̄

Φx
L = te−iθx (3.11)

ty = te−i
e
h̄

Φy
L = te−iθy (3.12)

Plugging this into our Hamiltonian and labeling lattice sites as i = (n,m), we

obtain

H = −t
∑

(n,m)σ

(e−iθxc†(n,m)σc(n+1,m)σ+eiθxc†(n+1,m)σc(n,m)σ+e−iθyc†(n,m)σc(n,m+1)σ+eiθyc†(n,m+1)σc(n,m)σ)

(3.13)

Now we transform the Hamiltonian into momentum space via a Fourier transform.
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c†(n,m) =
∑

(kx,ky)

ei(kxn+kym)c†(kx,ky) (3.14)

with kx, ky = k 2π
L

, where k is an integer. Making the transformation, the Hamil-

tonian becomes

H = −t
∑

(kx,ky)

e−i(kx+θx)c†(kx,ky)c(kx,ky) + ei(kx+θx)c†(kx,ky)c(kx,ky)

+ e−i(ky+θy)c†(kx,ky)c(kx,ky) + ei(ky+θy)c†(kx,ky)c(kx,ky)

(3.15)

Combining the phase factors via Euler’s identity results in a fairly simple result

for the Hamiltonian.

H = −2t
∑

(kx,ky)

(cos(kx + θx) + cos(ky + θy))c
†
(kx,ky)c(kx,ky) (3.16)

Defining the new single particle dispersion as

ε~k = −2t(cos(kx + θx) + cos(ky + θy)). (3.17)

Our final non-interacting Hamiltonian is given by

H =
∑

(kx,ky)

ε(kx,ky)c
†
(kx,ky)c(kx,ky) =

∑

~k

ε~kc
†
~k
c~k. (3.18)

Thus, the net effect of the twisted boundary conditions is to shift the momenta

appearing in the single particle dispersion.

3.4 TBC on Betts Clusters

DCA makes use of finite size clusters of different sizes and geometries, typically

referred to as Betts clusters [121]. Let’s say the the lattice vectors for a cluster are

~a1,~a2. Normal periodic boundary conditions are then defined by

ψ(~x+ u1~a1 + u2~a2) = ψ(~x). (3.19)

Where u1,u2 are integers. For arbitrary boundary conditions, we’d like the wave
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function to pick up a phase when an electron follows one of the lattice vectors around

the lattice.

ψ(~x+ u1~a1 + u2~a2) = ei(u1θ1+u2θ2)ψ(~x) (3.20)

Or more compactly

ψ(~x+ A~u) = ei(
~θ·~u)ψ(~x) (3.21)

Where A = [~a1,~a2] is a matrix of the lattice vectors.

The wavefunction for an arbitrary state α can be expressed as

ψ(~x) = 〈~x|α〉
= 〈0|c~x|α〉

=

〈
0|c~x

∑

i

aic
†
~ki
|0
〉

=
∑

i

ai

〈
0|c~xc†~ki |0

〉

=
∑

i

ai

〈
0|c~x

∑

~y

c†~ye
i~ki·~y|0

〉

=
∑

i

ai

〈
0|ei~ki·~x|0

〉

(3.22)

Thus

ψ(~x+ A~u) =
∑

i

ai

〈
0|ei~ki·(~x+A~u)|0

〉

= ei(
~θ·~u)ψ(~x)

=
∑

i

ai

〈
0|ei~ki·~x|0

〉
ei(

~θ·~u)

(3.23)

Each term should match, which requires

ei
~ki·A~u = ei(

~θ·~u), (3.24)

and
~ki · A~u~θ · ~u+ 2π (n,m) · ~u. (3.25)
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This should hold for all ~u, so

~kTi A = ~θT + 2π (n,m) , (3.26)

or equivalently

(~ki · ~a1, ~ki · ~a2) = (θ1, θ2) + 2π(n,m). (3.27)

This will be satisfied if we write ~k as

~k = n~b1 +m~b2 +
θ1

2π
~b1 +

θ2

2π
~b2, (3.28)

with

~ai ·~bj = 2πδij, (3.29)

or equivalently

BTA = 2πI. (3.30)

BT =

(
~bT1
~bT2

)
= 2πA−1 = 2π

(
~a1 ~a2

)−1

(3.31)

Which is also equivalent to

~b1 = 2π
Rot(~a2)

~a1 ·Rot(~a2)
(3.32)

~b2 = 2π
Rot(~a1)

~a2 ·Rot(~a1)
(3.33)

Where Rot(~a) rotates the vector by 90 degrees.

This gives us a system with a TBC wavefunction with the momentum shifted from

their usual PBC positions. We could instead work with a periodic wavefunction at

the price of complex hoppings by applying a gauge transform.

The TBC wavefunction obeys

ψ(~x+ A~u) = ei(
~θ·~u)ψ(~x). (3.34)
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We can now perform a gauge transform.

ψ(~x)→ ei
~θA−1~xψ̃(~x) (3.35)

ei
~θA−1(~x+A~u)ψ̃(~x+ A~u) = ei(

~θ·~u)ei
~~A−1xθψ̃(~x) (3.36)

ei
~θA−1~xei

~θA−1A~uψ̃(~x+ A~u) = ei(
~θ·~u)ei

~~A−1xθψ̃(~x) (3.37)

So for the gauge transformed wavefunction we restore periodic boundary condi-

tions.

ψ̃(~x+ A~u) = ψ̃(~x) (3.38)

The transform for the creation and annihilation operators is given by considering

the following.

ψ(~x) = 〈0|c~x|α〉 → ei
~θA−1~xψ̃(~x) = ei

~θA−1~x 〈0|c̃~x|α〉 (3.39)

This implies that the operators transform as follows.

c~x → ei
~θA−1~xc̃~x (3.40)

c†~x → e−i
~θA−1~xc̃†~x (3.41)

This transform also preserves the commutation relations.

{
c̃†~x, c̃~y

}
= e−i

~θA−1~xei
~θA−1~y

{
c†~x, c~y

}

= δ~x~y

(3.42)

The hopping terms in the Hubbard model will become (now dropping twiddles)

c†
~x+î
c~x → e−i

~θA−1(~x+î)ei
~θA−1~xc†

~x+î
c~x. (3.43)
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So there is a hopping phase in the î direction as follows.

iφî = −~θA−1î

= − 1

2π
~θ

(
~bT1
~bT2

)
î

= − 1

2π
(θ1b11 + θ2b21)

(3.44)

And similarly in the ĵ direction.

iφĵ = − 1

2π
(θ1b12 + θ2b22) (3.45)

The hopping terms are thus

H0 = −t
∑

~x

eiφîc†
~x+î
c~x + e−iφîc†~xc~x+î + eiφĵc†

~x+ĵ
c~x + e−iφĵc†~xc~x+ĵ. (3.46)

Fourier transforming these terms gives us

H0 = −t
∑

~k

eiφîeikîc†~kc~k + e−iφîe−ikîc†~kc~k + eiφĵeikĵc†~kc~k + e−iφĵe−ikĵc†~kc~k. (3.47)

Using the identity 2cos(x) = eix + e−ix, we have

H0 =
∑

~k

ε(~k)c†~kc~k (3.48)

ε(~k) = −2t
∑

x̂

cos(kx̂ + φx̂) (3.49)

φx̂ =
1

2π

(
~θTBT

)
x̂

=
1

2π
(Bθ)x̂ (3.50)

Where x̂ labels the dimension, x̂ = 1, 2, 3 for directions x,y,z. Figure 3.3 depicts

both the cluster momenta, ~k, for the Betts2D-10A cluster and the shifted points,
~k + ~φ, sampled by an equi-spaced grid of 16 TBC phases.
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Figure 3.3: Illustration of the momentum points, ~k, corresponding to the Betts-10A
cluster (red) and the momentum points effectively sampled, ~k + ~θ by 16 twisted
boundary conditions (blue).

3.5 Green’s Functions

We have seen that at the level of the Hamiltonian, the net change to the Hubbard

model upon applying TBC is to modify the single particle dispersion, ε(~k).

ε(~k)→ ε~φ(k) = ε(~k + ~φ) (3.51)

We would like to know what the consequence of this change is on the Hubbard

model Green’s functions, since imaginary time Green’s functions in real space are

the primary elements used in the CT-AUX algorithm [105, 91]. In particular, the

central quantity updated throughout the CT-AUX QMC algorithm is a matrix of

such Green’s functions, Nσ({i, si, τi}).

N−1
σ = eΓσ −G0σ

(
eΓσ − 1

)

eΓσ = diag (eγsi1σ, eγsi2σ, . . . , eγsinσ)

(G0σ)ab = g0iaibσ(τa − τb)
(3.52)

The N matrix is constructed and updated throughout the Markov Chain Monte
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Carlo process based on the current configuration of sites, auxiliary spins, and imagi-

nary times being sampled, {i, si, τi}. The Green’s functions included in the N matrix,

g0iaibσ(τa−τb), are the iteratively determined cluster bare Green’s functions computed

during the DCA self-consistency loop. That is, they are not simply non-interacting

Green’s functions on the cluster, but also incorporate the effects of coupling to the

bath in which the cluster is embedded [14, 105].

An important detail for implementing the CT-AUX algorithm is determining

whether or not these Green’s function, and therefore Nσ, are real or complex valued.

Let’s illustrate this with the lattice non-interaction Green’s function, which is easily

found from the Hamiltonian in Matsubara frequencies and momentum space. We

drop the vector symbols for the momentum and phase vectors.

G0(k, iωn) =
1

iωn − εφ(k)
(3.53)

We can then Fourier transform from Mastubara frequencies to imaginary time,

τ .

G0(k, τ) =
1

β

∑

n

e−iωnτ
1

iωn − εφ(k)
(3.54)

The sum over Matsubara frequencies can be performed via contour integration.

The result for the non-interacting Green’s function in imaginary time and momentum

space is,

G0(k, τ) = −e−εφ(k)τ (1− nF (εφ(k)), (3.55)

where nF (x) = (1 = eβεφ(k))−1 is the Fermi function. We now transform into real

space to obtain an expression for G0(x, τ).

G0(x, τ) = − 1

N

∑

k

eikxe−εφ(k)τ (1− nF (εφ(k)) (3.56)

We can now check if G0(x, τ) = G∗0(x, τ), which occurs only if G0(x, τ) is real. If

we conjugate the above expression and substitute k → −k, we obtain the following.

G∗0(x, τ) = − 1

N

∑

k

eikxe−εφ(−k)τ (1− nF (εφ(−k)) (3.57)

Comparing these two expressions, we find that G0(x, τ) is real if the dispersion
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is symmetric under the transformation k → −k, εφ(k) = εφ(−k). The dispersion for

the 2D Hubbard model on a square lattice is,

εφ(k) = −2t (cos(kx + φx) + cos(ky + φy)) . (3.58)

Inspection of this dispersion reveals that the symmetry condition is only satisfied

when φ = 0, which corresponds to periodic boundary conditions. Thus, for arbitrary

TBC phase angles we expect the non-interacting Green’s function, and therefore also

the Nσ matrices, to be complex.

3.6 Algorithm Modifications

The complex valued nature ofG(x, τ) when using TBC has a few important numerical

consequences. For example, care must be taken during the Monte Carlo updates to

accumulate the average phase, rather than the average sign, and Fourier transforms

cannot use shortcuts that apply when functions are known to be real.

3.6.1 Complex Phase Problem

We use Markov Chain Monte Carlo [110, 105] to sample the terms in the partition

function expansion generated by the CT-AUX algorithm.

Z =
∞∑

k=0

∑

ik,...i1

∑

sik ,...si1=±1

∫ β

0

dτ1 . . .

∫ β

τk−1

dτk

(
K

2Nβ

)k
Zk
({
ij, sij , τj

})

=

∫
ρ(x)dx

(3.59)

In the above x = {i, si, τi}, and the last integral is understood to stand in for

sums and interactions over all these degrees of freedom. The terms of the series are

expressed in terms of the N matrices.

Zk
Z0

=
∏

σ=↑,↓

detN−1
σ (3.60)

If we interpret the terms in the partition function as a probability distribution

function, ρ(x), we can efficiently sample this configuration space via a Markov Chain.
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If the Markov Chain generates configurations according to ρ(x), then we can compute

Monte Carlo results for observables, O, as follows.

〈O〉 =

∫
O(x)ρ(x)dx∫
ρ(x)dx

= lim
N→∞

1

N

N∑

i=1

O(xi)

(3.61)

A small problem is this case is that our probability distribution is given by terms

in a partition function expansion,

ρ(x) =

(
K

2Nβ

)k
Zk
({
ij, sij , τj

})
dτ1 . . . dτk/Z, (3.62)

that are not necessarily positive and in the case of TBC are not even real valued,

since Zkα detN−1. Thus, we need to sample according to the absolute value of these

terms, ρ(x) = ‖ρ(x)‖ ei arg ρ(x). This allows us to apply our Markov Chain techniques

as the cost of introducing a need quantity, the average phase, that must be accounted

for through out the process.

With this change, our Monte Carlo expressions for observables takes on the fol-

lowing form.

〈O〉 =

∫
O(x) ‖ρ(x)‖ ei arg ρ(x)dx∫
‖ρ(x)‖ ei arg ρ(x)dx

=

∫
O(x) ‖ρ(x)‖ ei arg ρ(x)dx∫

‖ρ(x)‖ dx /

∫
‖ρ(x)‖ ei arg ρ(x)dx∫
‖ρ(x)‖ dx

== lim
N→∞

1

N

N∑

i=1

O(xi)e
i arg ρ(xi)/ lim

N→∞

1

N

N∑

i=1

ei arg ρ(xi)

=
〈
O(x)ei arg ρ(x)

〉
‖ρ(x)‖ /

〈
ei arg ρ(x)

〉
‖ρ(x)‖

(3.63)

During a Monte Carlo calculation we accumulate the values of O(x)ei arg ρ(x) and

ei arg ρ(x), and then divide these quantities at the end of the computation to report a

result.
〈
ei arg ρ(x)

〉
‖ρ(x)‖ is referred to as the average phase, and is simply the complex

analogue of the average sign. Monte Carlo calculations run into trouble whenever the

average phase (sign) is small, as this results in very large uncertainties for observables.

[112]
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3.7 Application of TBC to Hubbard Model

The following describes the results of three different methods that were used to

explore the possible benefits of using Twisted Boundary Conditions (TBC) to study

the single band, V = 0 Hubbard model. The first and simplest method was via exact

diagonalization, both through the development of Python diagonalization program

and the modification of and existing C++ program, Pomerol, [122] to accommodate

the complex intersite hopping, tij → tije
i~θ·(~i−~j). This provides a useful testing ground

for TBC, but is very limited in both the system size it can handle and by the isolated

nature of the cluster, i.e., unlike DMFT, there is no coupling to a mean field bath

to simulate the lattice environment of the thermodynamic system [81]. The second

method used the DMFT self-consistency method to account for temporal fluctuations

by using second order perturbation [91] to solve the impurity problem. While this

allows us to gain the benefits of DMFT while maintaining simplicity, many strongly

correlated problems, including the Hubbard model beyond small U , are beyond the

regime of validity of perturbation theory. The third and last method was to modify

the CT-AUX algorithm for use as the impurity solver with TBC. This last method

should be the most accurate, as it provides a numerically exact solution for the

impurity problem.

The next two sections will introduce the formalism behind exact diagonalization

and second order perturbation theory. The modifications to the CT-AUX algorithm

were applied as described earlier in this chapter.

3.7.1 Exact Diagonalization

One way to solve a quantum mechanical system defined by a Hamiltonian H is to

find all of the stationary states, |ψn >, with energy eigenvalues, En.

H|ψn >= En|ψn >

Since the Hubbard model is discrete, the number of states is finite and we obtain

a regular matrix eigenvalue problem. If we find the eigenenergies and eigenstates

of the system, then we can construct the partition function, Z, and calculate any

observable for the system exactly.

Given how quickly the number of states increases with the system size and the

computational expense of the eigenvalue problem, this method of exact diagonal-
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ization will only be possible for rather small systems. In fact, the largest Hubbard

systems that have been solved in this manner had around 18 sites [123]. However,

the simplicity and exactness of the method still provides a useful environment for

experimenting with new ideas and building intuition.

Aside from the restriction to small systems, the major technical challenges in

implementing an exact diagonalization program are: 1) representing many particle

states and 2) constructing the Hamiltonian matrix.

An arbitrary state in the Hubbard model can be represented by a collection of

creation operators operating on the vacuum state, |0 >, representing a system with

no electrons in it. Let’s define c†iσ (ciσ)as the creation (annihilation) operator that

creates (destroys) an electron on lattice site i with spin σ, which can be either up or

down. Since these are fermion operators, they obey anti-commutation relations, [3]

{c†iσ, cjσ′} = δijδσσ′ ,

{c†iσ, c†jσ′} = {ciσ, cjσ′} = 0.

These relationships require us to define an ordering of operators convention for

states, since different sequences of the same creation operators may differ by a nega-

tive sign. Let us say that a state is defined, with a positive sign, by ordering creation

operators first by spin and then by lattice site. For example, the state |ψ > with an

up electron on site 3 and two down electrons on sites 1 and 4 would be written as

c†3↑c
†
1↓c
†
4↓|0 >

We can represent states for a single orbital Hubbard model with N sites on a com-

puter with bit strings of length 2N . [124] This is done by mapping each single particle

state with one bit in the string. There are 2N such single particle states, since each

site can have an up and a down electron. Bit biσ is 1 if site i has an electron with

spin σ, and 0 otherwise. The ordering of the bits in the string is,

b1↑b2↑...bN↑b1↓...bN↓.

Thus, the state |ψ > above would be represented as (assuming N = 4),

|ψ >= c†3↑c
†
1↓c
†
4↓|0 >= 00101001.
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Figure 3.4: Diagrams that contribute to the second order self-energy. Figure from
Ref. [17].

With this representation we can implement the effect of operators on states with

bit-wise operations. (Though we also need to be careful with a possible sign change,

depending on how many operators need to be commuted.) This allows us to explicitly

calculate all the matrix elements of the Hamiltonian. This matrix can then be

diagonalized with any numerical linear algebra library.

However, since the size of this matrix increases exponentially in the size of the

system, it is a good idea to think about how the matrix might be broken up into

pieces that can be diagonalized individually. The most common way to do this is to

identify the symmetries of the Hamiltonian and use them to block diagonalize the

matrix. In particular, the Hubbard model Hamiltonian has translation symmetry

and particle number conservation, so states can be classified by momentum and

particle number, in addition to energy. These states do not couple to each other,

and so they can be used to block diagonalize the Hamiltonian. This decreases the

cost of diagonalization and makes it easier to identify the momentum of each of the

resulting eigenstates.

The method of exact diagonalization is useful because it is both exact and yields

easy access to all observables, since the eigenvalues and states are determined. How-

ever, the exponential growth in the size of the state space limits this algorithm to

very small systems. This means that although it may be useful for exploring new

ideas, in order to investigate the physics of realistic systems we need a justifiable

approximation method that cuts down computational complexity.

3.7.2 Second Order Perturbation Theory

One widely used approximation is to calculate the self-energy of an electron system

with perturbation theory. The first order self-energy is known as the Hartree term,

and corresponds to a simple mean field treatment of the system and contains no
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frequency or momentum dependence. A common treatment that starts to capture

some of the dynamics of the system is second order perturbation theory [3, 91].

The diagrams contributing to the second order self-energy are shown in Figure

3.4. They can be evaluated to obtain the expression,

Σk(ν) =
Un

2
− U2

β2

∑

ν′ωk′q

Gk′(ν
′)Gk′+q(ν

′ + ω)Gk+q(ν + ω).

Where β = 1/kBT , T is the temperature, and kB is Boltzmann’s constant. This

expression requires O(N3
kN

3
ω) operations to compute. However, we can dramatically

decrease this cost by noticing that the sum can be written as,

Σk(ν) =
Un

2
− U

β2

∑

ωq

Pq(ω)Gk+q(ν + ω),

Pq(ω) =
∑

k′ν′

Gk′(ν
′)Gk′+q(ν

′ + ω).

Pq(ω) is known as the polarization bubble, and by calculating this quantity once

and for all at the beginning of the calculation the cost of evaluating the self-energy

decreases to O(N2
kN

2
ω).

These formulas seem straightforward to evaluate, but the analytic properties of

the Green’s function require that some care is taken in calculating the sums. In

particular, the Green’s function in imaginary time, G(τ), is anti-periodic and has a

discontinuity at τ = 0. This means that something extra must be done to accurately

capture the high frequency behavior of the Green’s function [24].

This is relevant because the high frequency components of the Green’s function

are involved in the calculation of the second order self-energy in two places. One is

in the calculation of the density, n, which is given by an infinite sum,

n =
1

β

∑

kν

Gk(ν).

The other is in the calculation of the polarization bubble, since it also involves a sum

over all frequency components of a product of Green’s functions.

The first step in addressing these issues is to write down a high frequency expan-

sion [24] for the Green’s function,
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Gk(iωn) =
c1(k)

iωn
+

c2(k)

(iωn)2
+O

(
1

(iωn)3

)
.

The coefficients c1(k) and c2(k) can be obtained from the following expression for

the Green’s function, [3]

Gk(iωn) =
∑

m≥0

(−1)m
< Tτ{[H, ck]{m}, c†k} >τ

(iωn)k
.

Using this formula, we see that the high frequency coefficients (c1, c2) can be

obtained by evaluating commutators of the Hamiltonian with the creation and an-

nihilation operators. These calculations, while tedious, are straightforward. For the

single band, on-site interacting Hubbard model one obtains,

c1(k) = 1,

c2(k) = Unk + ε(k)− µ.

Now, if we define Ghf
k as,

Ghf
k (iωn) =

c1(k)

iωn
+

c2(k)

(iωn)2
.

Then we can split the full Green’s function into two components

Gk(iωn) = Ghf
k (iωn) + G̃k(iωn)

We have done nothing more than rearrange terms here. However, Ghf
k (iω) is a

known function that can be analytically summed over all Matsubara frequencies,

while G̃k(iωn) contributes very little (compared to Ghf
k (iω)) at large frequencies.

This allows us to calculate the density much more accurately than we would with

a simple truncated sum,

nk =
1

β

∑

ωn

Gk(iωn) =
1

β

∑

ωn

G̃k(iωn) + 0.5− c2(k)

4β
.

This treatment of the Green’s function also affects the calculation of the polarization

bubble, which in turn influences the self-energy. This is important because a ‘real’

self-energy should have an imaginary part that is negative-definite, a result that
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follows from causality and the Kramers-Kronig relations. Whether or not this is true

numerically is influenced by how the truncation of frequency sums is handled.

Second order perturbation theory allows us to tackle much larger system sizes

than exact diagonalization. However, implemented as demonstrated so far, it is still

limited to finite clusters that may not accurately represent thermodynamic (N →∞)

physics. More importantly, it is doomed to failure once the interactions between

electrons, U , become too large.

Figure 3.5: Comparison of the energy versus temperature curves for an isolated
cluster at half-filling obtained via exact diagonalization (FullDiag), DMFT with a
second order perturbation theory impurity solver (SOPS-Iso), and DMFT with a
modified CT-AUX algorithm (CTAUX-Iso). Also shown is the analytic result for
the non-interacting, U = 0, system. Exact diagonalization and DMFT with CTAUX
agree perfectly as expected, since CTAUX solves the impurity problem exactly and
in this case there is no coupling to an external bath. Second order perturbation
theory do fairly well at this low interaction strength, but the approximations begins
to break at lower temperatures.

3.7.3 Method Comparisons and Preliminary Results

In this section we present some of the calculations performed to check and compare

the outputs from exact diagonalization (ED), DMFT + second order perturbation

theory (SOPS), and DMFT + CTAUX (CTAUX). We also present some preliminary
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results on the convergence of system energies with cluster size and number of averaged

twisted boundary conditions. Most of these calculations were performed for isolated

Hubbard clusters, where there is no self-consistent coupling to a mean field bath.

Although this means that the DMFT self-consistency condition is unnecessary, it

simplifies our analysis by allowing us to focus on the behavior and correctness of the

impurity solvers. Establishing that the TBC methodology is correct and beneficial

in the isolated cluster case is necessary for proceeding to its use in the DCA self-

consistency framework.

Figures 3.5, 3.6, and 3.7 show tests meant to confirm that all three methods

yielded the same results for the base case, periodic boundary conditions (~φ = 0).

Figure 3.5 shows the energy versus temperature curves obtained for an isolated cluster

at U = 2t. The non-interacting energy is also shown for comparison. As expected the

ED and CTAUX results agree perfectly, since the isolated cluster problem is identical

to the impurity problem, which is numerically solved exactly by the CTAUX Monte

Carlo scheme. SOPS also performs fairly well since this is a weak interaction strength

at which perturbation theory is applicable, although the perturbation error begins

to appear as the temperature is lowered.

Figure 3.6: Check of the modified CT-AUX algorithm by comparing the order his-
togram generated by the original code, ”CTAUX SUB NGS”, and the code modified
to work with twisted boundary conditions, ”CTAUX IMAG”.

Figures 3.6 and 3.7 compare the results of a simulation at β = 0.5, µ = 0.5, U =

1t, on a 16 site Betts cluster with PBC between the modified and original CTAUX
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algorithms. This check is meant to ensure that no errors have been introduced into

the CTAUX program that would cause the normal (PBC) results to disagree. The

histogram, Fig. 3.6, shows that both methods sample diagrams during the Monte

Carlo simulation with the same distribution of orders, k. Fig. 3.7 confirms that both

methods produce the same single particle Green’s functions. Shown is the imaginary

part of G(iωn, k = (0, 0).

Figure 3.7: Check of the modified CT-AUX algorithm by comparing the imaginary
part of the k = (0, 0) Matsubara Green’s function generated by the original code,
”CTAUX SUB NGS”, and the code modified to work with twisted boundary condi-
tions, ”CTAUX IMAG”.

We now move on to exploring how TBC affects the convergence of the system

energy. The simplest test is to compare how the energy of the non-interacting Hub-

bard model behaves as a function of cluster size and number of twisted boundary

conditions since the analytic result is known. In the thermodynamic limit, the energy

of the non-interacting system, E, can be expressed in terms of the momentum space

resolved electron density, nσ(k), and the single particle dispersion, ε(k).

E =
∑

σ

∫
dkε(k)nσ(k) (3.64)

For the 2D single band non-interacting Hubbard model, the dispersion and den-
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sity are given as follow.

ε(k) = −2t
2∑

i=1

cos(ki)− µ (3.65)

nσ(k) =
1

1 + eβε(k)
(3.66)

Figure 3.8: Comparison of how the ground state energy of the noninteracting Hub-
bard model compares between an thermodynamic (infinite) system and a 10 site
cluster. Averaging over twisted boundary conditions on the finite system yields a
much better approximation of the infinite system, and the Legendre method of pro-
ducing an energy from the TBC data does even better.

These equations and Figures 3.8 and 3.9 can give us an intuitive understanding of

why averaging over boundary conditions can yield a energy that betters approximates

that of the infinite system. Consider that while Eq. 3.64 expresses the energy of the

thermodynamic system as a integral over the Brillouin Zone (BZ), the momentum

space for a finite cluster consists of a set of discrete momentum vectors, kc. Thus,

the finite cluster energy, Ec is given by a sum rather than an integral.

Ec =
∑

σ

∑

c

ε(kc)nσ(kc) (3.67)

Comparing Eqs. 3.64 and 3.67, we see that the cluster energy will be equivalent

to a finite element approximation to the integral defining the infinite lattice energy.
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Thus, if we want the cluster energy to better approximate the thermodynamic energy,

we can simply increase the size of the cluster, which in turn increases the number of

cluster momenta, kc, and yields a better finite element approximation.

However, many computational techniques, such as ED and DCA, have a com-

putational expense that scales very poorly with cluster size and can therefore make

this approach intractable. [14] An alternative and potentially much cheaper strategy

is to average over TBC for a single cluster rather than increasing its size. Earlier

in this chapter we saw that TBC modifies the single particle dispersion by sending

ε(k) → ε(k + φ). If we define the cluster energy with TBC phase φ as Ec
φ, then we

can try looking at the TBC averaged (TBCA) energy, Ec
TBCA.

Figure 3.9: Example of how the energy converges as a function of cluster size for
the non-interacting, U = 0, Hubbard model. PBC stands for periodic boundary
conditions, ABC for anti-periodic, and TBC for an average over the energy obtained
from a grid of 16 twisted boundary conditions. In this very simple case, we see that
TBC immediately yields the thermodynamic energy, whereas PBC or ABC require
cluster with around 40 sites in order to eliminate finite size errors.

Ec
TBCA =

1

m

m∑

i=0

Ec
φi

=
∑

σ

∑

c

1

m

m∑

i=0

ε(kc + φi)nσ(kc + φi)

(3.68)
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Where m is the number of TBC phases used to compute the average. If we

imagine that the sampled TBC phases are arranged on a uniform grid, then we see

that the TBCA approach effectively increases the number of momentum points used

to calculate the energy, i.e. it improves the finite element approximation to the

integral for the thermodynamic energy, Eq. 3.64.

Figure 3.10: Comparison of the energy versus doping, n, for the U = 4t 2D Hubbard
model. This test compares results from a modified exact diagonalization program
(Betts10h7) with those obtained in Ref. [18] (Gros). The finite clusters with peri-
odic boundary conditions (PBC) yield energies far away from the thermodynamic
result, but averaging over even a small number of twister boundary conditions greatly
reduces the finite size effects.

Is is thus clear that we should expect the finite cluster approximation of the

energy for the non-interacting Hubbard model to converge to the infinite system

result as we increase the size of the cluster or as we increase the number of TBC

phases. In Fig. 3.8, we see that while a 10 site cluster with PBC does a poor job of

matching the energy vs density curve of the infinite system, averaging over a 4 by 4

grid of TBC produces a much better approximation.

A similar result is shown in Fig. 3.9, which shows how the various cluster and TBC

phase energies behave. This figure also checks the DMFT implementation of TBC,

since the non-interacting result can be easily calculated. We see that for small clusters

the spread in TBC energies, Ec
φ, is quite wide, but that they converge very quickly as

the cluster size increases. More remarkably, the TBC averaged energy agrees with the
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large cluster limit even for a small 9 site cluster. This is in stark contrast to the PBC

energy, which fluctuates and only only starts to converge to the large cluster energy

for clusters with around 25 sites. Although the non-interacting system is trivial,

this already starts to show some of the potential of TBC in improving estimates of

large system size energies without the steep computational cost of simulating larger

clusters.

Figure 3.11: Example of how the energy converges as a function of cluster size for the
an isolated U = 2 Hubbard cluster at β = 1. One key observation from this graph is
that non-bipartite clusters (pink) yield large finite size effects, and so extrapolations
should be limited to bipartite clusters (blue).

We now turn to the use of TBC in studying interacting systems. In Fig. 3.10,

we compare the energy vs density curves for a U = 4t Hubbard model obtained

via ED to published results by Gros [18]. We again see that even outside the non-

interacting limit, TBC can be used to significantly reduce finite size effects. In this

case we see that a 10 site cluster can be used to obtain close to thermodynamic

results, in this case by averaging over just 16 or 25 TBC phases. Since the state

space of the Hubbard model scales as 4Nc , where Nc is the number of cluster sites,

exact diagonalization is too expensive to perform on Hubbard clusters much larger

than 10 sites. In comparison, TBC simply requires running the same calculation

with different TBC phases, and so the added computational expense is just linear in

the number of phases.
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Fig. 3.10 also demonstrates two different ways of computing observables with

TBC. In addition to the above described TBCA, which consists of simply averag-

ing over the results from simulations with different TBC phases, one can also use

a technique known as Integration Over Boundary Conditions (IBC, referred to as

Legendre in the figures). As described in Ref [18] the IBC method provides a means

of computing the ground state energy in the grand canonical ensemble, which alle-

viates the challenge that arises in ED studies of working with a constant, integer

electron number. We do not pursue this method further, however, because this is

only a significant advantage for ED studies and we found the differences between

TBCA and IBC to be slight.

Figure 3.12: Example of how the energy converges as a function of cluster size for
the an isolated U = 6 Hubbard cluster at β = 2. Periodic, anti-periodic, and TBC
energies are compared to benchmark energies computed in Ref. [19].

Figures 3.11 and 3.12 present results obtained for isolated, interacting Hubbard

clusters with a modified version of the CT-AUX algorithm. Since these clusters are

not coupled to a self-consistently determined bath, they rely only on the numerically

exact impurity solver, rather than the DMFT self-consistency cycle.

Figure 3.11 shows the energies obtained from CT-AUX for a wide range of cluster

sizes from 16 TBC phases. We see that this high temperature and low interaction

strength (U = 2t, β = 1) the TBCA result for the energy seems to converge slightly

faster than the PBC result, as a function of cluster size. Although this improvement
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is only significant for small clusters, one important finding from these results is the

importance of cluster geometry. We find that non-bipartite clusters results in a

much larger spread of TBC energies, possibly due to the strong anti-ferromagnetic

fluctuations that exist in the Hubbard model at weak interaction strengths. [14]

Bipartite clusters are those whose sites can be classified as two types, A or B, and

in which A sites only border B sites and vice-versa. It is well known that strong

discrepancies can occur in simulations when the cluster geometry is incommensurate

with the physical fluctuations of the model.

Figure 3.12 presents similar results for a much stronger interaction strength,

U = 6. Unfortunately these results are much more nebulous, as it is not clear that the

TBCA method provides any significant improvement in scaling over PBC. Although

the previous tests indicate that the modifications to the CT-AUX algorithm are

correct, it is possible that the lackluster performance of TBCA is due to some error

that only manifests at large interaction strengths. It will be a matter for future study

to determine if this is the case, or if the TBCA framework is simply inapplicable far

away from the non-interacting limit.
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Chapter 4

Charge Order

This chapter describes work related to studying charge order as it occurs in the

2D extended Hubbard model. It contains results on the behavior of the charge

order transition away from half-filling, as well as a detailed study of the competition

between charge order and antiferromagnetism. In addition, a detailed derivation of

a numerical technique, known as submatrix updates, implemented for the modified

CT-AUX algorithm used to study charge order is presented.

4.1 Introduction

Much of the initial work on strongly correlated systems, especially that done in

with the DMFT framework, have focused on local interactions and correlations. For

example, the most commonly studied version of the Hubbard model only includes the

interaction between different spin electrons occupying the same lattice site [125, 16].

This focus on local correlations both makes the problem easier and is often justifiable,

as there are many instances in which local interactions drive the physics of strongly

correlated system. Indeed, one the motivators behind single site DMFT was the

observation that in the limit of infinite dimensions (or infinite coordination number

for a lattice model), the self-energy becomes purely local quantity [102, 126, 127, 81].

Furthermore, the simplest Hubbard model exhibits the Mott insulator transition,

superconductivity, antiferromagnetism, and pseudogap behavior, all with only local

interactions accounted for [81, 128, 14, 129].

However, the Coulomb interaction is naturally a long range interaction, and it is

unsurprising that it can give rise to phenomena not captured by local approxima-
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tions. One such phenomena is charge order, a ubiquitous symmetry broken phase

exhibited by many strongly correlated systems that arises from non-local interac-

tions. This phase is characterized by an inhomogenous and periodic distribution

of electric charge throughout the system, often in the form of striped or checker-

board patterns [130]. Compounds that exhibit charge order (CO) often also exhibit

antiferromagnetic (AFM) phases [47, 131, 11]. Examples include the d-electron ma-

terial La1−xSrxFeO3,[132] the doped nickelate La2−xSrxNiO4,[76] the layered man-

ganite La0.5Sr1.5MnO4,[133] the cobalt oxides[134], the doped iridate [135], the lay-

ered ruthenate [136] and the layered cuprates La2−xSrxCuO4 and La2−xBaxCuO4

at 1/8 doping [137]. Organic salts, including the one-dimensional (TMTTF)2SbF6

[138, 139, 140, 141] and two-dimensional quarter filled compounds [142, 143, 144]

similarly show coexisting AFM and CO. Several of these materials are also super-

conducting. Understanding the phase diagram in these materials requires a detailed

analysis of the competition between these two types of ordering [145, 80].

4.2 Application to the 2D Extended Hubbard Model

One of the simplest systems to display strong magnetic correlations is the Hub-

bard model, which has become the archetype of strongly correlated electron systems

[146]. The model approximates the band structure by a single band with nearest-

neighbor hopping parameter t, and the Coulomb effects by a local interaction U .

The two-dimensional version of the model, while exhibiting strong antiferromagnetic

fluctuations over much of the phase diagram (see e.g. Refs. [147, 148] for recent

work) is known to have a charge ordered ground state in parts of the phase diagram

[149].

The extended Hubbard model promotes charge order by explicit addition of a

repulsive nearest-neighbor interaction term V . In the half-filled model, this will make

it energetically favorable to break translational symmetry and generate a state with

two electrons on one site, none on its neighbors, and a repeating (π, π) charge ordered

pattern. In contrast, a large on-site interaction U will enhance antiferromagnetic

(π, π) correlations. The interplay of V , U , temperature, doping, and bandstructure

effects thereby generates the rich phase diagram of the model.

In the following sections, we explore the two-dimensional half-filled extended

Hubbard model at non-zero temperature in the DCA approximation. This approxi-

mation allows both for long ranged charge and spin ordered states, and treats them
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on an equal footing. We use the model and approximation as a proxy to study the

interplay between these phases, and to analyze how the extent of the phases changes

as a function of U , temperature, and V .

4.3 Model and Methods

This work applies the methods developed in Ref. [23] to study to behavior of charge

order away from half filling and the formation and competition between AFM and

CO phases in the half filled 2D extended Hubbard model. The following provides

an overview of the formalism, and the interested reader is referred to [23] for further

details.

The Hamiltonian for the extended Hubbard model on a two-dimensional square

lattice is given by

H = −t
∑

〈ij〉,σ

(
c†iσcjσ + c†jσciσ

)
+ U

∑

i

ni↑ni↓

+
V

2

∑

〈ij〉,σσ′
niσnjσ′ − µ̃

∑

iσ

niσ, (4.1)

where t is the nearest-neighbor hopping amplitude, U and V represent the on-site

and nearest neighbor Coulomb interactions, and µ̃ denotes the chemical potential.

c†iσ(ciσ) is the creation (annihilation) operator for a particle with spin σ on lattice

site i, and the particle number operator for site i is niσ = c†iσciσ. Half filled occurs at

µ̃ = µHF = U
2

+ 4V for the 2D square lattice. We use dimensionless units U/t, V/t,

βt, and µ/t, and set t = 1.

We use the Dynamical Cluster Approximation (DCA) [150, 14] to find approxi-

mate solutions for the lattice model. The DCA is a cluster extension of Dynamical

Mean Field Theory (DMFT) that maps the lattice problem onto a finite sized cluster

(i.e. impurity) that is coupled to a non-interacting bath. The coupling to the bath is

found via an iterative scheme that attempts to fulfill a self-consistently condition. In

the case of DCA, this condition is formulated by course graining the Brillouin zone

into Nc momentum space patches, and demanding that impurity quantities (such as

the self energy) match the corresponding patch averaged quantities from the lattice

model. In this paper we study systems with Nc = 8.

The DCA scheme becomes exact in the limit where Nc →∞, and the DMFT is
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recovered when Nc = 1. The method is able to describe short-ranged spatial corre-

lations non-perturbatively (i.e. correlations on length scales smaller than Nc), but

correlations outside the cluster are neglected. The method is also capable of simulat-

ing ordered phases directly, as long as the symmetry breaking is commensurate with

the impurity cluster [14, 151]. An important detail is that for the extended Hub-

bard model the DCA coarse-graining procedure renormalizes the nearest neighbor

interaction V as V̄ = sin(π/Nc)/(π/Nc)V , as described by Ref. [107] and Ref. [108].

We can study ordered phases by adding a symmetry breaking term to the Hamil-

tonian. [14] These terms involve extending Eq. (4.1) via staggered chemical potential

µi = µ0σe
iQri :

Hµ0 = H +
∑

iσ

µiσniσ (4.2)

where Q describes the symmetry of the ordered phase and Q = (π, π) for both an-

tiferromagnetism and checkerboard charge order. This staggered chemical potential

divides the original bipartite lattice into two sub-lattices A and B with µiσ = ±µ0σ

for sub-lattice A(B) respectively, thereby doubling the unit cell. Antiferromagnetism

is described by µ0↑ = −µ0↓, while charge order is described by µ0↑ = µ0↓. In this

paper, we begin simulations with a small µ0σ/t ≈ 0.05 on the first iteration and

then set µ0σ/t = 0 on subsequent iterations. After this the system is allowed to

evolve freely, and will either converge to a paramagnetic state (electrons uniformly

distributed by lattice site and spin) or tip into one of the ordered states.

In this work we solve the cluster impurity problem in the DCA self-consistency cy-

cle with the continuous time auxiliary field quantum Monte Carlo algorithm (CTAUX)

[152], modified to accommodate non-local density-density interactions. The CTAUX

algorithm is described in Ref. [25, 24] and the details on the modifications can be

found in Ref. [23].

4.4 Application to the 2D Extended Hubbard Model

Away From Half Filling

The following section closely follows Terletska, Chen, Paki, and Gull, ”Charge or-

dering and nonlocal correlations in the doped extended Hubbard model” [94].
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4.4.1 Phase diagrams

We first briefly discuss the results obtained at half filling (µ = 0) and presented

in Ref. [23]. The phase diagram in the space of on-site interaction U and nearest

neighbor interaction V shows metallic behavior for small U and small V , Mott in-

sulating behavior for large U and small V , and charge order for large V . This basic

shape of the phase diagram is consistent within a large range of methods, and in

particular with recent results using extended dynamical mean field theory, [153] the

GW approximation in combination with dynamical mean field theory, [21, 154] and

the so-called dual boson perturbation theory [20], as shown in Fig. 4.1. In contrast

to the predictions from early analytic theories, [22, 155, 156] a non-zero strength of

V is required to drive the system to the ordered phase at U = 0. Upon increasing

the interaction strength, the charge order line stays above the mean field prediction

of U = 4V but, at least for U/t up to 1, closely approaches it.

Figure 4.1: VU phase diagram of the 2D extended Hubbard model at half-filling.
NC = 8 DCA data obtained from the dependence of the charge order parameter
versus V are shown for T/4t = 0.04 and T/4t = 0.02 . Comparable results from
dual bosons [20], EDMFT, and EDMFT+GW [21] are also shown. The dashed line
corresponds to the U/4 phase boundary of early analytic theories [22]. Energies are
shown in units of t with 4t = 1. Figure adapted from Ref. [23].

We now turn to the doping evolution of the phase diagram. Fig. 4.2 shows the

evolution of this charge order phase boundary upon varying the chemical potential µ,

where µ = 0 denotes the half-filled state. While the model is particle-hole symmetric

around µ = 0, we focus in this paper on hole doping and denote x = 1−n as doping,
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Figure 4.2: Phase diagram showing half-filled charge ordered insulator (HF-COI),
charge-ordered metal (CO), and isotropic metal (M), in the space of nearest neighbor
interaction V and chemical potential µ. Left panel: on-site interaction U/t = 0.
Middle panel: U/t = 2.0. Right panel: U/t = 4. All data are obtained for cluster
size Nc = 8 and temperature T .

where n denotes the density. Results for the system without on-site interaction

(U = 0) are shown in the left panel. Weak (U/t = 2) and intermediate (U/t = 4)

interaction strength results are shown in the middle and right panel. All results are

obtained at a temperature of T/t = 0.32.

Consistent with Ref. [23] and earlier results, [20, 157, 21] a non-zero interaction

strength of V/t ∼ 0.4 is needed to establish charge order. As temperatures are higher

than in Ref. [23], the minimal interaction strength for the onset of charge-order is

larger. As the chemical potential is increased, the charge-order phase boundary

shifts to larger V (blue line). Raising the on-site interaction to weak (U/t = 2) and

moderate (U/t = 4) strength shifts the onset of charge order gradually to higher V .

At high interaction strength V , the charge-ordered state is an incompressible

(see Fig. 4.9), half-filled band-like insulator with a large gap in the density of state.

Fig. 4.2 denotes this regime as HF-COI (Half Filled Charge Ordered Insulator). This

regime is separated from the uniform (isotropic) metallic phase by a compressible

‘metallic’ charge ordered state, which we denote as CO (red line).

At the temperatures studied, the transition from non-half-filled to half-filled state

and the transition from charge-ordered to isotropic state are all continuous, i.e. sec-

ond order. No jump in order parameter or hysteresis could be identified. The model
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Figure 4.3: Phase diagram in the space of nearest neighbor interaction V and doping
x = 1−n showing charge-ordered metal (CO), and isotropic metal (M) phases. Left
panel: on-site interaction U/t = 0. Middle panel: U/t = 2.0. Right panel: U/t = 4.
All data are obtained for cluster size Nc = 8 and temperature T/t = 0.32.

is known to exhibit first order transitions between the metallic state and the isotropic

Mott insulator, both in single-site approximations to the extended Hubbard model

[158] and in cluster approximations to the Hubbard model without non-local inter-

actions [152, 129]. However, these phase transitions take place at local interaction

strengths that are larger than the ones studied here.

Fig. 4.3 shows the data of Fig. 4.2 replotted against doping x = 1−n rather than

chemical potential. The left panel shows U/t = 0, the middle panel U/t = 2, and

the right panel U/t = 4. In this representation, the half-filled charge order insulating

regime is compressed to the x = 0 line. It is evident that once the critical V for

charge order is reached, a charge ordered phase is established almost independently

of doping, as long as x < 20%. Further increase of doping eventually leads to

the destruction of the charge ordered phase, and the system becomes a uniform

metal. Upon increasing the local interaction strength U , the critical value of nearest

neighbor interaction V increases due to the competition between local and non-local

interactions, but the phase boundary remains near x ∼ 20% and a slight back-

bending is visible for larger U , indicating that the regime of doping shrinks as V

is further increased. Numerical difficulties with the impurity solver currently make

regimes of larger non-local interaction strength inaccessible.

77



0.0−0.4−0.8−1.2−1.6−2.0−2.4−2.8−3.2

µ/t

0.0

0.2

0.4

0.6

0.8

1.0

T
/
t

M

CO

V/t=1. 1

V/t=0. 76

Figure 4.4: Phase boundaries for V/t = 1.1 (blue line) and V/t = 0.76 (red line) in
the space of temperature T and chemical potential µ showing charge-ordered (CO)
and isotropic metal (M) phases. All data are obtained for cluster size Nc = 8 and
local interaction strength U/t = 2.0.

In order to establish the temperature and doping parameter space for the charge

order phase, which corresponds to the phase diagram typically measured in experi-

ments, [159] we now explore the temperature dependence of the charge order regime

shown in Figs. 4.4 and 4.5, as a function of chemical potential µ and doping x.

The data are obtained for two representative nearest-neighbor interaction strengths

V/t = 0.76 and V/t = 1.1, which correspond to CO metal and HF-COI, respectively.

At high temperature, the system is in a metallic state (M), at low temperature in

a charge ordered state (CO). For doping up to 10%, the charge order onset tem-

perature is almost independent of doping. As doping is gradually increased beyond

15%, the onset temperature is rapidly suppressed and, within the parameter range

we could reliably study, no charge order is found beyond around 20% doping.

In analogy to the data shown in Figs. 4.2 and 4.3, the data in Fig. 4.6 shows the

phase boundary between charge order and metallic states as a function of non-local

interaction V and chemical potential µ. To highlight the temperature dependence,

we also show data at a temperature that is twice as large. As in Fig. 4.4, the regime

supporting charge order shrinks substantially as temperature is raised and thermal

fluctuations suppress charge order. In addition, the ‘reentrant’ backbending behavior

as a function of V is only visible at low temperature.
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Figure 4.5: Phase boundaries for V/t = 1.1 (blue line) and V/t = 0.76 (red line) in
the space of temperature T and doping x showing charge-ordered (CO) and isotropic
metal (M) phases, for U/t = 2.0. All data are obtained for cluster size Nc = 8.

4.4.2 Order Parameter

The phase boundaries of Figs. 4.2 through 4.6 were obtained by analyzing the site-

dependent density as a function of external parameters such as µ or V . In particular,

the difference in densities between the two sublattices, |na − nB|, is a natural order

parameter for the charge ordered phase. A typical example is given in Fig. 4.7,

where the densities in sublattice A and B, nA and nB, are plotted as a function of

chemical potential, for on-site interaction strength U/t = 2 and four different non-

local interaction strengths. As the chemical potential is raised towards half filling,

a spontaneous symmetry breaking of the sublattice densities is visible, indicating

the establishment of charge order. As mentioned previously, no first-order hysteresis

could be found in our simulations, indicating that all transitions are continuous.

Larger nearest-neighbor interactions lead to an earlier onset of the charge order and

correspondingly a larger polarization of the density.

The order parameter for charge order, δn = nA − nB, is shown in the left panel

of Fig. 4.8, and the total density nave = 1
2

(nA + nB) in the right panel of Fig. 4.8. In

the uniform phase, δn = 0, whereas δn 6= 0 in the charge order phase. The data are

shown as a function of chemical potential µ and for a range of non-local interactions

V , at constant on-site interaction U/t = 2 and temperature T/t = 0.32. These data

are obtained directly from the sublattice densities shown in Fig. 4.7.
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indicated.
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neighbor strengths indicated. Data obtained for U/t = 2.0 on a cluster with Nc = 8
and at temperature T/t = 0.32.
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The total density nave, shown in the right panel of Fig. 4.8, shows a clear deviation

from the linear slope at the position where charge order is established (δn 6= 0).

In addition, for larger inter-site interaction strength, V/t = 1.0 and V/t = 1.1, a

pinning of the nave vs µ curve to half filling with nave = 1 is visible, indicating an

incompressible band insulator-like state (with a robust gap in the density of states)

near half filling. As the non-local interaction strength V is increased, the slope of the

nave(µ) curve rapidly increases on the the ordered side in the vicinity of the phase

transition, indicating that first-order coexistence between CO and uniform metallic

state may be possible at even larger V .

The HF-COI phase boundary of Fig. 4.2 (red line) was determined by setting a

cutoff value of n ≥ 0.995. As we will show in Sec. 4.4.3, this criterion based on the

density also coincides with the region in which the system has a large insulating gap.

The increase of the slope of the nave(µ) curve in Fig. 4.8 and, consequently, the

narrowing of the region between the charge ordered insulator (nave = 1) and isotropic

metal (δn = 0) is directly responsible for the reentrant behavior observed in Figs. 4.3

and 4.5.

The compressibility κ = ∂nave
∂µ

, Fig. 4.9, here obtained via numerical derivative of

the nave(µ) curve, shows that the compressibility exhibits a clear maximum at the

charge order onset. This maximum becomes more pronounced as V is increased. The

value of κ quickly approaches a roughly constant large-µ value on the uniform side of

the transition. Consistent with expectation, the half-filled charge ordered insulating

state shows a strongly suppressed compressibility.

4.4.3 Spectral functions

Analytically continued local spectral functions, Fig. 4.11, give further insight into

the evolution of the charge order transition as a function of doping. For clarity, we

limit ourselves to a single scan in doping, using fixed values of U/t = 2.0, V/t = 1.1,

and T/t = 0.32. This is the data corresponding to Fig.4.7.

At large doping (not shown), the system is an isotropic Fermi liquid with a small

self-energy near zero, so that no suppression of the density of states near zero is

visible. As x is lowered from the uniform side towards the onset of charge order

(purple panel, x = 0.196), the density of states develops a clear suppression near

zero indicative of strong charge order fluctuations. However, a symmetry breaking is

not yet visible. Reduction of x to 0.143 (light blue panel) and 0.075 (orange panel)
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sublattice B. Values are obtained for T/t = 0.32, V/t = 1.1, and U/t = 2.0. For
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shows the establishment of symmetry breaking but a finite density of states remains

at the Fermi energy, indicating a charge order metal. This region coincides with

the region of large compressibility visible in Fig. 4.9. As doping is further reduced,
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the peak-to-peak distance of the minority and majority occupancy spectral functions

(full and dashed line) gradually widens and a full gap is established by x = 0.037. At

this point, further doping transfers spectral weight from below the gap to above the

gap, while the lower gap edge stays pinned to the Fermi energy and a large density

of states is present just below of the Fermi energy. Finally, as x reaches values near

zero, the Fermi energy detaches from the gap edge and moves towards the middle of

the gap (at x = 0, not shown), while the minority and majority bands become fully

particle-hole symmetric.

The results in Fig. 4.11 are obtained via analytic continuation from noisy quantum

Monte Carlo results. In this instance, we used a Padé continuation method, which

we crosschecked against an implementation of the stochastic analytic continuation

method. [160] While analytic continuation does not capture subtle features of the

spectral functions, it is generally reliable for the global features (existence of a gap

or of the first major peak, weight integrated over a large area, etc) interpreted in the

paragraph above.

4.4.4 Energetics

Fig. 4.12 presents an analysis of the energetics of the charge order transition as a

function of chemical potential. The top left panel shows the total energy Etot for

the four non-local interaction strengths V indicated and for U/t = 2.0, T/t = 0.32.

Also shown, as dashed line, is the isotropic (NC) state where charge order has been

artificially suppressed. The phase transition is visible in the top left panel as a slight

change of slope and as a deviation between the symmetry broken and the isotropic

state.

The total energy consists of two parts, a single-particle ‘kinetic’ part 1
Nc

∑
K(εK−

µ)nK (note that different practitioners use different definitions of the ‘kinetic’ en-

ergy) and an interacting part consisting of the contributions from local and non-local

interaction terms. The top right panel shows the doping evolution of the kinetic part.

The phase transition is clearly visible in the data, indicating that the large kinetic

energy term at low doping is rapidly reduced upon entering the ordered phase. This

indicates the reduction of the mobility of electrons once the charge order is estab-

lished. Nevertheless, the contribution of this term to the total energy is small in

comparison to the interaction contribution.

The bottom two panels disentangle the interaction contributions to the total
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energy. The bottom left panel shows contributions from the local interaction U ,

while the bottom right panel shows contributions from the non-local interaction V .

Note the overall magnitude of the change in comparison to the kinetic part. We first

focus on the local interaction energy contribution HU . The charge order insulator

has a high double occupancy at half filling, and therefore a large contribution of

the local interaction energy. As the charge order is melted by doping, the double

occupancy is rapidly reduced and therefore the local interaction energy contribution

is reduced. This behavior of the energetics is opposite from what would be expected

in a Mott insulator, where the double occupancy is generally rapidly suppressed

upon entering the insulating state, but qualitatively similar to what is expected at

an antiferromagnetic transition.
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Figure 4.12: Energetics. Top left panel: total energy per particle. Top right panel:
kinetic/single particle energy. Bottom left panel: on-site contribution to the potential
energy. Bottom right panel: Non-local contribution to the potential energy. Dotted
red lines for V/t = 0.76 denote the metastable (NC) solution where charge order is
suppressed. Error bars, where indicated, denote errors larger than the symbol size.

In contrast, when compared to the uniform phase, the non-local interaction energy

HV in the charge ordered phase is strongly suppressed in the ordered phase by the

cost of increase of local interaction HU due to the increased double occupancy at

a given site. Therefore, the charge-order transition mainly reduces the non-local

interaction energy at the cost of increasing the local interaction energy, while the
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Figure 4.13: Size of the order parameter as a function of doping as cluster size is
varied from Nc = 8 to Nc = 16 and Nc = 20, with V/t = 0.76, U/t = 2, T/t = 0.32.
For these parameters, a variation in the critical doping of around 5% is visible. Away
from the critical point, the order parameter quickly converges with system size.

total change to the kinetic energy is much smaller. [23]

4.4.5 Estimation of finite size effects

The dynamical cluster approximation is controlled, in the sense that 1/Nc is a small

parameter. Away from criticality, local observables such as the order parameter

or the total energy per particle are expected to converge ∼ 1/Nc. At criticality,

where the correlation length is expected to be much larger than the system size,

convergence is expected to be slow. Within our approximation, we cannot perform

a rigorous finite size scaling at the critical temperature. However, from a limited

range of relatively small cluster sizes we can estimate the variation of the critical

region with cluster size and illustrate the variance of quantities such as the energy or

the order parameter. Fig. 4.13 shows such a study for the order parameter and the

critical temperature on clusters of size 8, 16, and 20. Visible are deviations on the

order of 5% in the location of the critical doping. The size of the order parameter

obtained on the larger clusters quickly converges to the value obtained for Nc = 8.

A rigorous finite size extrapolation, as it is done in the context of high-temperature

cold atom calculations, is not possible for these parameters with current techniques.
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4.5 Competition between AFM and CO

The following section closely follows Paki, Terletska, Iskakov, and Gull, ”Charge

Order and Antiferromagnetic Competition in the 2D Extended Hubbard Model” [95].

Here we consider the competition between charge order and antiferromagnetism by

allowing symmetry breaking for both charge and spin.

4.5.1 Green’s Functions

The ordered phases investigated here reduce the translation symmetry of the lattice.[14]

This doubles the size of the unit cell in real space while halving the size of the Bril-

louin zone, such that in the ordered phase the momentum space points k and k + q

become degenerate, where for AFM and CO q = (π, π). In order to study ordered

and non-ordered phases with the same method, a double cell formalism is used in

which momentum space Green’s functions on a block diagonal structure. Each bock

takes on the following form.

Gσ(k) =

(
Gσ(k, k) Gσ(k, k + q)

Gσ(k + q, k) Gσ(k + q, k + q)

)
(4.3)

In the non-ordered phase Gσ(k, k + q) = Gσ(k + q, k) = 0, so that the Green’s

functions become diagonal in momentum space. In the ordered phases these off

diagonal components become finite and obey certain symmetry relations. For AFM,

Gσ(k, k + q) = Gσ(k + q, k) = −G∗−σ(k, k + q) = −G∗−σ(k + q, k), while for CO we

have Gσ(k, k + q) = Gσ(k + q, k) = G−σ(k, k + q) = G−σ(k + q, k).

We can define both the momentum dependent and local sublattice and spin re-

solved Green’s functions as follows [23].

GA/B,σ(k) =
Gσ(k, k) +Gσ(k + q, k + q)

2
±Gσ(k, k + q) (4.4)

Gloc
A/B,σ =

1

NC

∑

k

GA/B,σ(k) (4.5)

Similar equations describe the sublattice resolved self-energies. These quantities

allow us to study how the density of states (from analytic continuation of Gloc
A/B,σ)

and self-energies behave on each sublattice.
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4.5.2 Order Parameter

The order parameters for charge order, ∆CO, and anti-ferromagnetism, ∆AFM , can

be computed from the spin resolved cluster site densities, niσ.

∆CO =
2

Nc

∣∣∣∣∣
∑

i∈A,σ

niσ −
∑

i∈B,σ

niσ

∣∣∣∣∣ (4.6)

∆AFM =
1

Nc

∣∣∣∣∣
∑

i

eiQri(ni↑ − ni↓)
∣∣∣∣∣ (4.7)

For completeness, we note that these expression can also be written in terms of

the off diagonal components of the momentum space Green’s function in imaginary

time, Gk,k+q,σ(τ).

∆CO =
2

Nc

∣∣∣∣∣
∑

kσ

Gσ(k, k +Q; τ = 0−)

∣∣∣∣∣ (4.8)

∆AFM =
1

Nc

∣∣∣∣∣
∑

k

(
G↑(k, k +Q; τ = 0−)−G↓(k, k +Q; τ = 0−)

)
∣∣∣∣∣ (4.9)

4.5.3 AFM vs CO Results

We begin the discussion of our results with the dependence of phase boundaries, or-

der parameters, and energetics on U , V , and β for the half-filled extended Hubbard

model. We focus on three phase boundaries exhibited by the model in our approx-

imation: those between the normal and antiferromagnetic phases (Normal-AFM),

normal and charge ordered phases (Normal-CO), and antiferromagnetic and charge

ordered phases (AFM-CO). In section 4.5.4, we present the TV phase diagram (at

U = 4t) for the model and examine how order parameters and energtics behave along

cuts through the different phase boundaries. We also demonstrate hysteresis across

the AFM-CO phase boundary, indicating a first order transition. In section 4.5.5, we

present the temperature dependence of the V U phase diagram, comparing T/t = 1/6

and T/t = 1/10.
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Figure 4.14: TV DCA Phase diagram for the half-filled extended Hubbard model at
U = 4. Green shading and filled circles: Normal (disordered) state. Red area and
open circles: AFM ordering. Blue area and crosses: CO state. Region with both
crosses and circles: first order CO/AFM coexistence. Symbols denote simulation
points. Transition lines are obtained from the midpoint between simulation points.
Also indicated are six phase transition cuts referred to in the text.

4.5.4 T -V phase diagram

The phase diagram as a function of nearest neighbor interaction V and temperature

T at fixed U/t = 4 is shown in Fig. 4.14. The model exhibits a paramagnetic metallic

phase (from now on referred to as the normal state) at high temperature and weak V

(green shading in Fig. 4.14), an anti-ferromagnetic state (AFM) at low temperature

and low V , and a charge ordered state at large V (blue shading). Symbols indicate

simulation points; the phase transition boundaries are obtained from the midpoint

between simulation results in different phases.

As is expected from Hubbard model simulations in the absence of V , strong

antiferromagnetic correlations exist at half filling. In cluster DMFT simulations,

these cause the system to polarize and fall into a long-range antiferromagnetically

ordered phase [161, 162] below a transition temperature of T ∼ 2.22. This ‘phase’ is

an artifact of the approximation and should be understood as an area where long-

ranged antiferromagnetic fluctuations are strong.

Larger DCA clusters will eventually lead to a suppression of AFM order in 2d

and simply exhibit strong AFM fluctuations [162]. The AFM correlation length is

large compared to accessible cluster sizes (and rapidly growing as temperature is
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Figure 4.15: Comparison of the UV phase diagram of the extended Hubbard model
at β = 6 and β = 10, both at µ = 0. At low temperature for this range of U , the AFM
and CO phases are entirely separated by the normal state region. Upon lowering the
temperature, a hystersis region emerges at larger U in which both the CO and AFM
solutions are stable. Points with both a blue cross and a red, open circle indicates
points at which a simulation converges to either a CO or AFM solution, depending on
whether a CO or AFM starting solution is used. The mean field result for the phase
boundary between the normal and CO state, V = U/4, is also shown for comparison.

decreased), making observing a true paramagnetic state difficult within this approx-

imation [162]. However, one may expect that effects present in real systems but

excluded from the Hubbard model, such as inter-layer couplings, may stabilize these

fluctuations and lead to an actual phase transition with similar overall behavior.

Nonlocal interactions suppress these fluctuations. In this simulation, as V is

increased above ∼ 0.6t, the critical temperature of the artificial antiferromagnetic

phase is rapidly reduced. Within DCA, further increase of V will entirely suppress

the antiferromagnetic state, so that beyond a value of ∼ 1.2t no AFM ordering is

observed in our calculations.

Repulsive non-local interactions on a bipartite lattice eventually lead to a charge

ordered state [23]. For our parameters, at U/t = 4, this charge ordering sets in at

V/t ∼ 1.1 for the highest T shown. Lowering the temperature shifts that phase

boundary towards lower values of U , such that at T/t = 0.1 the phase boundary is

observed near V/t = 1.0.

For the parameter values chosen, there is an area where both charge ordered and

antiferromagnetic states can occur. In this area, the nearest neighbor interaction is

large enough that charge order is favorable, but the temperature is low enough that
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AFM fluctuations are strong. In our simulation, we find a first-order coexistence

regime where the system is either in a charge ordered state (where magnetic order is

absent) or in an AFM state (where charge order is absent).

4.5.5 U-V phase diagram

To illustrate the evolution of the phase diagram as a function of nearest and next-

nearest interactions, we present a cut in the V -U plane at constant T in Fig. 4.15. The

left panel shows the extent of the three phases at the higher temperature, T/t = 1/6.

At large V , the system is charge ordered at half filling (blue area). At small V but

large U , the system undergoes an antiferromagnetic transition in this approximation

(red area). And at small U and V , the model is in an isotropic ‘normal’ state (green).

The right panel repeats this presentation for the lower temperature T/t = 1/10.

As explored in previous work [23, 94] (see also results from other methods [163,

155, 164, 20] ), the CO transition sits above the mean field line [22], has a non-zero

intersect at U = 0, and is only weakly temperature dependent. In contrast, the

AFM phase in this approximation is very strongly temperature dependent for these

parameters, hinting at a rapid evolution of the spin susceptibility in this model, and

moves to substantially lower U and larger V as the temperature is lowered.

At the lower temperature, the coexistence between the two phases occurs at large

V and large U , where the non-local interaction is strong enough to favor charge order

but the local U also permits longer range antiferromagnetism.

The phase diagram as a function of nearest neighbor interaction V and on-site

interaction U at half-filling for T = 1/6 and T = 1/10 is shown in Fig. 4.15. The

symbols and shading carry the same relation to the Normal, AFM, and CO states

as in Fig. 4.14.

At both temperatures shown in Fig. 4.15, charge order is favored at large V

and antiferromagnetism is favored at large U . When the temperature is decreased

from T = 1/6 to T = 1/10, the charge order region expands slightly (i.e. the

transition occurs at a slightly lower V for a given U), whereas the AFM region

expands significantly (i.e. the transition occurs for a much smaller U for a given V ).

4.5.6 Order parameter and phase boundaries

Charge order is characterized by a difference between the occupancies on different

sublattices, as described by the order parameter in Eq. 4.6. Antiferromagnetism, as
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Figure 4.16: AFM and CO order parameters across phase transition. U/t = 4,
µ = 0. AFM-Normal at constant V (top left panel), CO-Normal at constant T (top
right panel), and AFM-CO (bottom panels). AFM-CO cuts are obtained with a CO
starting solution; see Fig. 4.18 for hysteresis.

defined by the order parameter of Eq. 4.7, is identified by different occupancies of the

two spin species. In order to distinguish between ordered and isotropic points in the

presence of Monte Carlo noise, we define simulation points with order parameters

larger than 0.1 as ordered in Figs. 4.14 and 4.15.

Raw data for the order parameters along the cuts indicated in Fig. 4.14 are shown

in Fig. 4.16. The top left panel shows the order parameters across the antiferromag-

netic phase boundary. Shown are two cuts at constant V but for varying temperature.

The continuous increase in the order parameter indicates a second order phase tran-

sition. Larger non-local interaction moves the onset of the phase transition to lower

temperatures, suppressing both the onset and the strength of the antiferromagnetic

order parameter.

The top right panel shows the transition from the normal state to charge order,

at constant temperature, as a function of V . In the absence of long-ranged antifer-
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Figure 4.17: Contribution to the energetics across three phase transitions for the
extended Hubbard model at U = 4, µ = 0. Top Row: AFM-Normal transition
along Cut 1 from Fig. 4.14. As AFM order emerges, the on site interaction energy,
HU is suppressed by the reduction in double occupancy. Middle Row: Normal-CO
transition along Cut 2 from Fig. 4.14. The localization of electrons on the one
sublattice leads to a decrease in the kinetic energy, HKE, an increase in the on-site
interaction energy, HU , in exchange for a decrease in the nearest neighbor interaction
energy, HV . Bottom Row: AFM-CO transition along cut 3 from Fig. 4.14, showing
only the results obtained from the AFM starting solution. An increase in the on-site
interaction energy, HU is exchanged for a decrease in the nearest neighbor interaction
energy, HV . The symbols for each data point, indicating the stable phase, follow from
Fig. 4.14.

romagnetic order, this transition has been analyzed in detail in previous work [23].

As discussed later on in (Sec. 4.5.8), this transition is also first order at these inter-

actions strengths and temperatures. Lower temperatures lead to an earlier onset of

the charge ordered state at lower V [23, 20].

The bottom two panels show the order parameter across the transition from the

antiferromagnetic (low V ) to the charge ordered (large V ) states, at constant T as a

function of V . Shown are both the magnetic (left) and charge ordered (right) order

parameters. This transition is first order (see Sec. 4.5.8 for hysteresis); shown here

are data obtained by starting from a charge ordered solution.
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4.5.7 Energetics

Fig. 4.17 shows the contributions to the energetics as the system crosses the phase

boundaries. Shown are the total energy HTotal, the kinetic energy HKE, the contri-

bution of the local energy to the interaction energy HU , and the contribution of the

non-local term to the interaction energy HV . These energies are computed as

HKE =
1

NC

∑

kσ

(εk − µ)〈nkσ〉 (4.10)

HV =
K − 〈k〉
βNC

−HU (4.11)

HU =
U

NC

∑

i

〈ni↑ni↓〉, (4.12)

and HTotal = HKE + HU + HV . 〈k〉 denotes the average order sampled during

the Monte Carlo simulation [165] and K is a constant introduced in the CT-AUX

algorithm by a Hubbard-Stratonovich transformation [152].

The first row of Fig. 4.17 shows how the different energy components change as

the temperature is increased and the system moves from an AFM ordered phase to

the normal state. The dominant change upon entering the AFM phase is a reduc-

tion of the on-site interaction, HU , due to the suppression of the double occupancy.

Kinetic energies and potential energies show little change. This is consistent with

the antiferromagnetic transition in single site DMFT and four-site cluster DMFT

below the Mott transition, where the opening of the antiferromagnetic gap lowers

the energy by suppressing the double occupancy [166].

The second row shows the energetics as V is increased and the system enters

the charge ordered state from the normal state at high temperature. Here, the ma-

jor change in the energetics is the non-local interaction energy term HV , which can

be dramatically lowered by entering a charge ordered phase. The kinetic energy

decreases slightly as electrons become constrained to one sublattice, and the tran-

sition is accompanied by an increase in the on-site interaction energy, HU , caused

by the increase of the double occupancy in the charge ordered state. We note that

although the change in energy looks sharp at this resolution, we found no evidence

of coexistence across this transition.

Finally, the third row displays the evolution of the system as it jumps between

the AFM and CO phases at low temperature. This transition is first order. The
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data shown is from the branch of the hysteresis that starts in the AFM phase. It

is evident that the transition requires a substantial rearrangement of the energetics,

with major changes in all energy terms.
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Figure 4.18: Hysteresis between AFM and CO. U = 4t, half filling, βt = 10 (red) and
βt = 8 (blue). Top panel: CO order parameter, ∆CO. Bottom panel: AFM order
parameter, ∆AFM . Dashed (solid) lines indicate convergence from a charge ordered
(an antiferromagnetic) initial guess.

4.5.8 Hysteresis

We present evidence of hysteresis in the AFM/CO transition at low temperatures

in Fig. 4.18. This data is obtained by running each simulation point twice - once

with an initial configuration corresponding to an AFM ordered state, and once with

one describing a charge ordered state. Outside the coexistence region both of these

simulations converge to the same solution. In contrast, in a coexistence region both

states will be stable and the two simulations will converge to different solutions.

The top panel of Fig. 4.18 shows the CO order parameter, while the bottom panel

shows the AFM order parameter. Shown is a trace along Cut3 (T/t = 1/10) and

Cut6 (T/t = 1/8) at constant temperature as a function of V . A coexistence regime
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with Normal solution with a small CO offset (dotted) and a CO solution (solid).

starts at V/t ∼ 1 and extends to V/t ∼ 1.2 at the lower temperature, and shrinks

as temperature increases (demonstrated by the T/t = 1/8 data) and eventually

vanishes, see Fig. 4.14. The data indicates that the stable states are always only

AFM or CO, and that no solutions have both finite AFM and finite CO ordering.

We also show evidence for a small hysteresis region in the Normal/CO transition

in Fig. 4.19. The figure shows the converged CO order parameter resulting from

two sets of simulations, at β = 5 and U = 4. In the first set, each simulation is

started with a Normal state solution with a small CO offset. In the second set, each

simulation is started with a CO state solution. For a narrow range of V , from about

V ≈ 1.065 to V ≈ 1.9, these simulations reveal that both Normal and CO states are

stable. This indicates that at this temperature and interaction strength, the Normal

to Charge Order phase transition is first order.

This finding is consistent with the sharp transition in energy displayed in Fig. 4.17,

as well as previous work [23] that indicated that the Normal to CO transition is con-

tinuous at small U but sharpens as U is increased. Since the hysteresis region is

so narrow, we do not attempt to draw it on our phase diagrams. All other plots

in this paper dealing with the Normal to CO transition display data obtained from

simulations that start with a Normal state solution.
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Figure 4.20: Evolution of spectral functions across AFM-CO phase boundary at
U = 3.5t. First column: spin and sublattice resolved spectral function. Second
column: local spectral function depicting the qualitative difference between the small
AFM and large CO gap. Third and fourth columns: real and imaginary part of the
Matsubara frequency self-energy.

4.5.9 Spectral Functions

Fig. 4.20 shows the evolution of the spectral function and self energy across the

AFM/CO phase boundary at U = 3.5 and β = 10. The first column depicts the

different sublattice and spin contributions to the total spectral function, which is

shown in the second column. The symmetry of the sublattice and spin components

change as one would expect in moving from the AFM to CO state. At lower V the

occupied states (i.e. states with energy below ω = 0) are predominantly those with

spin up on the A sublattice and spin down on the B sublattice. These components are

equal to each other and related to the other components (spin down on sublattice A

and spin up on sublattice B) by particle-hole symmetry (i.e. ω → −ω), as expected

for an antiferromagnetic state. Upon increasing V and transitioning into the charge
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ordered state, the symmetry of the spectral function components change so electrons

occupy the A sublattice and vacate the B sublattice, with symmetry between the up

and down spin components.

We can use the total spectral function results to compare the energy gaps at

ω = 0 on either side of the AFM/CO transition. At lower V , the system is not fully

gapped and is in a metallic state with AFM order. In contrast, the charge ordered

state displays a gap immediately after the transition.

The last two columns of Fig. 4.20 show how the real and imaginary parts of the

sublattice and spin resolved Matsubara self-energies behave through the AFM/CO

transition. The real parts switch symmetry and increase in magnitude upon entering

the charge ordered state, in agreement with the formation of a robust electronic gap.

In contrast, the imaginary part of the self-energy seems to be smaller in the charge

order state than the antiferromagnetic state, indicating smaller correlation effects.

This behavior makes physical sense because the antiferromagnetic state is dependent

upon spin correlations between electrons in the two sublattices (i.e. virtual exchange

hopping), whereas the charge ordered state can be viewed as a result of classical

energetics that favor a reduction in the double occupancy.

4.6 Submatrix Updates

This section describes some of the technical details of the numerical algorithm used

to produce the results for the extended Hubbard model presented earlier in this

chapter.

One way to improve the efficiency and stability of the Monte Carlo updates

performed during the CT-AUX algorithm is with submatrix updates [25, 98]. Rather

than performing each auxiliary spin update individually, with the submatrix scheme

we collect k accepted updates and apply their collective effects all at once, as shown

in Fig. 4.21. In this section we describe new work to apply to apply the submatrix

updates method to the double cell formalism used for studying charge order in the

extended Hubbard model. The CT-AUX method used to study charge order was

reviewed in Chapter 2.
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Figure 4.21: Illustration of update formulas. 1(a): rank-one updates of Ref.[24],
accessing O(m2) data points for O(m2) operations and performing one update.
1(b):submatrix updates, accessing O(m2) values but performing O(m2k) operations,
for k updates. Figure and caption from Ref. [25].

4.6.1 Spinflip Determinant Ratios for Charge Order

The CT-AUX algorithm, when modified for the double cell formalism needed for

simulating antiferromagnetic and charge ordered states, [14, 23] yields the following

expansion for the partition function.

Z =
∞∑

k=0

∑

si=±1

∫ β

0

dτ1...

∫ β

τk−1

τk

(
K

8βN2
C

)k ∑

injnσnσ′n

det
[
eΓσσ

′
ij −Gij

0σσ′

(
eΓσσ

′
ij − I

)]

(4.13)

If we define a new matrix, N , as

N−1 =
[
eΓσσ

′
ij −Gij

0σσ′

(
eΓσσ

′
ij − I

)]
(4.14)

The reason for defining the inverse of N will become clear later. With this

definition, our Monte Carlo process will simply sample different values of detN−1,

based on the configurations of auxiliary spins assigned to each site, si, the imaginary
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time positions of the auxiliary spins, τi, and the lattice and (real) spins of each

vertex, in, jn, σn, σ
′
n. Note that each vertex in our auxiliary spin expansion is related

to two sites and two spins because of the non-local term, V , in the extended Hubbard

model.

The various terms in the definition of N−1 are constructed from the configurations

as follows.

eΓσσ
′

ij =





 eγ

σ1σ
′
1

i1j1
s1 0

0 e−γ
σ1σ
′
1

i1j1
s1


 0

. . .

0


 e

γ
σkσ
′
k

ikjk
sk 0

0 e
−γ

σkσ
′
k

ikjk
sk







(4.15)

Gij
0σσ′ =




(
gσ1σ1
i1i1

(τ1 − τ1) g
σ1σ′1
i1j1

(τ1 − τ1)

g
σ′1σ1

j1i1
(τ1 − τ1) g

σ′1σ
′
1

j1j1
(τ1 − τ1)

) (
gσ1σn
i1in

(τ1 − τn) g
σ1σ′n
i1jn

(τ1 − τn)

g
σ′1σn
j1in

(τ1 − τn) g
σ′1σ
′
n

j1jn
(τ1 − τn)

)

...
. . .

...(
gσnσ1
ini1

(τn − τ1) g
σnσ′1
inj1

(τn − τ1)

g
σ′nσ1

jni1
(τn − τ1) g

σ′nσ
′
1

jnj1
(τn − τ1)

) (
gσnσninin

(τn − τn) g
σnσ′n
injn

(τn − τn)

g
σ′nσn
jnin

(τn − τn) g
σ′nσ

′
n

jnjn
(τn − τn)

)




(4.16)

The γσσ
′

ij terms arises from the decoupling transformation, and takes on different

values depending on the vertex configuration.

cosh γσσ
′

ij = 1 +
βN2

C

K
Uσσ′

ij =





1 +
βN2

CU

K
, i = j, σ = −σ′

1 +
βN2

CV

K
, i 6= j, σ = −σ′

1 +
βN2

CV

K
, i 6= j, σ = σ′

1, i = j, σ = σ′

(4.17)

The elements of Gij
0σσ′ are Green’s functions between the different vertices.

g
σlσ
′
m

iljm
(τl − τm) = 〈Tτcilσl(τl)c†jmσ′m(τm)〉δσlσ′m (4.18)

The delta function here arises because there are no spin flipping terms in our

Hamiltonian. This means that any Green’s functions involving unequal spins will
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be zero, and thus that every term appearing in N−1 will involve either ↑↑ or ↓↓
spin configurations. It can therefore be written as a block diagonal matrix in the

spins, which allows us to split up the determinant appearing in the partition function

expansion.

N−1 =

(
N−1
↑ 0

0 N−1
↓

)
→ detN−1 = detN−1

↑ detN−1
↓ (4.19)

This is similar to the normal CT-AUX algorithm, but here an important consid-

eration is that the sizes of the matrices detN−1
↑ and detN−1

↓ can be different.

For example, if the current configuration, v, involves two vertices,

v = {(σ1, σ
′
1, i1, j1, s1, τ1), (σ2, σ

′
2, i2, j2, s2, τ2)} (4.20)

and we know that σ1 = σ2 = σ′2 6= σ′1, and that σ′1 =↑, then the N matrices are

given by the following.

N−1
↑ =

(
e−γ1s1 − gσ

′
1σ
′
1

j1j1
(e−γ1s1 − 1)

)
(4.21)

N−1
↓ =




eγ1s1 − gσ1σ1
i1i1

(eγ1s1 − 1) gσ1σ2
i1i2

(eγ2s2 − 1) g
σ1σ′2
i1j2

(e−γ2s2 − 1)

gσ2σ1
i2i1

(eγ1s1 − 1) eγ2s2 − gσ2σ2
i2i2

(eγ2s2 − 1) g
σ2σ′2
i2j2

(e−γ2s2 − 1)

g
σ′2σ1

j2i1
(eγ1s1 − 1) g

σ2σ′2
j2i2

(eγ2s2 − 1) e−γ2s2 − gσ
′
2σ
′
2

j2j2
(e−γ2s2 − 1)




(4.22)

Every time we add/remove/flip a vertex during our simulation, we need to add/remove/flip

one column and row to each of N−1
↑ and N−1

↓ if σ 6= σ′, or add/remove/flip two

columns and rows to N−1
σ if σ = σ′.

The fundamental idea behind submatrix updates is to delay updating the N

matrices during the Monte Carlo simulation, until some number of accepted updates

have been collected and then applying their net affect to N all at once. This scheme

allows us to replace vector-matrix multiplications with matrix-matrix multiplications,

increasing the computational efficiency and potentially numerical stability. Here we

will focus on applying submatrix idea to the spin flip updates.

The first step is to establish how flipping a single auxiliary spin, sn, changes the

N matrices. Let’s focus on how this update changes N−1
σ . If there are currently k

vertices in the configuration,
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v = {(σ1, σ
′
1, i1, j1, s1, τ1), ..., (σk, σ

′
k, ik, jk, sk, τk)}, (4.23)

then there is one column and row in N−1σ for every σn and σ′n that is equal to σ.

Furthermore, if σn = σ, then in appears in N−1
σ , and if σ′n = σ, then jn appears.

Let us define parameters that allow us to map between the indices of N−1
σ and the

variables of each vertex. If we define ∆l to be the number of the vertex corresponding

to the row/column l of N−1
σ , Sl to be the i∆l or j∆l

in row/column l, and

dl =





1, Sl an i site

−1, Sl a j site
(4.24)

Then we can define N−1
σ as

N−1
σ = eΓσ −G0σ(eΓσ − I) (4.25)

where

(G0σ)lk = gσSlSk (4.26)

(
eΓσ
)
lk

= δlke
V (l) (4.27)

V (l) = dlγ
σ∆l

σ′∆l
i∆lj∆l

s∆l
(4.28)

During a spin flip update of auxiliary spin sn, we need to change all columns l

of N−1
σ such that ∆l = n. This means we will potentially be changing one or two

columns, depending on if σn = σ′n. Let’s suppose that σ = σn = σ′n, in which case

we need to update to adjacent columns of N−1
σ as follows.

(N−1
σ )′ij = N−1

σ ij

−N−1
σ ijδlj −N−1

σ ijδl+1,j

+
(
eΓ′σ −G0σ(eΓ′σ − I)

)
ij
δlj +

(
eΓ′σ −G0σ(eΓ′σ − I

)
ij
δl+1,j

= N−1
σ ij +

[
(1−G0σ)

(
eΓ′σ − eΓσ

)]
(δlj + δl+1,j)

(4.29)

Since Γσ is a diagonal matrix, we have that

(
eΓ′σ − eΓσ

)
ij

= δilδjl

(
eV
′(l) − eV (l)

)
+ δi,l+1δj,l+1

(
eV
′(l+1) − eV (l+1)

)
. (4.30)
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This allows us to write the updated N−1
σ as

(N−1
σ )′ij = (N−1

σ )ij + (1−G0σ)il

(
eV
′(l) − eV (l)

)
δj,l

+ (1−G0σ)i,l+1

(
eV
′(l+1) − eV (l+1)

)
δj,l+1

(4.31)

In matrix notation, this is equivalent to the following.

(N−1
σ )′ = N−1

σ + u1v
T
1 + u2v

T
2 = N−1

σ + u · v (4.32)

u =
(
u1 u2

)
(4.33)

v =

(
vT1

vT2

)
(4.34)

Where u1, u2, v1, and v2 are column vectors defined as,

(u1)i = (δil −G0σil)
(
eV
′(l) − eV (l)

)
(4.35)

(u2)i = (δi,l+1 −G0σi,l+1)
(
eV
′(l+1) − eV (l+1)

)
(4.36)

and (vT1 )i = δil, (vTj )i = δi,l+1.

We will now make use of the Woodberry matrix identity, which states that

(A+ UCV )−1 = A−1 − A−1U
(
C−1 + V A−1U

)−1
V A−1. (4.37)

Applying the Woodberry identity to our equations for how N−1
σ changes under a

spin update gives us an expression for how Nσ changes.

N ′σ = Nσ −Nσu (I + vNσu)−1 vNσ (4.38)

Using the Hirsch-Fye Dyson equation,

(G−N)eV = N(G0 − 1)eV = G− 1, (4.39)
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and remembering that G = NG0 allows us to write

N ′σ = Nσ + UB−1V T (4.40)

where

U =
[ (

eV
′(l)−V (l) − 1

)
(Gσil − δil)

(
eV
′(l+1)−V (l+1) − 1

)
(Gσi,l+1 − δi,l+1)

]
(4.41)

V =

[
Nσ,l,j

Nσ,l+1,j

]
(4.42)

B = I +

[
(1−Gll)λl −Gl,l+1λl+1

−Gl+1,lλl (1−Gl+1,l+1)λl+1

]
(4.43)

λl = eV
′(l)−V (l) − 1 (4.44)

Note in the above that we are now expressing things in terms of the interacting

Green’s function, G = NG0, rather than the bare Green’s functions, G0. We have

also dropped the spin index, σ, for convenience.

The critical quantity to access during the Monte Carlo procedure is the ratios of

determinants of the N matrices, detN ′

detN
, since they are used in calculating acceptance

probabilities.

detN ′ = det
(
N + UB−1V

)
= det(N) det(B + V TN−1U) det(B−1) (4.45)

In the above expression we have used the matrix determinant lemma, which states

that

det(A+ UWV T ) = det(A) det(W−1 + V TA−1U) det(W ). (4.46)

Thus, in order to compute detN ′

detN
, we need

det(B−1) =
1

detB
=

1

1 + (1−Gl+1,l+1λl+1 + (1−Gll)λl + (1−Gll −Gl+1,l+1)λlλl+1

(4.47)

and
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det(B + V TN−1U) =

[
1 + (1−Gll)λl −Gl,l+1λl+1

−Gl+1,lλl 1 + (1−Gl+1,l+1)λl+1

]

+

[
(Gll − 1)λl Gl,l+1λl+1

Gl+1,lλl (Gl+1,l+1 − 1)λl+1

]

= 1

(4.48)

Therefore the determinant ratio needed when a auxiliary spin, si, is flipped that

belongs to a vertex with σi = σ′i is

N ′

N
=

1

1 + (1−Gl+1,l+1λl+1 + (1−Gll)λl + (1−Gll −Gl+1,l+1)λlλl+1

. (4.49)

When σi 6= σ′i, we would just have to change one column of each N−1
σ matrix.

The resulting determinant ratio in this case is

N ′

N
=

1

1 + (1−Gll)λl + (1−Gll)
. (4.50)

4.6.2 Submatrix Updates for Charge Order

The next step in implementing submatrix updates is to construct a new matrix, Aσ,

and see how it changes under spin flip updates. This matrix is defined to be the

inverse of the Green’s function matrix, Gσ.

A′σ = G−1′
σ

= (N−1′
σ G0σ)−1

=
(
Gσ +

[
λl(Gσ(:, l)− el) λl+1(Gσ(:, l + 1)− el+1)

]

×B−1
l

[
Gσ(l, :)

Gσ(l + 1, :)

])−1

= Aσ −
[
λl(el − Aσ(:, l)) λl+1(el+1 − Aσ(:, l + 1))

] [ el

el+1

]

= Aσ − λl(el − Aσ(:, l))⊗ el − λl+1(el+1 − Aσ(:, l + 1))⊗ el+1

(4.51)
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In the above we have again used the Woodberry formula and that Aσ = G−1
σ .

This formula tells us that the effect of a spin flip updates on the Aσ matrix is to

multiply the columns l and l+ 1 by (1 +λl) and (1 +λl+1), respectively, and then to

subtract λl and λl+1 from the matrix elements Al,l and Al+1,l+1.

Let’s define Ãσ and G̃σ as follows.

A′σ = Ãσ − λlel ⊗ el − λl+1el+1 ⊗ el+1 (4.52)

Ãσ = Aσ + λlAσ(:, l)⊗ el + λl+1Aσ(:, l + 1)⊗ el+1 (4.53)

G̃σ = (Ãσ)−1 (4.54)

The determinants of these matrices are easy to calculate since Ãσ is obtained

from multiplying columns of Aσ.

det Ãσ = (1 + λl)(1 + λl+1) detAσ (4.55)

det G̃σ = (1 + λl)
−1(1 + λl+1)−1 detGσ (4.56)

The ratio of determinants with Aσ is given by

detA′σ
detAσ

= λl

(
1 + λl
λl

−Gll

)
λl+1

(
1 + λl+1

λl+1

−Gl+1,l+1

)
− λlλl+1Gl+1,lGl,l+1 (4.57)

Let’s now imagine that we perform a series of spin flip updates, where no auxiliary

spin is flipped more than once. Depending on the vertex, v = {in, jn, σn, σ′n, sn, τn},
flipping the auxiliary spin sn may require changing one or two columns, i.e. a rank

one or rank two update. If m of the updates are rank two and k are rank one, and

we define functions that map the ith rank one or rank two update to the relevant

columns in Aσ, p(i)→ l and q(i)→ l respectively, then we can write the total change

in Aσ after these updates as follows.
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Update 0 1 2 . . . k+m
Vertex v(0) v(1) v(2) v(k+m)

Aux. Spin sv(0) sv(1) sv(2) sv(k+m)

Rank 1 2 2 1
Columns p(0) q(0) q(0)+1 q(1) q(1)+1 p(k)

Rank 1 Index 0 1 2 3 4 g=k+2m
Rank 1 Column φ(0) φ(1) φ(2) φ(3) φ(4) φ(k + 2m)

Table 4.1: Example of the relationship between the spin flip indices used in the
submatrix algorithm derivation, in a case where two rank two updates follow a rank
one update. The new index φ treats all the spin flips as though they are rank 1
updates.

Ak+m
σ = A0

σ +
k∑

i=0

λp(i)
(
A0
σ(:, p(i))− ep(i)

)
⊗ ep(i)

+
m∑

i=0

λq(i)
(
A0
σ(:, q(i))− eq(i)

)
⊗ eq(i)

+
m∑

i=0

λq(i)+1

(
A0
σ(:, q(i) + 1)− eq(i)+1

)
⊗ eq(i)+1

(4.58)

However, this has the same form as a series of k+ 2m rank one updates. We now

define an index, φ(i), that maps the i = 0, 1, . . . g = k+ 2m rank one updates to the

correct column indices. The relationship between these indices is shown in Table 4.1.

The rule to update Aσ after many spin flips is a bit simpler with this new index.

Agσ = A0
σ +

g∑

i=0

λφ(i)

(
A0(:, φ(i))− eφ(i)

)
⊗ eφ(i) (4.59)

At this point we can now follow the original submatrix formalism developed for

rank 1 updates [25, 98]. We can rewrite the above expression as follows.

Agσ = Ãgσ −XgY
T
g (4.60)

Ãgσ = A0
σ +

g∑

i=0

λφ(i)A
0
σ(:, φ(i))⊗ eφ(i) (4.61)

Xg =
[
γφ(0)eφ(0) γφ(1)eφ(1) . . . γφ(g)eφ(g)

]
(4.62)
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Yg =
[
eφ(0) eφ(1) . . . eφ(g)

]
(4.63)

If we once again define G̃g
σ = (Ãgσ)−1, then G̃g

σ(φ(k), :) = G(φ(k), :)/(1 + γφ(k)).

This allows us to compute

det(Ãgσ) =

g∏

i=0

(1 + γφ(i)) det(A0), (4.64)

det(G̃g
σ) =

g∏

i=0

(
1

1 + γφ(i)

) det(G0). (4.65)

Now the effect of many spin flips on the determinant of Agσ can be computed.

det(Agσ) = det(Ãgσ −XgY
T
g )

= det(Ãgσ) det(I − Y T
g G̃

g
σXg)

=

(
g∏

i=0

(1 + λφ(i)) det(A0)

)
(−1)g+1

(
g∏

i=0

λφ(i)

1 + λφ(i)

)
det(Γg)

= (−1)g+1

(
g∏

i=0

λφ(i)

)
det(Γg) det(A0

σ)

(4.66)

The matrix Γg is a matrix of rank gxg defined as follows.

Γg =




G0
σ(φ(0), φ(0))− 1+λφ(0)

λφ(0)
. . . G0

σ(φ(0), φ(g − 1)) G0
σ(φ(0), φ(g))

...
...

G0
σ(φ(g − 1), φ(0)) . . . G0

σ(φ(g − 1), φ(g − 1)) G0
σ(φ(g − 1), φ(g))

G0
σ(φ(g), φ(0)) . . . G0

σ(φ(g), φ(g − 1)) G0
σ(φ(g), φ(g))− 1+λφ(g)

λφ(g)




(4.67)

As we choose and accept these g spin flip updates, we can efficiently compute

the determinant of Γg by storing the matrix as an LU decomposition. For example,

when performing a single spin flip we can express Γm in terms of Γm−1 as follows.

Γm =

[
Γm−1 s

w† d

]
= LmUm =

[
Lm−1 0

x† 1

][
Um−1 y

0 β

]
(4.68)

Thus, in order to update the matrix Γm−1 → Γm, we just need to compute the

108



following quantities.

s = G0
σ(φ(0) : φ(m− 1), φ(m))

d = G0
σ(φ(m), φ(m))− 1 + λφ(m)

λφ(m)

w† = G0
σ(φ(m), φ(0) : φ(m− 1))

(4.69)

This allows us to write det(Γm) = β det(Γm−1). Applying this result to Eq. 4.66

allows us to obtain a result for the ratio of determinants between Amσ and Am−1
σ .

det(Amσ ) = −λφ(m)β det(Am−1
σ ) (4.70)

The quantity we actually need during the CT-AUX algorithm is the ratio between

Nσ matrices. Since Amσ = (Gm
σ )−1 = G−1

0σ (Nm
σ )−1, the result we need in order to

accept or reject spin flip updates is,

det(Nm
σ )

det(Nm−1
σ )

=
−1

λφ(m)β
(4.71)

Note that is the spin flip involves a vertex with σ = σ′, we are really performing a

rank two update, so we need to apply the rank one result twice in order to get the

appropriate ratio.
det(Nm

σ )

det(Nm−2
σ )

=
1

λφ(m)βmλφ(m−1)βm−1

(4.72)

After performing a set of spin flip updates, we need to recompute the Nσ and Gσ

matrices. The formulas for performing these updates are as follows. [98]

Gg
σ = D−1(G0

σ −G0
σ(:, φ(:))(Γg)−1G0

σ(φ(:), :)

N g
σ = D−1(N0

σ −G0
σ(:, φ(:))(Γg)−1N0

σ(φ(:), :)

D−1(φ(i), φ(i)) =
1

1 + λφ(i)

(4.73)

Where D−1 is the g× g identity matrix aside from the indicated elements. The rank

k of the Gσ and Nσ matrices is not changed by spin flips. Γg is a rank g < k matrix.

The notation G0
σ(:, φ(:)) means the k × g matrix formed out of the g rows of G0

σ

indicated by the g different values of φ.

It is important to note that in these equations, G0
σ indicates the matrix of in-
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teracting Green’s functions as it stands before the g updates, given in terms of the

bare Green’s function matrix, G0σ by G0
σ = N0

σG0σ. Computing the full interacting

Green’s function matrix is an O(k3) operation, but the above formulas tell us that we

only need certain elements of this matrix. In practice we only compute the elements

we actually need via the O(k) operations (G0
σ)ij =

∑
l(Nσ)il(G0σ)lj.

4.6.3 Submatrix Update Procedure

To recap, these results are pieced together into the following submatrix update pro-

cedure.

1. Starting off with the matrices N0
σ and G0σ, as well as the current set of k vertices

vn = {in, jn, σn, σ′n, sn, τn}, pick some number, m < k, of unique auxiliary spins

to try to flip.

2. For each proposed spin flip, determine whether or not to accept the move based

on the Metropolis algorithm acceptance probability, Wacc.

Wacc = min

(
1,

det(N↑(s
′)) det(N↓(s

′))

det(N↑(s)) det(N↓(s))

)
(4.74)

The ratios appearing in this probability can be computed from the Γσ matrices

via Eq. 4.71 or Eq. 4.72, depending on which type of vertex the auxiliary

spin belongs to. Note that this requires computing elements of the interacting

Green’s function matrix, G0
σ = N0

σG0σ.

3. If the flip is rejected, then we simply go on to the next spin flip candidate. If

the flip is accepted, we need to update the LU decomposition of the Γσ matrices

via Eq. 4.68. We also make sure to record which vertices have been flipped.

4. After attempting to flip m vertices, number g will have been accepted. Before

continuing on to another series of spin flip updates or possibly insertion/removal

updates, we need to update the Nσ matrices via Eq. 4.73.
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Chapter 5

Dual Fermions

This chapter describes a project to study the behavior of the 2D Hubbard model with

the dual fermions method. We present results that demonstrate the high momentum

resolution that is achievable with this technique, including the detailed evolution

of quantities such as spectral functions and mass renormalizations along the Fermi

surface.

5.1 Introduction

A challenge for cluster methods like DCA is the limited access to momentum space.

Rather than computing quantities like Green’s functions and densities throughout the

Brillouin zone, the DCA self-consistency condition only produces results for a limited

number of cluster momenta, ~K [103, 14]. More momentum points can be obtained

by increasing the size of the impurity cluster, but in many cases the increase in

computational cost makes this path impractical [16]. Additionally, the shape of the

finite clusters used can significantly affect simulation results [167, 168, 169]. This

situation can make it difficult to study systems that exhibit strongly momentum

dependent behavior, and also to compare computational results to experiments that

obtain momentum space information, such as ARPES [131]. Although some attempts

have been made to interpolate the DCA data, doing so is non-trivial and can result

in non-causality [103, 169].

A relatively new method for obtaining more fine-grained momentum space in-

formation from a DMFT calculation is Dual Fermions [170, 171, 89]. This chapter

describes the Dual Fermions method and discusses some results from application to
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the 2D Hubbard model. The Dual Fermions expansion is derived and its concep-

tual foundation is described. The Dual Fermions Ladder Approximation (DFLA),

[172, 173, 174] which approximates the resulting diagrammatic series as a sum over

an infinite series of ladder diagrams, is derived. Then some examples of using the

Dual Fermions technique to obtain high momentum space resolution Green’s func-

tion, self-energies, bandstructures, and mass renormalizations for the 2D Hubbard

model are presented.

5.2 Dual Fermions Formalism

The Dual Fermions technique is a recently developed method for calculating the

path integrals that arise when studying quantum many body systems, such as the

2D Hubbard model [171]. The technique has attracted attention because of its ability

to provide access to fine grained momentum dependent quantities at relatively low

computational cost [175, 176, 172, 177, 178]. In comparison, obtaining such high

resolution momentum space information with cluster theories, such as DCA, requires

simulations for large clusters whose computational cost often scales exponentially

with the number of cluster sites, NC [169, 14].

The ability to compute quantities throughout momentum space is attractive for

several reasons. One reason is that although interpolation schemes exist for clus-

ter theories, the resulting data is subject to the details of the fitting procedure

rather than dictated by the underlying physics of the model [169]. Furthermore,

such interpolation schemes can run into causality issues, leading to nonphysical re-

sults [150]. Secondly, various interesting phenomena in strongly correlated systems

seem to exhibit strong momentum dependence, and the course grid of momentum

points simulated by cluster theories can be insufficient for carefully studying effects

like momentum dependent metal / insulators transitions [177].

However, the greatest motivation for high momentum space resolution techniques

comes from the need to compare computational results with experiments. Some of

the most important experimental techniques used in strongly correlated physics, such

as ARPES and quantum oscillations, [131] yield fine grained momentum space data

on material bandstructures and Fermi surface structures. Such results can be hard to

compare with cluster theories, since methods like DCA only provide results at certain

points in momentum space dictated by the cluster geometry. While more momentum

points can be in theory simulated by increasing the size of the simulation cluster,
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this quickly becomes computational intractable in regions of parameter space with a

fermion sign problem.

5.2.1 Dual Fermions Expansion Derivation

Here we will demonstrate how to use the Dual Fermions method with the 2D single-

band Hubbard model. We will follow Refs [179, 180, 89]. The Hamiltonian for the

Hubbard model is

H =
∑

kσ

(ε(k)− µ) c†kσckσ + U
∑

i

ni↑ni↓ (5.1)

where c/c† are particle creation and annihilation operators and ε(k) = −2t(cos(kx)+

cos(ky)) is the single particle dispersion on a square lattice. The Dual Fermions

expansion is derived within the action formalism, and the Hubbard Hamiltonian

corresponds to the following action, S.

S[c, c∗] =
∑

ωkσ

(ε(k)− µ− iω) c∗ωkσcωkσ + U
∑

i

∫ β

0

ni↑ni↓dτ (5.2)

Note that in the action the formalism, the creation and annihilation operators of the

Hamiltonian have been replaced with the grassmann numbers c/c∗, β is the inverse

temperature, and ω = (2n+ 1)π/β are fermionic Matsubara frequencies [3, 91].

The above action describes an infinite lattice system, involving sums over all the

available single particle momenta, k. In order to make further progress, we define

a single-site impurity system that is coupled to a bath via a frequency dependent

hybridization, ∆ω. The action for this impurity, Simp, is given by

Simp[c, c
∗] =

∑

ωσ

(∆ω − µ− iω) c∗ωσcωσ + U

∫ β

0

ni↑ni↓dτ. (5.3)

Since the hybridization is independent of k, we can write write the lattice action

in terms of the impurity action.

S[c, c∗] =
∑

i

Simp[ci, c
∗
i ]−

∑

ωkσ

(∆ω − ε(k)) c∗ωkσcωkσ (5.4)

All we have done at this point is add zero to the original action, in the form of adding

and subtracting the new hybridization function, ∆ω. Our next step is to introduce
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new dual variables, f/f ∗, via the identity

eA
2c∗ωkσcωkσ =

(
A

α

)2 ∫
e−α(c

∗
ωkσfωkσ+f∗ωkσcωkσ)−α2A2f∗ωkσfωkσdf ∗ωkσdfωkσ. (5.5)

This identity is simply a Gaussian integral over grassmann numbers, and is referred

to as a dual transformation [91]. If we choose A2 = (∆ω − ε(k)) and assume that

α = αωσ is independent of momentum, then we can express the partition function in

terms of a transformed action that depends on both c/c∗ and f/f ∗.

Z =

∫
e−S[c,c∗]Dc∗Dc =

∫ ∫
e−S[c,c∗,f,f∗]Df ∗DfDc∗Dc (5.6)

Where new action takes the following form.

S[c, c∗, f, f ∗] = −
∑

ωk

ln
(
α−2
ωσ(∆ω − ε(k)

)
+
∑

i

Simp[ci, c
∗
i ]

+
∑

ωkσ

(
αωσ(c∗ωkσfωkσ + f ∗ωkσcωkσ) + α2

ωσ(∆ω − ε(k))−1f ∗ωkσfωkσ
) (5.7)

We now have two forms of the action,and thus two forms on the partition function,

that should describe the same physics. For convenience, let’s give these partition

functions unique names.

Z ′ =

∫
e−S[c,c∗]Dc∗Dc (5.8)

Z ′′ =

∫ ∫
e−S[c,c∗,f,f∗]Df ∗DfDc∗Dc (5.9)

Both of these partition functions should give the same results for the single par-

ticle Green’s function, Gωkσ = 〈c∗ωkσcωkσ〉. For the partition function Z ′, this Green’s

function could be obtained by varying the single particle dispersion, ε(k)→ δεωk.

Gωkσ = 〈c∗ωkσcωkσ〉 =
δZ ′

δεωk
|δεωk=0 (5.10)

If we perform the same calculation with Z ′′, we should obtain the same physical
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result.

δZ ′′

δεωk
|δεωk=0 = (∆ω − ε(k))−1 + (∆ω − ε(k))−1αωσ〈f ∗ωkσfωkσ〉αωσ(∆ω − ε(k))−1 (5.11)

Comparisons of these two expressions leads to the following relationship for the

single particle Green’s function.

Gωkσ = (∆ω − ε(k))−1 + (∆ω − ε(k))−1αωσG
dual
ωkσαωσ(∆ω − ε(k))−1 (5.12)

Where we have defined the dual Green’s function, Gdual
ωkσ = 〈f ∗ωkσfωkσ〉. This

expression allows us to express the full lattice Green’s function in terms of the solution

to the dual problem.

At this point we can now attempt to integrate out the original lattice degrees of

freedom, c/c∗, and obtain an effective action involving only the dual fermions, f/f ∗.

We can rewrite the dual fermion action as,

S[c, c∗, f, f ∗] = −
∑

ωk

ln
(
α−2
ωσ(∆ω − ε(k)

)
+
∑

i

Simp[ci, c
∗
i ]

+
∑

ωiσ

(αωσ(c∗ωiσfωiσ + f ∗ωiσcωiσ)) +
∑

ωkσ

(
α2
ωσ(∆ω − ε(k))−1f ∗ωkσfωkσ

)
,

(5.13)

since we have assumed that αωσ is independent of momentum and
∑

k f
∗
k ck +

c∗kfk =
∑

i f
∗
i ci+c∗i fi. The terms in the action involving the original lattice degree of

freedom are now purely local, allowing us to write the action as a sum of independent

lattice site actions.

S[c, c∗, f, f ∗] = −
∑

ωk

ln
(
α−2
ωσ(∆ω − ε(k)

)
+
∑

i

Ssite[ci, c
∗
i , fi, f

∗
i ]

+
∑

ωkσ

(
α2
ωσ(∆ω − ε(k))−1f ∗ωkσfωkσ

) (5.14)

Ssite[ci, c
∗
i , fi, f

∗
i ] = Simp[ci, c

∗
i ] +

∑

ω

αωσ (f ∗iωciω + c∗iωfiω) (5.15)

We can integrate over the ci/c
∗
i for each site independently. This allows us to
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define a dual potential, Vi[f
∗
i , fi], as follows.

∫
e−Ssite[ci,c

∗
i ,fi,f

∗
i ]Dc∗iDci = Zimp

i e
∑
ωσ α

2
ωσgωf

∗
ωiσfωiω−V [fi,f

∗
i ] (5.16)

Zimp
i =

∫
e−Simp[c∗i ,ci]Dc∗iDCi (5.17)

gω = 〈cωc∗ω〉Simp (5.18)

Here we have defined the impurity Green’s function, gω, and have assumed that it

is translationally invariant. Expanding both sides of Eq. 5.16 order by order allows us

to find explicit expressions for the dual potential. Here we will perform the expansion

to show how the first order expression for Vi[ci, c
∗
i ] arises, which is the most common

the approximation used in the dual fermions literature.

Since the impurity action, Simp, is quadratic in c/c∗, we can expand the left side

of Eq. 5.16 as follows.

∫
e−Ssite[ci,c

∗
i ,fi,f

∗
i ]Dc∗iDci =

∫
e−Simp[ci,c

∗
i ]
∑

k

(−1)k

k!

(∑

ω

αωσ[f ∗iωciω + c∗iωfiω]

)k

Dc∗iDci

=

∫
e−Simp[ci,c

∗
i ]


1 +

1

2

(∑

ω

αωσ[f ∗iωciω + c∗iωfiω]

)2

+
1

4!

(∑

ω

αωσ[f ∗iωciω + c∗iωfiω]

)4

+ . . .


Dc∗iDci

≈ Zimp
i

(
1 +

∑

ω

α2
ωgωf

∗
iωfiω

)

+

∫
e−Simp[ci,c

∗
i ] 1

4!

(∑

ω

αωσ[f ∗iωciω + c∗iωfiω]

)4

Dc∗iDci

(5.19)

In the above we have truncated the expansion at fourth order, made use of the

impurity Green’s function definition gω =
∫
eiSimp[ci,c

∗
i ]ciωc

∗
iωDc

∗
iDci/Z

imp
i , and noted

that correlation functions with an odd number of grassmann variables are zero, i.e.

〈ciω〉 = 0. On the other hand, expanding the right side of Eq. 5.16 yields the

following.
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Zimp
i e

∑
ωσ α

2
ωσgωf

∗
ωiσfωiω−V [fi,f

∗
i ] = Zimp

i

[
1 +

∑

ωσ

α2
ωσgωf

∗
ωiσfωiσ − Vi[fi, f ∗i ]

+

(∑

ωσ

α2
ωσgωf

∗
ωiσfωiσ − Vi[fi, f ∗i ]

)2

+ . . .




(5.20)

If we keep only terms that are quartic in the dual fields, f/f ∗, then comparing

these two expansions tells us that the dual potential is given to first order by,

Vi[fi, f
∗
i ] =

1

Zimp
i

∫
e−Simp[ci,c

∗
i ] 1

4!

(∑

ωσ

αωσ[f ∗iωσciωσ + c∗iωσfiωσ]

)4

Dc∗iDci

−
(∑

ω

α2
ωσgωf

∗
ωiσfωiσ

)2
(5.21)

The parameter αωσ is as yet arbitrary. If we set αωσ = g−1
ω and carry out the

integration over c/c∗, we obtain an approximation for the dual potential in terms

of the two particle impurity vertex, γ1234, where we now use a collective index 1 =

{ω1, σ1}.

Vi[fi, f
∗
i ] =

1

4

∑

1234

γ1234f
∗
i1f
∗
i2fi3fi4 (5.22)

The vertex comes from the solution of the impurity problem, which can be ob-

tained from a DMFT calculation.

γ1234 = g−1
1 g−1

2

[
χ1234 − χ0

1234

]
g−1

3 g−1
4 (5.23)

Where χ is just the impurity two particle Green’s function, and χ0 is the Hartree-

Fock (non-interacting) contribution.

χ1234 = 〈c1c2c
∗
3c
∗
4〉imp (5.24)

χ0
1234 = g1g2(δ14δ23 − δ13δ24) (5.25)

This allows us to fully replace the c/c∗ degrees of freedom. Dropping the incon-
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sequential constant term, the total action is now given by the following.

S = −
∑

i

Ssite −
∑

ωkσ

(
α2
ωσ(∆ω − ε(k))

)−1
f ∗ωkσfωkσ

= −
∑

kωσ

f ∗ωkσ[G̃0
ω(k)]−1f ∗ωkσ +

∑

i

Vi[f
∗
i , fi]

(5.26)

Where we have now defined the bare Green’s function for the dual fermions, f/f ∗.

G̃0
ω(k) = −gω

[
(∆ω − ε(k))−1 + gω

]−1
gω

= (g−1
ω + ∆ω − ε(k))−1 − gω

(5.27)

The variables f/f ∗ have now taken on a life of their own. While they were

originally introduced as a purely mathematical artifact by the dual transformation,

we now see that the Green’s functions for the electrons (our ‘original’ fermions) can

be expressed in terms of the Green’s function of these new ‘dual fermions’.

5.3 Dual Fermion Ladder Approximation

The Dual Fermions calculations presented in this thesis are performed within the

Dual Fermion Ladder Approximation (DFLA) [171, 177] using the OpenDF software

package [173]. While the dual fermions expansion given by Eq. 5.26 is in theory

exact, in practice a number of approximations are required in order to obtain a

computationally useful algorithm.

The two approximations used in the DFLA are to keep only the lowest order

contribution to the dual interaction, V [f ∗, f ], and to compute only a single infinite

series of diagrams in the expansion of the dual fermions action and calculation of the

dual self-energy, Σ̃ωk. The approximation for the dual interaction was computed in

Eq. 5.22, and is given in terms of the impurity vertex function, γ, related to the two

particle Green’s function. Under this approximation V [f ∗, f ] is a simple, local four

leg vertex, although the full vertex would include six, eight, etc. leg contributions.

Given the four leg dual fermion interaction vertex, γ, and the dual Green’s func-

tion, G̃ω(k), one can construct diagrammatic expansions of the dual fermions action,

Eq. 5.26 Although sampling the entire series is possible via diagrammatic Monte

Carlo [181], in practice a much simpler ladder approximation can still yield signif-
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icant corrections to the DMFT result. This ladder is constructed from the bare

vertex, γ, and the bubble diagram, χ̃Ωω(q), to define a dressed vertex, ΓΩωω′(q), that

can be used to compute the dual self-energy, Σ̃ω(k).

Σ̃ = + + . . .
γ

G̃

γ

G̃

γχ̃

Figure 5.1: The first and second order diagrams that contribute to the dual self-
energy, Σ̃, within the Dual Fermions Ladder Approximation (DFLA).

The first few diagrams that contribute to the dual self-energy are shown in

Fig. 5.1. The bare vertex γ is defined as in Eq. 5.23, while the bubble, χ, and

full vertex, Γ, are defined as follows [34].

ΓΩωω′(q) = γΩωω′ +
∑

ω′′

γΩωω′χ̃Ωω′′(q)ΓΩω′′ω′(q) (5.28)

χ̃Ωω(q) = − T

ND
k

∑

k

G̃ωkG̃ω+Ω,k+q (5.29)

Where Nk is the number of momentum points used to approximate the integral

over the Brillouin zone. Based on Fig. 5.1, the dual self-energy can then be expressed

as follows.

Σ̃ω(k) =
T

2ND
k

∑

Ωq

ΓΩωω(q)G̃ω(k + q) (5.30)

Note that if we hold the bosonic frequency, Ω, and the momentum, q, constant,

then the base vertex can be expressed as a matrix equation in the Matsubara fre-

quencies, ω and ω′.

Γ̂ = γ + γχΓ̂

= (1− γχ)−1Γ̂
(5.31)

This matrix form is both easier to analyze and indicates the radius of convergence

of the ladder series, Eq. 5.29. As long as the largest eigenvalue of 1− γχ is smaller
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than one, the ladder series can be summed and Eq. 5.31 holds. However, once this

eigenvalue approaches and crosses one, the ladder series diverges and this version of

the dual fermions method fails. For example, this divergence is known to occur when

approaching the AFM transition in the Hubbard model, providing a lower bound on

the range of applicable temperatures.

The dual Green’s function can then be computed from the self-energy via the

Dysons equation.

G̃ω(k) =
[
G̃0
ω(k)− Σ̃ω(k)

]−1

(5.32)

Figure 5.2: Schematic of the process used to perform a dual fermions simulation.
We begin with a DMFT calculation that provides the two particle vertex and con-
verged impurity Green’s function. These are then used as inputs for a dual fermions
calculation.

This closes an iterative process for computing the dual Green’s function. Starting

with the bare Green’s function, G̃0
ω(k), defined from the DMFT results by Eq. 5.27,

we can set G̃ω(k) = G̃0
ω(k), compute the above dual fermion vertex function, compute

a new result for G̃ω(k) via Eq. 5.32, and repeat until the dual Green’s function

converges. Once the dual fermions computation is finished, we can use the results to

obtain corrections to the lattice Green’s function, Gω(k), via Eq. 5.12. A schematic

of the dual fermions calculation with DMFT is shown in Fig. 5.2.

5.4 Dual Fermions for the 2D Hubbard Model

In this section we will present dual fermions calculations performed on the 2D Hub-

bard model. We will discuss some results on densities, Green’s functions, and fully
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resolved momentum space band structures and Fermi surfaces, as well as some mea-

surements of the renormalized mass along the Fermi surface.

The dual fermions results presented here use the outputs of single site DMFT sim-

ulations performed with a CT-AUX impurity solver [81, 25]. It is thus worthwhile to

investigate how the dual fermions calculation modifies the DMFT results. In partic-

ular, it is known that the 2D Hubbard model displays the Mott-Insulator transition,

a correlation effect in which electrons become localized due to an increase in the

interaction strength, U [81]. This transition is one of the most popular strongly cor-

related phenomena to discuss, because it is simple to understand intuitively, plays

an important role in certain real materials, and can not be understood within an

independent particle picture.

Figs. 5.3 and 5.4 present a study of the insulating transition and compare the

predictions of single site DMFT and the dual fermions method. Fig. 5.3 depicts the

density versus chemical potential, µ, curves found by both methods, for a series of

interaction strengths, U , and next-nearest neighbor hopping, t′.

Figure 5.3: Comparison of the density vs µ curves between single site DMFT and
dual fermions. As the interaction U is increased, the dual fermions corrections to
the average density become significant close to half-filling, µ = 0.

From this we see that the corrections from dual fermions become significant at
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Figure 5.4: Evolution of the total spectral function as a function of interaction
strength and nearest neighbor hopping, t′, comparing single site DMFT to Dual
Fermions. The Dual Fermions method opens an electronic gap at a much lower
energy than DMFT. The finite t′ breaks the particle-hole symmetry of the system,
as reflected in the lack of symmetry in the spectral function across ω = 0.

larger interaction strengths around half-filling, and generally has the effect of flatten-

ing out the n vs µ curve. This flattening out reflects a decrease in the compressibility

of the system, which is commonly associated with the formation of an electronic gap,

i.e. a transition from metallic to insulating states. The hopping t′ has the predicted

effects of breaking particle-hole symmetry, so that the curve is not symmetric about

half-filling, µ = 0.

The general trend that dual fermions reduces the interaction strength at which

the system becomes insulating is supported by the spectral function data shown in

Fig. 5.4. This data is obtained by analytically continuing the Green’s functions found

by DMFT and dual fermions, via the Maximum Entropy method [99] discussed in

Chapter 2. The spectral function is related to the real frequency Green’s function

by A(ω) = − 1
π
ImG(ω). In the case of DMFT we obtain only the local Green’s

function, which can be analytically continued as is. Dual fermions instead results in

a momentum dependent Green’s function, G(iωn, k), and so it must be integrated

over k to obtain the local dual fermions Green’s function.
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ADMFT (ω) = − 1

π
Im
(
MEM

[
GDMFT (iωn)

])

ADF (ω) = − 1

π
Im

(
MEM

[
1

Nk

∑

k

GDF (iωn, k)

])
(5.33)

Where MEM stands for the Maximum Entropy Method analytic continuation

procedure. Fig. 5.4 shows that while a gap begins to open in both the DMFT and

DF cases, it forms at much lower U in the DF case. Note also that as spectral weight

is removed from ω = 0, it shifts to two ”Hubbard bands” above and below the Fermi

surface [36]. The ‘model’ curve in this plot indicates the default model used during

the MEM method.

One of the exciting features of dual fermions is its ability to provide data with

arbitrary momentum space resolution. In contrast to cluster DMFT methods, such

as DCA, that only produce Green’s functions at a small set of cluster momenta, K,

dual fermions enables one to study the behavior of Green’s functions and spectral

functions throughout the Brillouin zone. This can be advantageous for studying sys-

tems in which the physics is heavily momentum dependent, such as those with k

dependent electronic gaps, and for comparing simulations directly to the experimen-

tal data produced by techniques, such as ARPES, that directly probe the energy and

momentum dependent distribution of electronic states [131].

An example of what can be done with this ability is shown in Figures 5.5 and

5.6, in which two views of the evolution of the bandstructure versus temperature for

the U = 3t Hubbard model. By increasing the number of momentum space points,

Nk, we can obtain the momentum resolved Green’s function, G(iωn, k), and therefore

the momentum resolved spectral function, A(ω, k), with arbitrary resolution. In this

case we use Nk = 32×32, and by plotting slices of the spectral function along a high

symmetry cut through the Brillouin zone we can obtain a smooth bandstructure that

allows us to see the formation of momentum dependent structure as we lower the

temperature.

From the spectral function plots the most interesting feature is the band-splitting

that occurs around k = (0, 0) and k = (π, π), which are far away from the Fermi

surface, ω = 0. In addition, Fig. 5.6 reveals the formation of an entirely new, but very

weak, band that mirrors the original one. Hints of the formation of these structures

can be seen by observing the behavior of the real frequency self-energy, Σ(ω, k). In
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Figure 5.5: Band structure of the U = 3t 2D Hubbard model versus temperature,
β = 1/T , along a high symmetry cut through the Brillouin zone. Obtained from
analytic continuation of the dual fermions Green’s function to obtain the spectral
function, A(k, ω). Lowering the temperature results in band splitting away from the
Fermi surface, ω = 0.

both the real and imaginary parts of the self-energy, we can see the formation of an

X-like structure centered on the Σ = (π/2, π/2) and X = (0, π) that roughly follows

the shape of both the band splitting and the weak new band.

We can also track how the number of states at the Fermi surface, ω = 0, changes

by plotting cuts of the spectral function. Fig. 5.8 depicts the such a cut from the
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Figure 5.6: Spectral function of the U = 3t Hubbard model at half-filling as a
function of temperature. The bandstructure can be mapped by tracing the peaks in
the spectral function. From this data we can see that as the temperature is lowered,
the main band is split at the Γ and M points, and a much weaker band appears the
mirrors the original band.

nodal (k = (0, π)) to antinodal (k = (π/2, π/2)) points. This data indicates that as

the temperature is lowered, a momentum dependent gap begins to open at the nodal

point.

This data can be supported by Matsubara frequency data, particularly the Mat-

subara self-energy, Σ(iωn, k. Although less physically intuitive, this data is free from

the complications and ambiguities that arise from the analytic continuation used to

obtain the spectral functions. A general criteria that is used to characterize a state

based on the Matsubara self-energy is to examine the behavior of the imaginary

part near ωn = 0. When this quantity goes to zero we can characterize the state as

metallic, whereas a down turn in the self-energy signals insulating behavior. Since
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Figure 5.7: Comparison of the evolution of the spectral function and the real
frequency self-energy along a high symmetry cut in momentum space. As the tem-
perature is lowered a splitting of the energy band is observed concurrently with the
formation of structure in the self-energy.

we only have access to the discrete Matsubara points, ωn = (2n+1)π
β

, we can compare

the lowest two Matsubara frequencies - when ImΣ(iω0) > ImΣ(iω1) we have a Fermi

liquid, or metallic state, whereas when ImΣ(iω0) < ImΣ(iω1) we have an insulating,

or at least non-Fermi liquid like state [3].

Figures 5.9 and 5.10 show the behavior of the Matsubara self-energy for the

U = 3t Hubbard model at half-filling, as obtained from dual fermions. From Fig. 5.10

we see that as the temperature is lowered the k = (0, π) point is the first for which

ImΣ(iω0) < ImΣ(iω1). Fig. 5.9 shows in the detail the imaginary part of the

self-energy at the nodal, anti-nodal, and intermediate momentum points. This Mat-

subara data thus agrees with the real frequency spectra in predicting that the nodal

point becomes insulating first, indicating a momentum dependent metal insulator

transition.
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Figure 5.8: Change in the spectral function along momentum space cut between the
nodal and anti-nodal points. At lower temperatures we see a momentum dependent
reduction in the available electronic states, with an insulating gap beginning to form
first at k = (0, π).
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Figure 5.9: Matsubara self-energy at momentum points along a line from the nodal to
anti-nodal points. A positive slope in the self-energy at small Matsubara frequencies
indicates the formation of an insulator. This data indicates that as the temperature
is lowered, the k = (0, π) point is the first area of the Brillouin zone to become
insulating.

Figure 5.10: Behavior of the first three Matsubara frequency points of the self-
energy through a high symmetry cut of momentum space. Insulating behavior is
marked by ImΣ(k, iω0) < ImΣ(k, iω1).
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Full access to the Brillouin zone also allows us to study how the global structure

of the Fermi surface evolves, as well as track quantities along the entire Fermi surface,

such as the renormalized mass. Fig. 5.11 shows a series of ω = 0 cuts of the spectral

function, A(ω, k), which tells us where the states that make up the Fermi surface

reside in momentum space. This data is obtained from Nk = 64× 64 dual fermions

calculations, followed by an interpolation routine to smooth out the results. We can

see that as the chemical potential is increased the Fermi surface smoothly transitions

from electron-like to hole-like for smaller interaction strengths, U . At U = 8 however,

we see an intermediate regime around half-filling where the Fermi surfaces seems to

be composed of arcs, due to the momentum dependent insulating behavior that arises

near the k = (0, π) points.

In Matsubara space the ratio between the renormalized mass, m∗(k), and the

base electron mass, m, is given by the low frequency behavior of the self-energy. It

is also related to the quasiparticle weight, Zk, as follows [3, 182].

m∗(k)

m
= Z−1

k = 1− ∂ImΣ(iωn, k)

∂ωn
|ωn→0 (5.34)

The final figure, Fig. 5.12, shows how the renormalized mass, evaluated along

the Fermi surface, changes along the same U and µ values. Shown are the values of

the renormalized mass ratio along a path in momentum space that traces the Fermi

surface from the point k = (0, π) to k = (π, 0). We see that the renormalized mass

is large and significantly momentum dependent at larger interaction strengths near

half-filling, and that it tends to be larger near the k = (0, π) (nodal) point than the

k = (π/2, π/2) (anti-nodal) point.
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Figure 5.11: Evolution of the Fermi surface, A(k, ω = 0), as a function of interaction
strength, U , and chemical potential, µ.
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Figure 5.12: The renormalized mass obtained from the Matsubara self-energy along
the Fermi surface, from the k = (0, π) to k = (π, 0) points.
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Chapter 6

Conclusion

This thesis described several attempts to enhance our ability to study the physics of

the 2D Hubbard model and its extensions. Although the Hubbard model represents

a dramatic simplification of real materials, it remains an important arena for under-

standing strongly correlated electron physics due to its complex phase diagram and

an display of strongly correlated phenomena known to occur in nature, such as the

Mott transition and superconductivity.

Chapter 1 provided a high-level overview of strongly correlated phenomena, i.e.

physical properties of certain materials that cannot be understood within an in-

dependent quasi-particle picture or perturbative techniques. Chapter 2 provided

background on many of the theories and numerical techniques used throughout the

work, including the Dynamical Mean Field Theory, the Dynamical Cluster Approx-

imation, Quantum Monte Carlo methods and the Continuous Time Auxiliary Field

algorithm, and the Maximum Entropy Method for numerical analytic continuation.

Chapter 3 described work to suppress the severe finite size effects that arise in

simulating the Hubbard model with DCA. We presented Twisted Boundary Con-

ditions as a potential method for decreasing these finite size errors by averaging

quantities obtained for a single cluster size over boundary conditions. This may

allow us to delay the challenges posed by algorithmic scaling and the fermion sign

problem by obtaining large cluster results from simulations on small clusters. We

presented detailed derivations and descriptions for how TBC can be implemented

with Betts clusters and how the DCA numerical algorithms are modified. We also

presented results obtained by implementing TBC with exact diagonalization, second

order perturbation theory, and DMFT with a modified Continuous Time Auxiliary
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Field impurity solver. Future work in this direction is to quantify the extent to which

TBC can help extrapolate finite size simulation results to infinite system sizes.

Chapter 4 presented methods and results for studying the 2D Extended Hub-

bard Model on a square lattice, which adds in non-local density interactions, V , that

model the non-local nature of the Coulomb interaction. We described how to per-

form QMC simulations on this system as well as how to extend submatrix updates

to make spin flip updates more efficient. We presented a detailed study of the phase

diagrams and energetics of the charge order transition away from half-filling. We also

presented results on the phase boundaries between the paramagnetic metallic state

and the insulating antiferromagnetic state, as well as between the antiferromagnetic

and charge order states, at half-filling. We found hysteresis along the antiferromag-

net/charge order and normal/charge order phase boundaries, indicating first order

phase transitions. We showed that nearest neighbor interactions lower the critical

temperature for the antiferromagnetic phase transition. Finally, we demonstrated

the effect of nearest neighbor interactions on the antiferromagnetic phase boundary

and for the evolution of spectral functions and energetics across the phase transi-

tions. An potentially interesting extension of this work would be to more closely

study how the transition between normal and charge ordered states changes as the

local interaction strength, U , is increased.

Chapter 5 contained a discussion and pedagogical derivation on the Dual Fermions

technique, a diagrammatic expansion about the single site impurity problems used

in techniques such as DMFT. This method perturbatively re-introduces non-local

correlations and provides a numerically cheap method of obtaining high resolution

momentum space information, especially compared to cluster methods such as DCA.

We presented the Dual Fermions Ladder Approximation and saw how the method

both corrects the results from single-site DMFT and provides the ability to study

how quantities, such as the spectral function, behave throughout momentum space.

We presented results on the momentum dependent shift in the spectral function

along the Fermi surface as the metal-insulator transition is approached, as well as

the evolution of the entire band structure and momentum dependent mass renor-

malization versus temperature and chemical doping. This work demonstrates some

of the new information that can be obtained from numerical simulations based on

the DMFT, but more thought is required to identify interesting specific systems or

physical observables to study and compare to experiments.
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Appendix A

Calculating Energies

The outputs of DMFT are generally greens functions, Gσ(k, iωn), and self-energies,

Σσ(k, iωn), in momentum and Matsubara space. From these outputs, we would like

to be able to calculate various observables, the most obvious being the energy of the

system.

The energy per site is given by the expectation value of the Hamiltonian, which

in our case is given by the Hubbard Hamiltonian.

E = 〈H〉 (A.1)

H =
∑

kσ

(ε(k)− µ) c†kσckσ + U
∑

i

(
ni↑ −

1

2

)(
ni↓ −

1

2

)
(A.2)

We can split the total energy into kinetic and potential energies as follows.

E = EK + EV (A.3)

EK =

〈∑

kσ

(ε(k)− µ) c†kσckσ

〉
(A.4)

EV =

〈
U
∑

i

(
ni↑ −

1

2

)(
ni↓ −

1

2

)〉
(A.5)

We would like to write these formulas in terms ofGσ(k, iωn) and Σσ(k, iωn). Begin

by rearranging the expressions, noting that G−1
σ (k, iωn) = iωn−ε(k)+µ−Σσ(k, iωn),

and using translational invariance.
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EK =
∑

kσ

(ε(k)− µ)
〈
c†kσckσ

〉

=
∑

kσ

(ε(k)− µ) 〈nkσ〉

=
∑

kσ

(
iωn − Σσ(k, iωn)−G−1

σ (k, iωn)
)
〈nkσ〉

(A.6)

EV =

〈
U
∑

i

(
ni↑ni↓ −

1

2
ni↑ −

1

2
ni↓ +

1

4

)〉

=
UN

4
− U

2

∑

iσ

〈niσ〉+ U
∑

i

〈ni↑ni↓〉

=
UN

4
− U

2

∑

kσ

〈nkσ〉+ U
∑

i

〈ni↑ni↓〉

(A.7)

So we really just need to express 〈nkσ〉 and 〈ni↑ni↓〉 in terms of Gσ(k, iωn) and

Σσ(k, iωn). The expectation value of the density is the easier value to calculate.

Starting with the definition of the Greens function in imaginary time,

Gσ(k, τ) = −
〈
Tτckσ(τ)c†kσ(0)

〉
(A.8)

Gσ(k, τ + β) = −Gσ(k, τ) (A.9)

Gσ(k, τ) =
1

β

∑

n

Gσ(k, iωn)e−iωnτ (A.10)

We can calculate
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〈nkσ〉 =
〈
c†kσckσ

〉

=
〈
c†kσ(0)ckσ(τ = 0−)

〉

= −
〈
Tτckσ(τ = 0−)c†kσ(0)

〉

= Gσ(k, τ → 0−)

=
1

β

∑

n

Gσ(k, iωn)eiωn0+

=
1

β

∑

n

Gσ(k, iωn)

(A.11)

In order to write 〈ni↑ni↓〉 in terms of Gσ(k, iωn) and Σσ(k, iωn), we make use of

two identities (that you can find in Coleman),

∑

kσ

c†kσ [H0, ckσ] = −H0 (A.12)

− 2V =
∑

kσ

c†kσ [V, ckσ] (A.13)

Where H0 is the non-interacting part of the Hamiltonian and V is a general

interaction of the form

V =
∑

k1k2k3k4

V (k1, k2, k3, k4)c†k1
c†k2
ck3ck4 (A.14)

where the ki indices stand for all relevant state indices, i.e. momentum and spin.

We also use the equation of motion for an operator O,

∂O

∂τ
= [H,O] (A.15)

In our case,

V =
∑

i

ni↑ni↓ = H −H0 −
UN

4
+
U

2

∑

kσ

nkσ (A.16)
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H0 =
∑

kσ

(
iωn − Σσ(k, iωn)−G−1

σ (k, iωn)
)
nkσ

=
1

β

∑

nkσ

[
−1eiωn0+

+ (iωn − Σσ(k, iωn))Gσ(k, iωn)eiωn0+
] (A.17)

So,

〈∑

i

ni↑ni↓

〉
= 〈V 〉

=

〈
−1

2

∑

kσ

c†kσ

[∑

i

ni↑ni↓, ckσ

]〉

=
−1

2

∑

kσ

〈
c†kσ

[
H −H0 −

UN

4
+
U

2

∑

kσ

nkσ, ckσ

]〉

=
−1

2

∑

kσ

〈
c†kσ [H, ckσ]

〉
−
〈
c†kσ [H0, ckσ]

〉
+
U

2

〈
c†kσ

[∑

kσ

nkσ, ckσ

]〉

= −1

2

(∑

kσ

[(
∂Gσ(k, τ)

∂τ

)

τ→0−
− U

2
〈nkσ〉

]
+H0

)

= −1

2

∑

nkσ

[−iωn
β

Gσ(k, iωn)eiωn0+ − U

2β
Gσ(k, iωn)eiωn0+

]

+− 1

2β

∑

nkσ

[
−1eiωn0+

+ (iωn − Σσ(k, iωn))Gσ(k, iωn)eiωn0+
]

=
1

2β

∑

nkσ

Σσ(k, iωn)Gσ(k, iωn) +
U

4β

∑

nkσ

Gσ(k, iωn)

(A.18)

Where we used that

1

β

∑

n

eiωn0+

= − 1

2πi

∫
dz

ez0
+

eβz + 1
(A.19)

By the residue theorem, with a contour that encompasses the poles at eβz = −1,

βz = i(2n+ 1)π, z = i(2n+ 1)/β = iωn, along the imaginary axis. If we reverse the

direction of the contour, we would instead pick up the poles outside of this contour,

those belonging to ez0
+

. But this function has no poles, and thus no residues. So,
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1

β

∑

n

eiωn0+

= 0 (A.20)

Our final results for the energy in terms of Gσ(k, iωn)andΣσ(k, iωn) are then:

E = EK + EV (A.21)

EK =
1

β

∑

nkσ

[−1 + (iωn − Σσ(k, iωn))Gσ(k, iωn)] (A.22)

EV =
UN

4
− U

2β

∑

nkσ

Gσ(k, iωn) +
1

2β

∑

nkσ

Σσ(k, iωn)Gσ(k, iωn) +
U

4β

∑

nkσ

Gσ(k, iωn)

=
UN

4
− U

4β

∑

nkσ

Gσ(k, iωn) +
1

2β

∑

nkσ

Σσ(k, iωn)Gσ(k, iωn)

(A.23)

The energy should be a real valued quantity, and one can check that the above

formulas satisfy this constraint by using that

G∗(iωn) = G(−iωn) (A.24)

Σ∗(iωn) = Σ(−iωn) (A.25)

Since the frequency sums kill any terms that have odd frequency parity, only

certain combinations of real (<) and imaginary (=) parts survive.

EK =
2

β

∑

n≥0,kσ

[−1−<Σ<G− ωn=G+ =Σ=G] (A.26)

EV =
UN

4
− 2U

4β

∑

n≥0,kσ

<G+
2

2β

∑

n≥0,kσ

(<Σ<G−=Σ=G) (A.27)

So there are really three terms that we need to compute

I1 = 2
∑

n≥0,kσ

[−1− ωn=G] (A.28)
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I2 = 2
∑

n≥0,kσ

(<Σ<G−=Σ=G) (A.29)

I3 = 2
∑

n≥0,kσ

<G (A.30)

So,

EK =
I1

β
− I2

β
(A.31)

EV =
UN

4
− U

4β
I3 +

1

2β
I2 (A.32)
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Appendix B

High Frequency Tails

The above formulas tell us how to calculate the energy theoretically, but on a com-

puter we cannot actually do the full summation over Matsubara frequencies. The

stored greens functions and self-energies are always truncated at some maximum fre-

quency, iωnm . We cannot simply truncate the sum, however, because these functions

decay slowly as a function of iωn due to the discontinuity in Gσ(k, τ) at τ = 0.

We solve this problem by utilizing analytic high frequency tails for Gσ(k, iωn)

and Σσ(k, iωn), [105]

Σtail
σ (k, iωn) = Σ0

σ(k) +
Σ0
σ(k)

iωn
+O

(
1

(iωn)2

)
(B.1)

Gtail
σ (k, iωn) =

c1
σ(k)

iωn
+
c2
σ(k)

(iωn)2 +
c3
σ(k)

(iωn)3 +O
(

1

(iωn)4

)
(B.2)

The coefficients in these expansions can be calculated by hand (though it is te-

dious, see Emanuel’s thesis for details), and are computed during the DMFT program

and stored with the GFTools greens functions. In the following, we explicitly use

that c1
σ(k) = 1.

The tails enable us to write the frequency sums as

∑

n

f(iωn) =
∑

n≤nm

f(iωn) +
∑

n>nm

f tail(iωn) (B.3)

The energy terms can now be written as (suppressing momentum and spin, and

only keeping up to order 1/ω2
n terms)
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I1 = 2
∑

nm≥n≥0

[−1− ωn=G] + 2
∑

n>nm

[
−1− ωn=Gtail

]

= 2
∑

nm≥n≥0

[−1− ωn=G]− 2
∑

n>nm

c3

ω2
n

= 2
∑

nm≥n≥0

[−1− ωn=G]− 2c3Ψ

(B.4)

I2 = 2
∑

nm≥n≥0

(<Σ<G−=Σ=G) + 2
∑

n>nm

(
<Σtail<Gtail −=Σtail=Gtail

)

= 2
∑

nm≥n≥0

(<Σ<G−=Σ=G) + 2
∑

n>nm

(−c1Σ1

ω2
n

− Σ0c2

ω2
n

)

= 2
∑

nm≥n≥0

(<Σ<G−=Σ=G) + 2
(
−c1Σ1 − Σ0c2

)
Ψ

(B.5)

I3 = 2
∑

nm≥n≥0

<G+ 2
∑

n>nm

<Gtail

= 2
∑

nm≥n≥0

<G− 2
∑

n>nm

c2

ω2
n

= 2
∑

nm≥n≥0

<G− 2c2Ψ

(B.6)

Where

Ψ =
∑

n>nm

1

ω2
n

=
β2

π24

∞∑

k=0

1

(nm + 0.5 + k)2

=
β2

π24
ψ(1) (nm + 0.5)

(B.7)

Where ψ(n) (x) is the digamma function, which can be computed with a GSL

function call (gsl sf psi n).
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