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Abstract

How can we measure discrimination? What drives it? How can we reduce it? My dis-

sertation addresses these important questions. In the first part, I provide methodological

guidance on how to conduct audit studies. In Chapter 2, I offer the first comprehensive

guide to conducting audit studies in political science. In Chapter 3, I provide the first

introduction that I am aware of to conducting audit studies via email. These chapters

provide advice about how researchers can improve existing audit study designs and imple-

ment them with increased efficiency. In Chapter 4, I address one of the most important

methodological issues involved in audit studies — name selection. I demonstrate that

the probability of a name denoting a race varies considerably across contexts and that

this is more of a problem for some names than others. This suggests limitations for (1)

the generalizability of audit study findings and (2) the interpretation of geography-based

conditional effects.

In the second part of my dissertation, I use audit and survey experiments to better

understand racial, gender, and religious discrimination in America. The first set of chapters

build on past audit studies by not only measuring discrimination but also attempting to

identify its causes. In Chapter 5, I measure discrimination by county election officials

during the 2016 election cycle, showing that the bias toward Latinos observed during the

2012 election has persisted. I also show that Arab/Muslim Americans face an even greater

barrier to communicating with local election officials, and that this bias appears driven by

xvi



implicit discrimination. I find no evidence of bias toward Blacks, however, indicating that

discrimination against groups in political contexts might be sample dependent.

In Chapter 6, I examine religious discrimination among public-school principals, an im-

portant groups of street-level bureaucrats. I emailed the principals of more than 45, 000
public schools and asked for a meeting, randomly assigning the religious affiliation/non-

affiliation of the family and family belief intensity. I find evidence of substantial discrimi-

nation against Muslims and atheists, particularly when their religious beliefs are high, as

well as bias against ardent protestants and Catholics. These results suggest that one of

the mechanisms driving discrimination is belief intensity.

The remaining chapters in the second part of the dissertation extend prior work by not

only identifying discrimination in important contexts but also by attempting to reduce it.

In Chapter 7, I provide the results from an adapted audit experiment designed to test

whether making local officials aware of their possible biases could reduce discrimination.

I find no evidence that my informational treatment influences discriminatory behavior,

but that White, local, elected officials are less responsive to Black constituents. This is

concerning as local government is often the level that most directly affects citizens’ daily

lives.

In Chapter 8, I investigate racial discrimination by the police. I argue that it depends

in a conditional way on the extent of egalitarian views among the police and the public.

To test my theory, I conduct a survey experiment with American law enforcement ad-

ministrators and elected officials who oversee the police. Elected politicians exhibit less

racial discrimination in law enforcement oversight when informed that the public supports

racial equality in policing. Police, though, do not react to perceived public demand for

egalitarianism. My results suggest that public attitudes toward racial equality influence

police discrimination perhaps only indirectly.

xvii
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Chapter 1.Studying Discrimination

Employers pay female workers less (Macpherson and Hirsch, 1995; Cohn, 2000; Wolfers,

2006). United States legislators prefer White constituents (Butler, 2014; Grose, 2011; But-

ler and Broockman, 2011a). The police discriminate against Blacks (Baumgartner, Epp

and Shoub, 2018; Epp, Maynard-Moody and Haider-Markel, 2014; Mauer, 2006; Tonry,

2011). Landlords are less likely to rent properties to Hispanics (Hanson and Santas, 2014;

Ondrich, Stricker and Yinger, 1999; Ross and Turner, 2005). Universities are biased against

Asian student applicants (Bunzel and Au, 1987; von Spakovsky, 2018). Society treats in-

dividuals with fringe political beliefs poorly (Wetherell, Brandt and Reyna, 2013). Schools

violate the rights of religious minorities (Pfaff et al., 2018).

Statements like these — where individuals of one group are alleged to be treated worse

because of some shared gender, racial, ethnic, political, or religious attribute — are very

common in the news, political discourse, common conversation, and scientific journals.2

They have served as the basis for many political positions, policy suggestions, social move-

ments, and legal suits. They also color individual perceptions of important social and

political institutions (Rocque, 2011; Schmitt, Branscombe and Postmes, 2003). Perhaps

because of the normative and substantive importance of these declarations, their truth

2One indication of this can be found in Google search results. For example, as of March 25, 2019, a Google
News search for the phrase ‘racial discrimination’ returns about 202, 000 results, while a search for
‘gender discrimination’ returns about 122, 000 results.
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value remains fundamentally contested. For example, many politicians have argued that

any evidence of discrimination is illusory, sometimes going so far as to claim that the group

charged with discriminatory behavior is actually the target of negative biases (Sides, Tesler

and Vavreck, 2018). How do we know who is right? How can we measure discrimination?

What drives it? How can we reduce it? My dissertation addresses these broad questions

and suggests many new avenues for future methodological and substantive work in this vi-

tal area of inquiry. Before summarizing my dissertation, I first discuss how researchers have

previously attempted to identify discrimination and the limitations of these approaches.

Measuring discrimination is incredibly difficult (Council et al., 2004). The primary

way that researchers have approached this task is by comparing descriptive statistics for

different groups. This might be done by comparing raw rates, looking at cross tabulations,

or by conducting basic bivariate statistical tests (Freedman, Pisani and Purves, 2007). To

fix concepts, I will use the running example of researchers who are concerned about racial

inequalities in the judicial system. These researchers might use a t-test to compare the

rates at which Blacks and Whites are incarcerated, and interpret a statistically significant

difference as evidence of discrimination. But how do we know that this difference is the

result of discrimination? Members of those groups might differ in more ways than just

their race. For example, Blacks might be born into worse socioeconomic conditions and

therefore be more likely to commit crimes. If this is the case, then any differences might

be the result of some observed or unobserved factor (Morgan and Winship, 2015).

To account for potential imbalances across groups, researchers have increasingly turned

to a more sophisticated set of analytical approaches. For example, they might use regres-

sion models (Nelder and Wedderburn, 1972), matching estimators (Abadie and Imbens,

2006; Morgan and Harding, 2006), or selection models (Puhani, 2000). In each of these ap-

proaches, researchers use additional observed information about individuals in an attempt
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to construct groups of individuals that differ only by some group-level characteristic. Re-

turning to the running example, researchers might collect information about the race, age,

education level, and household income of individuals charged with a crime. They might

then create a dummy variable of whether charged individuals are convicted and regress

this on a binary indicator of whether individuals are Black along with measures of socio-

economic background and education. The general intuition here is that these additional,

non-race measures capture any potential confounders between an individual’s race and

whether they are convicted. If the slope on the Black indicator is positive and statistically

significant, then researchers might conclude that Blacks are, all else equal, more likely to

be convicted than Whites, and thus experience discrimination in the judicial process.

There are several potential problems with this approach, though. First, to continue

with the running example, there are often things such as criminal skill or education that

differentiate between individuals but that are either unobserved or difficult to measure.

Second, even if we could include all of the relevant variables, we often run into the problem

of post-treatment bias (Montgomery, Nyhan and Torres, 2018; King and Zeng, 2006), which

occurs when researchers control for the consequences of treatments. This bias can be in any

direction. In the running example, researchers might try controlling for some characteristic

that is affected by individual race. But most things that an individual does or experiences

are affected by it. Indeed, many of the things that researchers might like to control for

to isolate the effect of race on criminal justice outcomes, such as education or income, are

likely the result of an individual’s race. This means that it is extremely challenging to

control for all potential confounders without inducing post-treatment bias. These issues

highlight the fact that it is difficult, if not impossible, to identify discrimination through

observational data.

It is partly in response to these research design issues that many people are increasingly
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using experiments to measure and explain discrimination (Bertrand and Mullainathan,

2004a; Gaddis, 2018b). There are at least two experimental designs that researchers can

use to study discrimination. The first design is typically referred to as an audit study, but

is also known as a correspondence study or field experiment (Gaddis, 2018b). The phrase

‘audit study’ emphasizes the measurement aspect of these studies. In a financial audit,

one looks at the books to see what is happening in a company. In an audit study, the

researcher looks at the behavior of the responder to see if they are responding differently

to certain messages (or senders) than they do to others. In this sense the researcher

conducts an audit.3 The key to this approach is for researchers to create identical messages,

requests, or requesters, but randomize one essential attribute of them.4 In the context of

the running example, researchers could study this question by sending email requests for

help to different judicial offices, randomizing whether the request comes from someone

who is Black or White. They could then measure if offices offices are less responsive

to requests from Blacks. By following these steps, researchers could measure levels of

discrimination throughout the judicial system. While this approach provides researchers

with a behavioral measure of discrimination, it also requires researchers to conduct research

without participant consent and engage in deception.5

Despite the potential ethical issues, audit studies have a long history as a means of

studying discrimination in housing and labor markets (Quillian et al., 2017; Wienk et al.,

1979; Bertrand and Mullainathan, 2004b). Many of these studies looked at whether racial

minorities were treated worse than their White counterparts (Wienk et al., 1979). While

3The phrase ‘correspondence study’ references the communication aspect of these studies. The researcher
sends messages, or correspondence, and then measures how the receiver responds. Finally, the phrase
‘field experiment’ references the field nature of these studies and the corresponding gains in external
validity. The researcher (should) design the study to reflect the type of messages that are normally
sent so as to get a measure of how the people being studied normally respond.

4I provide guidance about how researchers can do this in Chapter 2.
5I address this trade-off in several parts of the dissertation and in several related working papers.
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audit studies continue to study the treatment of racial minorities relative to Whites, the

approach has also been applied to understand discrimination of many other groups. This

includes studies of discrimination based on one’s gender (Ayres and Siegelman, 1995), age

(Ahmed, Andersson and Hammarstedt, 2013a), sexual orientation (Drydakis, 2014), reli-

gion (Adida, Laitin and Valfort, 2010; Pfaff et al., 2018), criminal record (Pager, Bonikowski

and Western, 2009), and more (Gell-Redman et al., 2018b; Rivera and Tilcsik, 2016).

In comparison to their use in economics and sociology, audit studies have not been

employed as widely in political science. As a result of this, researchers often do not have a

clear sense of how to conduct them, or what best practices are. I shed some light on these

issues in my dissertation.

One of the limitations of audit studies in political science is that they typically focus

on identifying discrimination, rather than explaining it. While measuring discrimination

is a necessary first step, we cannot ultimately reduce it until we better understand what

factors are driving it. I address this gap in our understanding of discrimination by explicitly

testing several mechanisms in the chapters that follow. I also take this line of research one

step further and attempt to reduce discrimination in two important contexts.

The second type of design researchers are using to study discrimination is commonly

called a survey experiment (Sniderman et al., 2011). This type of study has been used

across the social sciences to understand a wide range of phenomena. The basic design

involves presenting a short vignette to survey respondents. To identify the causal effect

of some factor, researchers randomize one or more attributes of the vignette. Researchers

could use a survey experiment to examine racial biases in the criminal justice system by

asking a pool of potential jurors to evaluate a stylized version of a legal case, where the race

of the accused is randomized. They could then ask respondents to evaluate the likelihood

that the suspect committed the crime. While this approach minimizes some of the ethical
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issues involved in audit studies, it typically provides an attitudinal rather than behavioral

measure of discrimination. I use both types of experimental design to measure racial,

gender, and religious discrimination in the ‘Application’ part of the dissertation.

In the first part of my dissertation, I describe audit studies in greater detail and provide

methodological guidance on how to conduct them. In Chapter 2, I offer the first compre-

hensive guide to conducting audit studies in political science. In Chapter 3, I provide the

first introduction to conducting audit studies via email. In Chapter 4, I address one of the

most important methodological issues involved in audit studies — name selection. In the

second part of my dissertation, I use audit and survey experiments to understand racial,

gender, and religious discrimination in several important contexts. In Chapters 5 and 6,

I build on past audit studies by not only measuring discrimination but also attempting

to identify its causes. In Chapters 7 and 8, extend prior work by not only identifying

discrimination in important contexts but also by attempting to reduce it. I describe each

chapter in greater detail below.

In Chapter 2, I provide a general guide to conducting audit studies in political science

research. I describe their basic design, and then provide advice on effectively carrying

these studies out. My recommendations center on improving the external validity of audit

studies.6 In this vein, I offer suggestions about what sort of requests and names researchers

should use in their studies, and how they can validate them.

In Chapter 3, I provide the first general introduction to conducting email audit stud-

ies. I describe the steps involved from experimental design to empirical analysis. I then

offer detailed recommendations about email address collection, email delivery, and email

analysis, which are usually the three most challenging points of an audit study. The focus

here is on providing a set of primarily technical recommendations to researchers who might

6This chapter is adapted from a working paper co-authored with Dan Butler.
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want to conduct an email audit study. I conclude by suggesting several ways that email

audit studies can be adapted to investigate a broader range of social phenomena.

In Chapter 4, I provide important guidance on how to select names for audit studies

by illuminating a key variable plausibly related to racial perceptions of last names —

geography.7 I show that the probability that any individual belongs to a race is conditional

not only on their last name but also on surrounding racial demographics. Specifically, I

demonstrate that the probability of a name denoting a race varies considerably across

contexts and that this is more a problem for some names than others. This result has

two important implications for audit study research: it suggests limitations for (1) the

generalizability of audit study findings and (2) for the interpretation of geography-based

conditional effects. These implications mean that researchers should be careful to select

names that consistently signal racial groups regardless of local demographics. I provide an

R package that can help researchers do this.

In Chapter 5, I apply audit studies to measure discrimination by county election officials

during the 2016 election cycle.8 I demonstrate that the bias toward Latinos observed

during the 2012 election has persisted. In addition to replicating previous results, I show

that Arab/Muslim Americans face an even greater barrier to communicating with local

election officials, but I find no evidence of bias toward Blacks. A design innovation allows

me to measure whether emails were opened by recipients, which I argue provides a direct

test of implicit discrimination. I find evidence of implicit bias toward Arab/Muslim senders

only. This chapter extends existing research on racial biases in American politics, which

has typically focused on legislators and other elected officials, by identifying these biases

among a consequential group of bureaucrats. Perhaps more importantly, it moves beyond

prior audit studies in political science by attempting to identify the mechanisms that drive

7This chapter is adapted from Crabtree and Chykina (2018).
8This chapter is adapted from Hughes et al. (2019).
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observed biases.

In Chapter 6, I also look at the mechanisms driving biases by bureaucrats, but turn to

examining them in the context of religious discrimination.9 Despite growing descriptive

evidence of discrimination against minority religious groups and atheists in the United

States, little experimental work exists studying whether individuals face differential barriers

to receiving public services depending on their religious affiliation. Here I report results

from a large-scale audit study of street-level bureaucrats in the American public school

system. I emailed the principals of more than 45,000 public schools and asked for a meeting,

randomly assigning the religious affiliation/non-affiliation of the family. To get at potential

mechanisms, I also randomly assigned family belief intensity. I find evidence of substantial

discrimination against Muslims and atheists. These individuals are substantially less likely

to receive a response, with discrimination growing when they signal that their beliefs are

more intense. On the other hand, protestants and Catholics face no discrimination unless

they signal that their religious beliefs are intense. These findings suggest that minority

religious groups and atheists face important barriers to equal representation in the public

arena. They also suggest that one of the mechanisms driving discrimination is belief

intensity.

In Chapter 7, I provide the results from an adapted audit experiment designed to test

whether making local officials aware of their possible biases could reduce discrimination.10

I find no evidence that my informational treatment influences discriminatory behavior.

While the limitations of the experiment design might make it difficult to determine whether

information alone can reduce bias, this study makes two important contributions. First, I

replicate prior studies by showing that White, local, elected officials are less responsive to

9This chapter is adapted from a working paper co-authored with Steve Pfaff, Holger L. Kern, and John
L. Holbein.

10This chapter is adapted from Butler and Crabtree (2017a).
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Black constituents. That local officials exhibit biased behavior is particularly worrisome, as

local government is often the level that most directly affects citizens’ daily lives. Second,

I provide several suggestions for future audit studies that draw from the strengths and

weaknesses of this study’s design.

Finally, in Chapter 8, I turn to the important topic of racial discrimination by the police.

Unlike existing studies, which focus on explicit or implicit biases among the police, I argue

that racial discrimination depends in a conditional way on the extent of egalitarian views

among the police and the public. To test the implications of my theory, I conduct an

innovative survey experiment with American law enforcement administrators and elected

officials who oversee the police. As predicted, elected politicians exhibit less racial discrimi-

nation in law enforcement oversight when informed that the public supports racial equality

in policing. Contrary to my theory, though, police do not react to perceived public demand

for egalitarianism. Overall, my results suggest that public attitudes toward racial equal-

ity influence police discrimination only indirectly, through the institutions that monitor

and check their power. This chapter contributes to the growing inter-disciplinary litera-

ture on the politics of policing by illuminating how public opinion shapes law enforcement

outcomes.
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Chapter 2.Audit Studies in Political

Science

2.1. Introduction

Audit studies are sometimes also referred to as ‘correspondence studies’ or simply ‘field ex-

periments’. These studies typically involve sending a message or making a request and then

measuring how the receiver respondents. The phrase ‘correspondence study’ references the

communication aspect of these studies. The researcher sends messages, or correspondence,

and then measures how the receiver responds. The phrase ‘audit study ‘emphasizes the

measurement aspect of these studies. In a financial audit, one looks at the books to see

what is happening in a company. In an audit study, the researcher looks at the behavior

of the responder to see if they are responding differently to certain messages (or senders)

than they do to others. In this sense the researcher conducts an audit. Finally, the phrase

‘field experiment’ references the field nature of these studies and the corresponding gains in

external validity. The researcher (should) design the study to reflect the type of messages

This chapter is adapted from a working paper co-authored with Dan Butler.
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that are normally sent so as to get a measure of how the people being studied normally

respond.

Audit studies grew in popularity as a means to study discrimination in housing and la-

bor markets (Quillian et al., 2017; Wienk et al., 1979; Bertrand and Mullainathan, 2004b).

The passage of legislation barring discrimination, as a result of the civil rights movement,

was accompanied by an interest in measuring whether discrimination persisted (see discus-

sion in Gaddis (2017b)). Many of these studies looked at whether racial minorities were

treated worse than their white counterparts (Wienk et al., 1979). Because audit studies

on racial discrimination have been conducted for many decades, researchers have been

able to compare how the treatment of racial minorities has changed (or not changed) over

time (Quillian et al., 2017). While audit studies continue to study the treatment of racial

minorities relative to whites, the approach has also been applied to understand discrimina-

tion of many other groups. This includes studies of discrimination based on one’s gender

(Ayres and Siegelman, 1995), age (Ahmed, Andersson and Hammarstedt, 2013a), sexual

orientation (Drydakis, 2014), religion (Adida, Laitin and Valfort, 2010; Pfaff et al., 2018),

criminal record (Pager, Bonikowski and Western, 2009), and more (Gell-Redman et al.,

2018b; Rivera and Tilcsik, 2016).

Audit studies have also been widely used by governments as a way to test for discrimina-

tion. In the 1960s, the U.K. parliament created Race Relations Board, which commissioned

several studies, including Audit studies aimed at measuring levels of racial discrimination

(Daniel, 1968). The tests uncovered discrimination and led to the passage of laws barring

racial discrimination in housing and employment (Smith, 2015a). In the United States,

the U.S. Department of Housing and Urban Development (HUD) conducted several audit

studies over the years in order to measure levels of discrimination in the housing market.

In addition to several studies that focused on specific cities (Johnson, Porter and Mateljan,
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1971), HUD commissioned several national audit studies over the years (Quillian et al.,

2017). The federal government’s decision to use audit studies to measure discrimination

influenced on academics by signaling that these studies were an acceptable, effective way

at measuring discrimination (see discussion in Gaddis (2017b)).

Audit studies can be thought of as part of the larger literature that we refer to as field

measurement studies. We use the term field measurement studies to refer to research

aimed at measuring the behavior of subjects in the field. At their most basic design level,

these studies provide some sort of stimuli to the subjects being studied (e.g., a request

for help) and then measure how the subjects respond. In audit studies, the researcher

sends a communication, while varying some aspect of the sender (e.g., their race) and then

measures how the receiver responds. The purpose of these studies is primarily to measure

whether one group is being treated more poorly than another.

Other field measurement studies follow a similar design, though not always for the pur-

pose of measuring discrimination. For example, in Making Democracy Work, Putnam,

Leonardi and Nanetti (1994) conduct a field measurement study to test whether govern-

ment in northern Italy is more effective than government in southern Italy. For that study,

the authors send three requests for help to bureaucrats in the different regions. They then

tracked how the requests are treated as a way to measure bureaucratic efficiency. Simi-

larly, Butler, Karpowitz and Pope (2012) sent requests to politicians, varying whether it

was about a service or policy issue. The goal was to learn whether politicians put more

effort into one type of activity over the other. The purpose was to not to change these

politicians’ behavior, but rather to measure that behavior. The same is true of other field

measurement studies.

In recent years, several studies have conducted similar studies to measure levels of cen-

sorship. King, Pan and Roberts (2014) used a field measurement study to learn about
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social media censorship in China. For that research, the authors created numerous ac-

counts on social media sites. The authors than randomly submitted different texts to see

which messages would be censored and which would not. Through their approach, the au-

thors were able to gain insights into what types of messages were being censored. Crabtree,

Fariss and Kern (2015) similarly used a field measurement study to assess what messages

private media firms in Russia censored. They did this by asking firms to publish an ad,

randomizing the content of the ad.

Findley, Findley, Nielson and Sharman (2014) have conducted field measurement stud-

ies to make a significant contribution to understanding compliance with international law.

The authors look at the formation of anonymous shell companies. While anonymous shell

companies have been used for legitimate purposes, they also are a way that criminal and

terrorist elements finance their operations. In response to concerns about shell companies

being used to facilitate bad behavior, most countries in the world have signed on to inter-

national standards that require a notarized photo ID from the actual company owners. The

authors conducted their study to learn whether the individuals who provide incorporation

services are abiding by the international agreement. To do so, they posed as consultants

seeking to form anonymous shell companies. They approached thousands of services that

help clients form these companies and found that a large number of providers are willing

to provide the service without requiring the required identification documentation. Their

also provided numerous insights into factors that lead to more or less compliance with the

international standard. These studies highlight how audit studies are part of a large set of

studies aimed at using similar methods to measure what is happening in the real world.

The advantage of audit studies, and all field measurement studies, is getting an externally

valid measure of the behavior of subjects under study. One concern about surveys is that

the responses can be cheap talk. This is especially true when the topic under investigation
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involves behavior that is socially unacceptable. Findley, Nielson and Desposato (2016),

for example, conducted follow up interviews with some of the same people who had been

part of the field experiment they had done. In that survey they asked respondents what

documentation they would require if someone asked for help in creating an anonymous

shell company. Because these same individuals were part of the field measurement study

they had conducted, they could compare the survey responses to the individuals’ actual

behavior.

The results of their study show that the survey results overstate the level of compliance.

There are two reasons why the survey results understated the level of bad behavior. First,

some of the worst offenders did not complete the survey. Second, the people responded

to the survey, provided self-reports that were better than their actual behavior. In other

words, respondents systematically underreported their own bad behavior.

These same two factors are likely to be a factor in any survey of discrimination. First,

the people who are most discriminatory may be more likely to opt out because they know

that their behavior is wrong. If we try to draw conclusions based on the people who opt in,

we can get results that under estimate the level of bias. Field measurement studies avoid

this issue by getting the full population or a random sample of the population of interest.

Second, social desirability is likely to be a big issue in these contexts. Discrimination,

the focus of most audit studies, is the type of topic which is likely to suffer from social

desirability effects. If we ask people about their own discriminatory behaviors and atti-

tudes, they are likely to present themselves as better than they are. Audit studies avoid

this potential pitfall by looking at their behavior when they do not realize they are be-

ing studied (and thus cannot artificially change their behavior to look less biased to the

researcher than they actually are). The audit study, if well done, captures behavior in

action, unaffected by social desirability bias.
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Finally, audit studies have a relatively clear interpretation that make them an attractive

tool for studying the how officials treat individuals from various groups. Many of the audit

studies in political science have been used to compare how public officials treat different

groups of individuals (see review in Costa (2017)). Political science is broadly interested

in questions related to the equality of how groups are treated. Numerous studies on

representation, for example, try to answer whether politicians give preference to one group

over another. However, studying whether politicians represent a group’s opinion on the

issues better than they represent another group can be really difficult. However, in the

context of an audit study, there is a straightforward way to measure if the politicians are

being equally responsive: Do they put the same effort in responding? Everyone who sends

a message wants a response. We can directly measure if they get a response. This is not to

say that we shouldn’t continue to look at other forms of responsiveness and representation.

Rather the point is that this one feature that makes it easier to make a clear interpretation

of how the officials respond.

2.2. Basics of Audit Studies

Most audit studies involve testing for discrimination in how a group responds to some

type of request (e.g., an email seeking help, a job application, a housing application, etc.).

Audit study designs generally involve the following simple steps:

• Identify the question and sample.

• Develop the instrument(s).

• Send messages.

• Measure the outcome by looking at responses.
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To illustrate these steps, consider studying whether bureaucratic offices exhibit racial

discrimination against blacks relative to whites. Researchers could study this question by

sending email requests for help to different bureaucratic offices, randomizing whether the

request comes from someone who is black or white. They could then measure how the

office responds to these requests to see if the offices are less responsive to requests from

blacks. By following these steps, researchers can measure levels of discrimination. In the

rest of this section we highlight a few of the major decisions that go into following these

steps.

2.2.1. Be precise about the question and the sample

Audit studies are well suited for studying discrimination. We follow Pager and Shepherd

(2008) and define discrimination as the way a group is treated. Discrimination, which

involves behavior, is distinct from holding racist attitudes, beliefs, or ideology. All of these

other factors can motivate behavior. Studying discrimination does not presume what

is causing the unequal behavior (see discussion in Pager and Shepherd 2008), though a

promising direction of future work would be to examine those causes.

Most audit studies will focus on measuring whether a group is engaging in some form of

discrimination. In our running example, the researchers are interested in testing whether

bureaucratic offices are less responsive to blacks than whites. An audit study is appropriate

for this question because it is focused on the behavior of the people in offices.11

It is also important to be precise about the sample. In many existing studies, researchers

contact legislative offices (Butler and Broockman, 2011a, 2009; Butler, 2014; Gell-Redman

et al., 2018b). Even if the researchers use the legislator’s email address, these requests are

likely to be dealt with by staff. In other words, these studies are not about legislators, but
11If the theoretical question regards the reasons for the differential treatment, the audit study may not be

the most appropriate design. The researchers should consider other designs.
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rather about legislative offices. This is not to say that these studies are not informative;

rather it is important to be precise about who or what we are studying. These studies

speak to the behavior of legislative offices, which can be informative about how legislators

represent their constituents (Salisbury and Shepsle, 1981). As a researcher it is important

to be clear about the sample and ensure that it the correct sample for the question of

interest. In our running example, the researchers are interested in learning about how the

bureaucratic offices deal with requests.

2.2.2. Develop the instrument (or message) to maximize the

likelihood that it reflects a commonly encountered

communication

Audit studies are typically used to measure the level of discrimination that citizens face

in life. This is best done by creating an instrument (or message) that people are likely to

send. Instrument here refers to the thing that the researcher is sending to the people being

studied. In a study of job market discrimination, the instrument would be the resume used

to apply for jobs. In our running example, the instrument would be the email message

that the researchers send to the offices.

It is crucial that the researchers develop the instrument so that the sample being studied

approach the communication in the same way they normally would. If the people in

the sample suspect that they are being studied, they may behave differently leading the

researcher to make incorrect conclusions. This point is so important, that the next section

is devoted completely to advice on how to do this.
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2.2.3. Hold confounding factors constant

Early audit studies involved having actors from different racial groups, apply for jobs or

housing programs. The actors would apply in person and the researchers would see if the

racial minorities were treated differently. One concern about these studies is that the actor

who were racial minorities would differ from the white actors in systematic ways. If these

differences were also relevant to the hiring or housing decision, then it would be possible

that these confounding factors might be responsible for the differential treatment.

In order to avoid this potential criticism, researchers would identify people who were

similar to begin with and then they would train the actors to respond in similar ways

(Gaddis, 2018a). The goal was to minimize any potential confounding characteristics.

However, because it is nearly impossible to deal with all potential confounders, skeptics

raised concerns that any measures of bias were inaccurate.

In response to these criticisms, researchers have transitioned to sending messages by

mail or email. This allows them to send messages that are identical expect for in ways

that researchers intentionally manipulate. Returning to our running example, researchers

might send email messages to bureaucratic offices that are the same in every way except

in the name of the sender.

2.3. Maximizing External Validity

As mentioned above, researchers need to maximize the realism of their instrument. There

are at least two important reasons for this. One is because researchers should conduct the

study in a way that does not cause study subjects to be suspicious. If the study population

suspects that the message that they receive is not typical, they might doubt the identity

of the sender, and come to think that the message was sent by a researcher. This could
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change how they respond, potentially biasing the results away from the very thing you

want from a study like this. For example, perhaps a group normally responds more to

whites than blacks. However, imagine that they suspect that researchers are studying

their potentially discriminating behavior. In this case, they might then be more careful at

responding to communications from blacks to the point where they respond more to them

than whites. This could lead researchers to actually reach the exact wrong conclusions

that blacks receive better not worse treatment.12

Another reason why researchers should maximize the realism of their instrument related

to what we want to learn from audit studies. Typically, researchers conduct audit studies

because they want to learn about how the average member of a group is treated in some

interaction. If the study population suspects that the message that they receive is not

typical, then they might think that the individual sending it is also atypical in some

unknown way. This could cause them to treat the sender differently than the average

member of the sender’s group. The result of this would be that the researcher’s findings

would be biased in that they would not describe the experience of an average group member

but of an atypical one.

2.3.1. Include typical requests in the instrument

There are several areas in which researchers might be particularly concerned about the

realism of their instrument. One area is the type of requests included in the instrument.

Before determining what request(s) to make of the study population, researchers should

ensure that these requests are similar to the ones that their subjects usually receive. They

12Another way of thinking about this issue is in terms of social desirability bias. When people know they
are being surveyed they underreport discriminatory attitudes. If people know they are being audited —
they will similarly adjust their behavior on those specific communications to look less discriminatory.
The whole advantage of an audit study is to avoid this type of social desirability bias. If subjects
believe that the message they receive is not a genuine, then this advantage is lost.
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can do this in several ways. One approach is to conduct qualitative interviews with mem-

bers of the study population about the work they do and the type of interactions that they

have with the public (Terechshenko et al., 2019).13 Researchers often conduct audit studies

to examine how offices (legislative, bureaucratic, etc.) behave. When this the case, another

approach that researchers can use is to use requests that appear in the frequently asked

question sections of office websites. When the study population consists of public offices or

officials but neither of these two approaches is possible, researchers might want to consider

issuing Freedom of Information Act requests for all messages received by the study popu-

lation. After receiving these text corpora, researchers could use machine learning tools to

summarize them and to construct typical requests.

2.3.2. Use different aliases

In the majority of audit studies, researchers create a set of fictitious identities and use these

to send messages. Sometimes researchers use these identities to detect discrimination,

sometimes they use them to conceal the fact that the messages come from researchers.

The names that researchers use with these identities should be carefully selected. This is

because each name signals a number of things about the identity of the sender. In the

interests of maximizing the believability of the messages, researchers should select names

that are typical among members of the individual identity’s group. For example, this

means that first names like ‘Apple’ and ‘Nefertiti’ should probably be avoided.

In many cases, researchers use the name to signal the race, ethnicity, or gender of their

fictitious identities. When researchers do this, they should check how the names they use

are perceived. A growing literature suggests that names commonly assumed to strongly

signal a specific racial or gender identity might only signal that identity weakly (Gaddis,
13Researchers might then want to exclude the individuals they interview from their study, as they might

be more likely to think that the instrument was sent from a researcher.
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2017e,b; Crabtree and Chykina, 2018). One important finding from this literature is that

that perceptions of names vary across study populations based on subject race, education,

and geography. Researchers have two options to deal with this potential problem. One

is that they can use names that have been tested by other researchers. For example,

Hughes et al. (2019) provides in their appendix a list of the names they used along with

the results of a survey they conduct about popular ethnic perceptions of these names.

Another approach is that researchers can pre-test their own names through platforms such

as Amazon’s Mechnical Turk. In the context of our running example, one could do this by

selecting a large bundle of names and asking Mechnical Turk workers (MTurkers) to assess

the likelihood that the name belongs to a black or white individual.14 The results from

this exercise would allow researchers to select the names that are most strongly associated

with black or white individuals.

2.3.3. Use multiple requests and names

A potential issue for researchers is that one of their subjects might receive multiple mes-

sages or that their subjects share received messages with each other. This is potentially

problematic if those messages are identical are identical in nearly all aspects. That might

lead subjects to doubt the authenticity of the messages or discern the intentions of the

researchers, effectively spoiling the experiment. A way that researchers can potentially

get around this issue is by randomly varying aspects of the instrument, such as included

requests and sender names. In our running example, we might send several different types

of requests to bureaucratic offices and use several different names to signal black and white

14One potentially useful source for names is birth certificate or United States census data. These data
sources indicate the prevalence of names among racial groups. One limitation of these data, though, are
that they indicate only how common the names are among groups, and not how common individuals
perceive the names to be among groups. Because subject perceptions might not match objective reality,
we care more about the former than the latter when selecting names.
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identities. By doing this, we would make it less likely that the messages would seem related

to each other, which would decreases the chances of potential discovery.

There is a second compelling reason to use a range of requests and names. Researchers

often want to claim that the results of their study are indicative of more general social

phenomena. By using different requests and different names, researchers can help ensure

that their results are not specific to any one request or name. For example, if researchers

in our running example only use one black name, then they cannot be sure that any

discrimination that they observe generalizes beyond individuals with that name.

2.3.4. Use reasonable email or postal services

Once researchers have developed an instrument, they need to deliver it. To do that,

researchers typically create email or mail addresses for each identity that they use in

their study. To maximize the believability of their intervention, researchers should use

addresses that do not raise subject suspicions. This can be done by using common email

or mail services, such as gmail.com or a post-office box. If researchers are using email

to deliver their instrument, they should consider creating unremarkable email addresses.

For example, if the name for one identity is ‘Jane Smith’, they might want to create the

email address ‘jsmith872998gmail.com’.15 In some cases, researchers might want to have

their identities associated with a real or fictional organization. This might lead them to

partner with organizations and use their email domains to increase the believability of

their messages. If researchers are pretending to have their emails come from a fictional

organization, they could register a domain name of this organization and create a basic

15If the researchers include numbers in their email addresses, they should think carefully about using
sequences that do not necessarily indicate a birthdate, area code, zip code, or some other attribute of
the sender. This means that researchers might want to avoid using 3- and 5-digit sequences that might
reveal sender place and 2-, 4-, or 6-digit sequences that might indicate sender age.
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webpage for it as well.16

2.3.5. Check the final instrument

Once researchers have a draft of the final instrument, they should perform two additional

checks. The first is that they should try and ensure that their instrument is not the same

as one used in a prior study. As a corollary, they should definitely not borrow parts of

their instrument from previously completed studies. This can cause significant problems

for researchers. As an example, White et al (2015) used a set of names and email addresses

to determine if local election officials exhibited bias against Latinos in September 2012.

Approximately 4 years later, https://www.thedenverchannel.com/news/investigations/fbi-

probes-emails-sent-to-county-clerks-across-colorado-and-12-other-states. Some local elec-

tion officials detected the similarities and posted a notice on a public bulletin board that

individuals should not respond to these emails, in effect contaminating Ayres’ study.

The second thing that researchers should do is ask several individuals who are or have

been part of the study population to read the instrument and provide input.17 In our

running example, we could ask individuals who used to work at bureaucratic offices what

they thought about our instrument. These exchanges between researchers and subject

population can help identify issues with the instrument or suggest new ways of improving

it or the broader experimental design.

16If researchers take this approach, they also might want to consider adding using website analytics to
determine the extent to which subjects the site. Many visits might indicate that subjects found the
instrument atypical in some way.

17These individuals should be excluded from the study.
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2.4. Additional Design Considerations

2.4.1. Internal validity

As we discuss above, the internal validity of any empirical claims made from audit studies

depends on the subject pool not knowing that they are the participants in an experiment.

Just as importantly, the internal validity of these claims also depends on the identities used

by the auditers appearing identical (in both observed and unobserved ways) to participants,

with the exception of whatever attributes researchers intentionally manipulate (Heckman,

1998a). When identities do not otherwise appear identical, then researchers cannot be

sure that any discrimination that they measure is related to the characteristics that they

manipulate or to some other characteristics that correlate with them and might vary across

identities.18 These two issues are part of the reason why most audit studies are conducted

via correspondence now, rather than in person (Neumark, 2012; Gaddis, 2018a). For

example, by sending messages to subjects, researchers have more control in how they

construct indentities, making it easier to create similar auditee profiles. In our running

example, it would be more feasible to create two constituents who are the same except for

their race than to find a white person who is interchangeable with a black person in every

other way except for their race.

Thankfully, there are a variety of ways in which we can empirically assess the extent to

which identities might appear the same. One approach is to pretest the different identi-

ties with some survey population, such as MTurkers (Gaddis, 2018a). The idea here is to

ask respondents a series of questions about each identity’s observed and unobserved char-

acteristics. If the responses indicate that the only differences relate to the manipulated

18Another way of thinking about this is that the results from audit studies depend on the excludability
assumption that the manipulated characteristic drives differences in how subjects respond and not some
other characteristic (Butler and Homola, 2017a; Gerber and Green, 2008).
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characteristics, then researchers can be more confident that they have not failed to set

some attributes constant.

2.4.2. SPAM Concerns

One potential concern with conducting audit studies via email is that messages might be

automatically marked as SPAM. This would mean that subjects might not receive their

assigned treatments. This would potentially be very problematic if certain experimental

treatments or treatment combinations were more likely to be identified as SPAM. The issue

here is that this would decrease the probability that messages with those treatments would

receive a reply, potentially leading researchers to believe that bias exists where it does not.

To help guard against that possibility, researchers should test their messages with SPAM

classifier software. This type of software estimates the probability that a message would

be marked as SPAM. While there are free online tools that can do this, they are often slow

and require manual input, which could lead to errors. We have developed an R software

package, spamcheck, that allows users to query a number of SPAM classifiers and returns

a set of probabilities that they can use to evaluate their messages. The package is available

on https://github.com/cdcrabtree.

2.4.3. Email tracking

2.5. Ethical and Other Considerations

In addition to the design considerations we have discussed, authors should also consider the

interests of the research subjects. We should adjust the design when needed to minimize

any harm to subjects. And if there is sufficient cause for concern (and no way to mitigate

those concerns) we should not conduct the research. This is true even if the research
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receives approval from the institutional review board (IRB).19 Taking steps to mitigate

potential concerns is in the interest of research subjects and our research community.

The ethical considerations of all projects need to be evaluated on their own merit. How-

ever, there are some concerns that frequently arise with audit studies. First, research

subjects may have to waste significant resources to respond. Even if this is not true for

any one individual — some replies might take only a minute — it might still be true in

the aggregate. Second, there is a concern about embarrassing study subjects by releasing

their information. Third, there is a concern about the fact that researchers who conduct

audit studies do not ask subjects for their consent.

In trying to deal with these and other issues, our own advice is that researchers think

about what the worst thing is that could happen if they implement their study. What

is the maximum level of regret they could have? With this in mind, they should then

make design changes that minimize that potential maximum level of regret. For instance,

a researcher might want to conduct a study of election officials in advance of an election.

The worst thing that might happen here is that the intervention causes election officials

to have less time for registering voters, resulting in lower voter turnout. To minimize the

maximum level of regret, the researcher might conduct the study during a non-election

period.20 We can think about this rule of thumb as we discuss the three issues raised

above. Researchers can also apply the same rule of thumb as other project-specific issues

arise in their own research.

One common concern is that researchers are wasting public officials’ time. This concern

is one reason why many audit studies include really simple requests in their instruments.

19As Driscoll (2015) points out, IRBs exist principally to minimize the legal liability of colleges, and not
to carefully evaluate the ethics of all studies. Since researchers know comparatively more about their
subjects and their study design, they must actively police their own work.

20It might be less interesting, of course, or less relevant theoretically to examine biases in election official
behavior at non-election times. This example highlights the trade-off that researchers must face in
minimizing the maximum level of possible regret.
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We think that researchers should continue this general practice and keep time-consuming

requests to a minimum, even if this imposes constraints on what can be studied.

Another thing we can do more often is to recruit real people to send the messages. Butler,

Karpowitz and Pope (2012) conducted an experiment where they asked students to write

to their members of Congress and their state legislator. Not only did the students write the

letters themselves, they were given the responses that the researchers received. It is true

that these students would probably not have written their letters without encouragement

from the researchers; however, we think that encouraging people to communicate with

their elected officials is generally a good thing. One could easily imagine that being part

of a homework assignment in a class. Indeed, this is one way that we as researchers might

implement this suggestion; by asking students in a class to participate by writing a letter

where something about the communication is randomized.

While we think that researchers should use real people when possible, the reality is that

researchers will not use this approach unless reviewers reward it. This should not be a

decisive factor for a paper’s fate. We should not simply accept an audit study because it

uses real people (nor should we reject an audit study because it does not). Rather, we

are advocating that using real people should be a positive consideration when evaluating

a paper for publication.

Embarrassing the research subjects is one of the other concerns that is common to most

audit studies. We must guard against this. The goal of the people is not to embarrass

specific people. The goal is to identify problems so they can be improved. Perhaps the

single most important way we can mitigate this concern is by maintaining confidentiality.

This is a simple solution, but it is vital. Messing this up, even once, could have very

negative effects not only for individual researchers, but for the study of political elites, and

perhaps even the field as a whole.
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The third factor we raised above — consent — is the hardest issue. For all of the reasons

we have laid out above, an audit study is most useful when people do not know they are

being studied. If we have to get consent, the worst offenders could opt out and/or people

might change their behavior to act better than they normally do when interacting with

others. Requiring consent would ruin the usefulness of most audit studies. The concerns

about not getting consent, along with other potential issues, has to be weighed alongside

the benefits of the study. We think that if other concerns are sufficiently minimized, and the

articulated benefit is clear, then many audit studies are still worth pursuing. Identifying

bias and studying ways to minimize it is an important societal benefit. Indeed, the recent

rise of exclusionary political rhetoric and the concurrent increase in hate crimes throughout

the United States and Europe, suggest a profound need for social science research that helps

diagnose and eliminate discrimination.

Because of these concerns, all researchers should ask whether they need to conduct an

audit study to answer their question of interest. In some cases, researchers can answer their

question by reanalyzing the results of a previous audit study. If so, then the researchers

should approach the question in that way. In practice this can be done by researchers

sharing their data in ways that maintains the research subjects’ confidentiality. Ideally,

these deidentified data would be shared on the Dataverse or a GitHub repo, so that others

might have wide access to them and be able to easily build on prior work.
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Chapter 3.Email Audit Studies

3.1. Introduction

What is an audit study? An audit study (or correspondence study) is one way of assessing

hard to observe behaviors, such as discrimination (Heckman, 1998a). The general structure

of an audit study is very simple. To begin with, researchers create some set of identities.

The initial identities share the same characteristics. Scholars then randomize one or more

attributes of the identities, such as race or gender. Next they use these identities to

accomplish some task, like applying for jobs, renting housing, or contacting legislators.

These tasks can done via phone, mail, and email. Finally, scholars compare how individuals

— such as prospective employers, landlords, or legislators — respond to the putative

identities. Any difference in treatment across the randomized attributes is interpreted as

evidence of some latent bias. For example, if landlords respond to inquiries from Blacks

less frequently than inquiries from Whites, then scholars would infer that landlords are

biased again Blacks.21 Scholars have used audit studies to observe biases in nearly every

facet of common life — in political interactions (Butler, 2014; Broockman, 2013; Butler

and Broockman, 2011a; Grose, 2014; Costa, N.d.), in housing transactions (Gaddis and

Ghoshal, 2015; Turner et al., 2002; Hogan and Berry, 2011; Oh and Yinger, 2015), in

21The other chapters in this volume describe these studies in greater detail.
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economic exchanges (Riach and Rich, 2002), in employment decisions (Neumark, Bank and

Van Nort, 1995; Bertrand and Mullainathan, 2004a), and in many other spheres (Pager

and Shepherd, 2008). Taken together, the results from these studies have considerably

improved our collective understanding of discrimination.

The important point for this chapter is that an increasing number of these audit studies

are being conducted over email.22 There are several reasons for this. One reason is that

email is an extremely common means of communication; approximately 2.6 billion people

sent over 205 billion messages in 2011 (Radicati and Hoang, 2011). Email can be used to

accomplish virtually any communication-related task — from exchanging documents, to

sharing personal news, to organizing collective actions, to conducting business transactions,

or even to requesting assistance from public officials. The dominance of email as a mode

of communication is indicated by the fact that workers report spending up to 50 percent

of their day reading, writing, and managing emails (Stocksdale, 2013). This widespread

use of email helps researchers because it provides them with opportunities to engage in

many different types of interactions and thus potentially observe discrimination (or other

phenomena) across many contexts.

Another reason why the number of email audit studies is increasing is because they are

relatively inexpensive to implement. There are costs to conducting audit studies through

other means, such as the mail, that simply do not apply to email studies. For instance, in

the case of mail, these costs might include stamps, post office boxes, enumerators in differ-

ent locations. In contrast, anyone with an Internet connection can send and receive emails

for free. This means that researchers with limited resources — such as graduate students

and junior faculty — might find email a particularly attractive means of conducting their

22Some recent examples of this include Gaddis (2014); Gaddis and Ghoshal (2015); Sharman (2010);
Radicati and Hoang (2011); Oh and Yinger (2015); Milkman, Akinola and Chugh (2015, 2012); Lahey
and Beasley (2009); Hogan and Berry (2011); Giulietti, Tonin and Vlassopoulos (2015); Findley, Nielson
and Sharman (2015); Bushman and Bonacci (2004); Butler (2014).
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correspondence studies.

Despite these advantages, email audit studies are perhaps underused. One reason for

this could be that they are often difficult to implement, particularly for scholars who are

inexperienced with conducting audit studies. Surprisingly, there are no general introduc-

tions to the approach. Another reason why email audit studies might be underused is

because scholars might think that they can only examine a narrow range of social phenom-

ena. While the vast majority of email audit studies have focused on unearthing evidence

of racial, ethnic, or gender discrimination, this general form of study can be easily adapted

to examine a wider range of social phenomena.

In this chapter, I address both of these issues with the goal of increasing email au-

dit study use.23 The first section of the chapter attempts to reduce the complexity of

email audit studies by providing a comprehensive guide to implementing one. This guide

describes the steps involved in conducting an audit study. It also offers detailed recom-

mendations about how researchers should collect, send, and code emails, since these are

perhaps the most intimidating steps to inexperienced scholars. The primary focus of this

section is on describing computerized, time-saving solutions to common issues. The R code

used to address these issues is available online at charlescrabtree.com/email_audit and

auditstudies.com.24

23I acknowledge that there are instances in which researchers cannot or should not implement an audit
study over email. Perhaps the biggest reason for this is it might be impossible to collect email addresses
for some populations. For instance, it would be very difficult to get email address information for a
random sample of Americans. Similarly, one can imagine international contexts, such as many emerging
market economies, where it might even be difficult to gather email addresses for public figures, such
as government members. In addition to this concern, it is also probably true that some interventions
are less plausible over email than through regular mail or via phone. To the extent that researchers
want to maximize the ecological validity of their interventions, they might want to conduct them via
alternative means. Yet, despite these limitations, I still think that there are substantial opportunities
for conducting additional email audit studies. These opportunities will continue to increase so long as
email remains one of the most widely used means of communication.

24While I focus on using R to address some implementation issues, researchers should be able to accomplish
similar tasks in Stata or using other programming languages, such as Python.
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The second section of the chapter offers several suggestions about how scholars can adapt

audit studies to investigate a broader range of social phenomena. It provides examples of

non-traditional audit studies and discusses how those designs might be modified to answer

other theoretical questions. This deconstruction of prior research might be helpful to

scholars who are interested in audit studies but think that they cannot be used in their

research.

3.2. Guide to Implementation

How can a researcher conduct an email audit study? This section addresses that ques-

tion by providing an overview of the implementation process. Before discussing individual

steps in detail, we first provide a general outline of the stages involved in a typical email

audit study. These eight stages are listed in Figure 3.2. They include (1) experimental

design, (2) sample selection, (3) email address collection, (4) covariate collection, (5) treat-

ment randomization, (6) treatment (i.e. email) delivery, (7) outcome collection, and (8)

analysis.25

3.2.1. Experimental Design and Sample Selection

While each of these steps is extremely important, I do not discuss the first two. Many

excellent texts deal with issues related to design and sampling (e.g., Gerber and Green

(2012); Lohr (2009)). I refer interested readers to them.

Regardless of what researchers decide regarding experimental design and sample selec-

tion, they should consider pre-registering these choices, along with their theoretical ex-

25One additional stage not discussed here is getting institutional approval, typically provided by an in-
stitutional review board (IRB), for conducting the intended study (Driscoll, 2015). Gaddis (2017a),
Riach and Rich (2004), and Yanow and Schwartz-Shea (2016) provide excellent guides that can help
scholars navigate IRB concerns and ethical issues.
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Figure 3.1: The eight stages of a typical email audit study.
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pectations and analytic strategy (Olken, 2015; Franco, Malhotra and Simonovits, 2014).26

There are many possible reasons to write a pre-analysis plan.27 If scholars pre-register their

research designs, they might think more clearly about their theoretical expectations and

the extent to which their proposed design might satisfactorily test them. Pre-registration

should also lead to fewer questionable research practices, such as analyzing the data in

whatever way leads to statistically significant results (i.e. ‘p-hacking’) or hypothesizing

after results are known (i.e. ‘HARKing’). This is because it forces researchers to commit

to analyzing and discussing the results as discussed in the pre-analysis plan (Olken, 2015).

Finally, researchers might want to pre-register their designs because journals in some fields,

such as political science and psychology, are increasingly encouraging this practice. Pre-

analysis plans can be posted on sites like American Economic Association’s RCT Registry,

Evidence in Governance and Politics, or on personal academic webpages.

3.2.2. Email Address Collection

Once a researcher has designed an experiment and selected a sample, they need to collect

email addresses for each participant in their sample. This is typically one of the most

difficult and time-consuming steps. One of the things that make this so difficult is that

researchers often want to recruit a large number of participants. This could be because

they want to maximize statistical power or because they want to increase the external

validity of their findings. Regardless of the reason, gathering contact information and

other details for large samples can be intimidating. I briefly discuss here some of the ways

that researchers can efficiently collect contact information for their sample.

Thankfully, this task is now perhaps easier then ever before. In many cases, researchers

can find participants’ emails online, either individually or together as part of a mailing
26Lin and Green (2015) offer detailed advice on some of these decisions.
27Coffman and Niederle (2015) discusses some of the limitations of pre-analysis plans.
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list. This is particularly true in the case of public figures. Sites like everypolitician.org and

sunlightfoundation.com provide data for elected officials. Lists of unelected officials emails

are often available from offices in Washington, D.C. or at state capitals.

Even when the information has not already previously been compiled by others, re-

searchers still have many tools at their disposal that can reduce the time they would spend

on data collection. One quick way to collect contact information is by scraping it from

websites, such as job boards, or state agency employee listings. Building a web scraper used

to be something that only a well-trained programmer could manage, but the diffusion of

programming tutorials and the ready availability of example code at sites like github.com

or stackexchange.com, have made it so that even individuals inexperienced with program-

ming can adapt existing scrapers to their own purposes. The online appendix to this

chapter contains code to build a minimal scraper, as well as instructions on how it might

be modified to scrape other websites.

Some sites present problems to basic scrapers, though, such as login screens or paywalls.

In these cases, researchers have two options. If they have research funds, they might

consider paying a programming freelancer to create a custom scraper for them. Sites

like elance.com and guru.com can help researchers find qualified help. Since building a

scraper is a rather basic programming task, the job would not cost much. If researchers,

however, cannot (or will not) pay for a freelance programmer to build a scraper, then they

can explore what-you-see-is-what-you-get solutions, such as the excellent Web Scraper

extension for Chrome.

After collecting emails, researchers should drop obviously invalid email addresses. This

includes emails that do not contain an ’@’ symbol, emails that contain spaces, and emails

that are actually website addresses, among others. One reason to drop bad email addresses

before implementing the experiment is to reduce the number of invalid email notifications
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received post-implementation. Scholars should not worry too much about catching every

invalid address, though. Since treatment is randomized, they should be able to drop

observations that contain bad contact information without biasing inferences.

3.2.3. Covariate Collection

Researchers might gather covariates either prior to or alongside email addresses. There

are two general reasons to collect covariates related to their sample. One is to examine

treatment effect heterogeneity. Another is to include it in the randomization scheme. In

many cases, scholars can use the same techniques to collect covariates as they do to collect

email addresses.

3.2.4. Treatment Randomization

After collecting covariates, researchers should then decide how they intend to randomize

treatment. There are many ways that you can do this. One approach would be to just use

a random number generator. A more sophisticated approach would be to assign treatments

within blocks. I typically use the R package blockTools for this (Moore and Schnaken-

berg, 2012). The choices that researchers face at this step are not unique to email audit

studies, though, so I do not discuss them at length here. Gerber and Green (2012) offer a

particularly good guide to the pros and cons of various randomization schemes.

3.2.5. Email Delivery

After scholars randomize treatment assignment, they need to assign those treatments to

participants. Since this chapter focuses on email audit studies, I assume that treatments

are being delivered via email. In order to assign treatment then, researchers need to email

study participants.
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Researchers can send emails manually. This would involve sending each email one-

by-one through an email client or web application, such as gmail.com. There are two

problems with this approach, though. The first is that it can be time-consuming to send

many emails this way. It might also be impractical for researchers who intend to contact

very large samples (Butler and Crabtree, 2017a). The second is that researchers might

make mistakes when sending emails manually. They could, for example, assign the wrong

treatment to a participant, or accidentally fail to send emails to some participants. This

is a problem because mistakes such as these could lead to invalid inferences.

Researchers can also send emails automatically with the help of a programming script.

There are several advantages to sending emails like this. The first is that it can dramatically

reduce the time that researchers spend actually sending emails. Instead of addressing emails

to individual participants, scholars would only need to execute a loop of code that would

iteratively email each participant. The second is that it reduces the possibility of error. If

prepared properly, the script should correctly assign treatments and email all participants.

A third advantage is that a script can record the exact time that emails are sent. This is

useful if scholars have theoretical expectations regarding how treatments influence not only

whether individuals respond, but how long they take to respond as well. Taken together,

these advantages suggest that scholars should send emails through scripts.

While researchers might understand why they should do this, it is often less clear about

how they should do this. I provide a detailed outline of this process below. This is based on

a set of best practices developed over more than a dozen email audit studies with various

collaborators. The outline is broken down into two sections. The first describes the steps

researchers should take prior to sending emails. The second describes the steps involved

in sending the emails.
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3.2.6. Pre-Implementation

To begin with, researchers should create an email delivery account for every putative

identity used in the experiment. In the past, I used free email accounts from services like

gmail.com and yahoo.com. Many free email providers have changed their security policies,

though, making them untenable solutions for researchers who want to send their emails

through programming scripts.

Recently, I have used Google Apps to send email, though other domain hosting services

like dreamhost.com would work. While this approach imposes a marginal monthly cost

($5 to $10 a month), it allows scholars to get around the security restrictions now common

with free accounts. The main downside of this approach is that it requires emails be

sent from a domain name that the researcher registers. In several experiments, I have

registered and used domains that include a combination of the first and last name for a

putative identity. The potential problem with this, however, is that individuals who send

emails from custom domains are presumably different from other individuals in important

ways. For example, they probably possess higher tech skills and they might have more

disposable income. Another option is to register a domain name for a dummy corp (e.g.,

dummy-corp.org) or email provider (e.g., thefastestemailever.org). In order to make

the domain name seem more legitimate, I typically put up a basic webpage at that domain.

The trick with this approach is that it can be difficult to register domain names that do

not bring to mind specific association(s). Unfortunately, there is not a clear solution to

this problem, and researchers simply have to evaluate the advantages and disadvantages

of each approach within the context of their experiment.

After researchers have created the email accounts they will use in their experiment, they

should create an additional email account. This will be the master account from which

researchers can monitor initial responses and collect final outcome data. All email delivery
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accounts should be set to forward email to this account. There are three primary reasons

to create a master account. The first is that researchers might want to monitor emails

as they arrive, so as to make sure that the experiment was successfully implemented.

Researchers should avoid monitoring the original replies, though, as it is very easy to

accidentally respond to a message. In some cases, a reply might raise participant concerns

and lead to unnecessary problems. The second reason is that it is easier to collect outcome

data from one account than many. The third is that bad things can happen with email

accounts. Researchers can, for example, be locked out of accounts. It is therefore wise to

keep multiple copies of the emails across accounts. Since the master email account will

only be used to receive emails, I often create a gmail.com account. This is because Google

provides an easy interface for exporting emails.

Once researchers have setup the email delivery and master email accounts, they can

attend to other details. They need to write the code that links treatment assignments to

strings of text. For example, scholars might need to assign all observations with the value

1 in the treatment column to the text ‘string’. Scholars should also create the strings

of text that comprise the non-random email components, such as email valedictions or

salutations.28 After that, scholars will need to write the code that combines the random

and non-random strings of code into a complete email. The online appendix for this chapter

includes R code for both steps.

Finally, scholars should create a script that will deliver their emails. The script should

loop through each observation in the dataset. In each iteration, it should extract an

observation’s email address and treatment details, combine the treatments and other text

elements into a complete email, and send the email. After sending the email, the script

28In some cases, researchers might want to randomize the valedictions or salutations. This could be a good
idea if scholars are concerned about some actor observing similarities across delivered emails (Butler
and Crabtree, 2017a).
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should save the time that it was sent. This information can be used to confirm that

individual emails were sent. It can also be used to create an a ‘time to reply’ outcome

measure, as I discuss later. Finally, the script should print the observation number for that

iteration. This is for diagnosing potential problems later. The online appendix for this

chapter includes R code for this loop. It is highly annotated and can be easily adapted to

fit a variety of needs.

The final step before implementing the experiment is to test the script. I suggest that

researchers do this by sending a limited run of emails (20 or 50) to all project collaborators.

The idea here is to test all of the email settings saved in the script. An additional benefit

of doing this is that everyone working on the project can look carefully through the sent

emails. Particular attention should be paid to the email headers and subject lines, which

can be easily ignored. If these emails look good, then the experiment is ready to implement.

3.2.7. Implementation

Researchers begin implementation by executing the script. In an ideal world, the script

will execute successfully, only finishing when all emails are sent. Unfortunately, the script

will most likely fail at some point, causing the loop to stop. This can happen because an

invalid email address remains in the dataset. Most scripts will be unable to parse invalid

email addresses and will register an error when reading them. Since the script prints the

observation number at the end of each iteration, researchers can manually inspect the

dataset to see if the error was caused by an invalid email. If researchers cannot fix the

email address, they then should skip that iteration of the loop.29

29I have assumed here that all emails can be delivered in a single wave. This might not be possible
depending on the email solution used and the size of the participant pool. One potential problem here
is that some servers might limit the number of emails sent in any given 24-hour period. If researchers
need to send emails across multiple waves, they will then need to subset their data into different waves
prior to implementation and then execute the script for each wave.
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The script can also stop because of email server problems. Sometimes servers, even

gmail.com servers, are unable to accept email commands. Sometimes servers will only take

so many email commands within a short period of time. In either case, the script available

in the online appendix will register a server error. The best way to deal with this problem

is to wait a few minutes and restart the loop at the current iteration.

While the script is running, researchers should open the master email account and mon-

itor it for responses. Unless the emails are sent at a really odd time, the participant pool is

really small, or the requests will take a while to address, responses should pour in shortly

after the script has been executed. There are several reasons to check the responses. The

biggest reason is to ensure that the experiment was successfully implemented. Evidence

for this can come from email replies, which often include the full text of the sent email.

Another reason is to ensure that participants appear unaware that they are part of a study.

3.2.8. Outcome Collection

Having sent emails, scholars can begin collecting outcomes measures. The primary outcome

of interest in email audit studies is typically a binary indicator that is coded 1 if participants

replied and 0 otherwise (e.g., Butler (2014), Bertrand and Mullainathan (2004a), and Grose

(2014)). There are two ways that scholars can construct this indicator. The first and most

common way of collecting this outcome is to read and manually code email responses.

The problem with this approach, however, is that it can be extremely time-consuming to

process a large number of emails. Given a sufficiently large sample, it might simply be

impractical to do so.

The second way that scholars can collect this outcome is by using a script to automati-

cally code replies. This approach has the benefit of speed, as a script can code thousands

of emails in minutes. The disadvantage of this approach, however, is accuracy. In some
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cases, emails might not be accurately matched with observations. Most of the time this

loss in accuracy is relatively trivial, influencing only a small number of observations.

Before using a script to code emails, scholars first need to download the data from the

master email account. The exported data will most likely be in .mbox format. At this

point, scholars could either use the script available in the online appendix or one that they

create. The heavily annotated R script performs a number of functions. First, it converts

the .mbox file into 𝑁 .eml files, where 𝑁 represents the number of email replies. Second,

it reads the emails. Third, it extracts the email addresses that are included in each reply.

Fourth, it matches email responses to observations in the dataset. Fifth, it creates the

outcome measure for each observation.

While a binary email reply indicator might be a suitable outcome measure for many

research questions, scholars might also be interested in other outcomes. They might, for

instance, have theoretical expectations about how treatments influence when participants

reply. In this case, they might want to record the time participants take to reply. The

R code included in the online appendix can be easily adapted to extract this information

from the email replies. Once researchers know when they received email replies, they can

subtract the email sent time recorded in the delivery script from this value.

Scholars might also be interested in the length of replies. Reply length could, for instance,

be used as a measure of email helpfulness. While scholars can count the words in each reply,

it is much easier to do this automatically using either the included code or commercially

available software, such as Linguistic Inquiry and Word Count (LIWC) (Pennebaker, 2015).

Finally, researchers might be interested in examining the sentiment of the replies. For

example, they could be interested in how positive or negative the replies were. Scholars

could create this measure manually, by reading and assessing each email. Or they could use

one of several software solutions. For example, LIWC can generate measures of positive and
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negative emotion (Pennebaker, 2015). The difference of these two quantities can be taken

as a measure of positive sentiment (Crabtree et al., N.d.). Another way that researchers

can code this measure is through natural language processing (Manning et al., 2014).

3.2.9. Analysis

Once scholars have collected their outcomes of interest, they can analyze the results. There

are good guides for analyzing experimental results, such as Gerber and Green (2012). For

any additional data analysis needs, I recommend Gelman and Hill (2006).

3.3. Extending Audit Studies

As noted above, scholars across the social sciences are increasingly using email audit stud-

ies to test for discrimination against ethnic, racial, political, and religious groups. Their

efforts have resulted in the accumulation of new empirical findings that have both encour-

aged additional theoretical development and stimulated additional empirical work. While

email audit studies have been used productively to examine some questions, I want to

suggest several ways that researchers can adapt the approach to examine different social

phenomena.

Another way of adapting email audit studies is to use them as the second part of a larger

experimental design. For example, Butler and Crabtree (2017a) conduct an experiment

to reduce discrimination among public officials. In the first stage of their experiment,

they sent a random sample of elected municipal officials an email that called attention

to the growing literature on racial discrimination by political elites. In the second stage,

they emailed nearly all elected municipal officials with requests for information, varying

the racial identity of the putative constituent. They then examined whether the level of
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discrimination exhibited by officials in their treatment group was lower than the level of

discrimination exhibited by officials in the control group.

This type of study suggests the potential of two-stage email audit studies. While Butler

and Crabtree (2017a) use this design to test the effect of an information treatment aimed

at reducing bias, scholars can adapt this two-stage approach to examine the effect of other

treatments on discrimination, compliance, and other types of sensitive behavior.

3.4. Discussion

In this chapter, I have discussed how researchers can conduct email audit studies and how

they can be adapted to address a broader range of possible questions. Specifically, the

first section of the chapter provided both a general outline on how to implement an email

audit study as well as detailed directions about collecting, sending, and coding emails; the

second section discussed several recent non-traditional email audit studies and examines

how the general study design might be adapted to answer a broader range of questions.

While going from the first to final stage in any email audit study can take considerable

time, I think that the results they generate are often worth this cost. I hope that this

chapter has helped reduce some of the effort for novice email auditors and thus encouraged

the use of this simple but powerful study type.

46



Chapter 4.Name Selection in Audit

Studies

Since Bertrand and Mullainathan (2004a)’s pioneering study, hundreds of researchers

have conducted audit studies to investigate the extent of racial (or ethnic) discrimination

in America across myriad contexts (Crabtree, 2017).30 The results from these studies have

done much to advance scholarly research on discrimination across the social sciences (Pager

and Shepherd, 2008; Crabtree and Fariss, 2016). For this reason, papers that center on

audit studies often garner tremendous attention within the research community and even in

the broader public, where they have helped deepen public understanding about the serious

barriers that racial (or ethnic) minorities face in nearly every aspect of common life.

There are reasons, however, to be at least somewhat concerned about the findings from

these studies.31 One of the largest concerns relates to the first and last names that re-

searchers use to signal racial (or ethnic) identities in America (Butler and Homola, 2017a).

This chapter is adapted from Crabtree and Chykina (2018).
30Gaddis (2017d) provides a brief history of this growing literature. While we focus on studies on racial

(or ethnic) discrimination conducted in America here (e.g., Butler (2014), Gell-Redman et al. (2018b)),
scholars are increasingly conducting audit studies in other countries and to detect other types of biases
(e.g., Adida, Laitin and Valfort (2014); Ahmed, Andersson and Hammarstedt (2012, 2013b); Neumark,
Bank and Van Nort (1995); Baert (2016)).

31Pager (2007a) reviews and addresses the major criticisms of audit studies.
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Researchers typically select these names based on either (a) those used in prior audit stud-

ies or (b) government-provided lists that contain population-level statistics of use across

races Gaddis (2017c). The potential problem here is that scholars often ignore the extent

to which these choices accurately map onto how individuals perceive names. In his wel-

come and long-overdue study on that subject, Gaddis (2017c) demonstrates that current

practices do not acknowledge or take into account the many different factors that shape

public perceptions of given names. His findings have obvious implications for how scholars

choose first names to represent racial identities.

Perhaps one of the most important findings from Gaddis (2017c) is that individual

perceptions of first names can change considerably depending on the last names with

which they are paired. Specifically, he shows that the last names researchers use in their

audit studies can substantially strengthen (or weaken) the extent to which individuals

perceive first names as belonging to specific racial (or ethnic) identities. In a separate,

related paper, Gaddis presents additional evidence that this is the case (Gaddis, 2017e).

This means that researchers should think carefully about the last names they pair with

first names.

Unfortunately, as Gaddis (2017c) acknowledges, researchers often don’t. He and others

typically classify last names by race based on population-level usage statistics (Butler,

2014; Butler and Crabtree, 2017a; Gaddis, 2017c,e). This practice, however, relies on the

assumption that individual racial perceptions are in line with the country-wide popularity

of last names among racial groups.

In this paper, we contend that this assumption ignores the crucial importance of geogra-

phy and local demographics. We show that the probability that any individual belongs to a

race is conditional not only on their last name but also on surrounding racial demographics.

This result has two important implications for audit study research: it suggests important
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limitations for (1) the generalizability of audit study findings and (2) for the interpretation

of geography-based conditional effects. This means that researchers should be careful to

select names that consistently signal racial groups regardless of local demographics.

This paper proceeds as follows. First, we describe how researchers typically select last

names for audit studies, laying bare a key assumption behind these choices. Second, we

explain why this assumption is too restrictive in many cases, as it requires individuals

to ignore information about local demographics when inferring the race of an individual

based on their name. Third, we present and justify an alternative assumption that allows

individuals to combine information about name popularity and racial context. We contend

that this assumption more closely mirrors how individuals infer the race of others. Fourth,

we illustrate why these assumptions matter by showing that the probability of a name

signaling a racial group varies across geographic contexts. Finally, we close by outlining

several implications of this finding and introducing an open-source software solution that

researchers can use to assess how the racial meaning of names varies across geographic

locations.

4.1. Last Name Selection

Researchers generally select names for audit studies using one of two strategies. The first

is to use names reported in other audit studies. This is a very common approach, made

easier by evolving norms of transparency in social science research, which increasingly

require that researchers make available details like this. The second strategy is to use

population-level name lists, such as those provided by the United States Census. These

lists contain a series of last names and report their frequency of use across racial groups.32

32It is probably the case that scholars who adopt the first strategy are often indirectly adopting the second
strategy. This is because some of the earliest audit studies relied on these population-level lists (e.g.,
Bertrand and Mullainathan (2004a)).
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The problem with using population-level data, though, is that it requires researchers to

assume that people evaluate names based on the national popularity of those names within

racial groups. In other words, individuals assign the probability, 𝑃 , that an individual

belongs to a race, 𝑅, based on the frequency with which members of that race use a last

name, 𝑆, in the population.33 Formally, this means that 𝑃(𝑅|𝑆).34

In some contexts, this might be a reasonable assumption. We can think, however, of

many cases in which individuals likely make inferences about a person’s race based not only

on their surname but also on local demographics. This is because last names can signal

different races in different places. Elliott et al. (2009) provide a couple powerful examples

where this is the case.

“Persons with the common surname ‘Lee,” for example, are likely to be Korean

or Chinese if they reside in a predominantly Asian neighborhood but not if they

live in, say, Williamsburg, Virginia. Likewise, the Asian surname ‘Ohara’ could

easily misidentify persons living in predominantly Irish neighborhoods.” (4)

The obvious implication of this is that individuals in a predominantly Asian neighbor-

hood are more likely to think that someone with the last name ‘Lee’ is Asian than White.

Likewise, individuals who live in neighborhoods with a large proportion of Irish are more

likely to think that a person with the name ‘Ohara’ is Irish than Asian.

While these are perhaps exaggerated examples, they highlight the fact that in some

contexts individual associations between names and race might be conditional on local

racial demographics, or location, which we denote as 𝐿.35 This could happen when the
33We adapt our notation from Imai and Khanna (2016).
34Researchers typically assume that 𝑃 equals either 0 or 1. We assume instead that 𝑃 is bound from

0 − 1. This means that individuals think that some names are more likely to be held by members
of different races, but does not require that they have perfect confidence about the correspondence
between names and races. Our general argument, however, does not depend on this assumption.

35This seems particularly likely in the context of audit studies, which often focus on local interactions,
such as those between putative constituents and their elected representatives.
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subject of these studies might assume that the fictitious individual contacting them lives

within their community, broadly defined. In light of this, we think that assuming 𝑃(𝑅|𝑆, 𝐿)
is more reasonable than assuming 𝑃(𝑅|𝑆). In the next section, we empirically illustrate

what happens when we incorporate information on 𝐿 when classifying last names.

4.2. Data and Results

To calculate 𝑃(𝑅|𝑆, 𝐿), we follow a well-developed healthcare literature and use Bayes rule

(Elliott et al., 2008, 2009; Fiscella and Fremont, 2006; Imai and Khanna, 2016).36 This

approach provides us a “probabilistic prediction of individual [race or] ethnicity” (Imai

and Khanna, 2016, 265) for a given surname in a geographic area. In the context of this

paper, we interpret this quantity as representing the extent to which an individual believes

a person belongs to a racial (or ethnic) group.

Before applying Bayes rule, we need several inputs. First, we need a selection of last

names. We take our list of 20 surnames from (Gaddis, 2017c). Second, we need a set of

spatial units. For this application, we use the population of 3, 142 US counties.37 Data for

this is supplied by the Census API. Third, we need population-level data on surname use

across racial groups as well as the racial demographics of counties. We use the R package

wru to dynamically call these data.

We also use wru to apply Bayes rule and generate the predicted probability of a name

signaling a race (or ethnicity) (Imai and Khanna, 2016) for all 3, 142 US counties. We

generate these probabilities for three racial (or ethnic) groups — Blacks, Hispanics, and

Whites. We then plot the results of this exercise in Figure 4.1. The vertical axis lists

the 20 names we used. The horizontal axis displays the distribution of the probabilities
36Imai and Khanna (2016) provide an accessible introduction to the math involved.
37Researchers, however, could adapt our approach to other geographical areas, such as Census blocks,

tracts, or voting precincts (Imai and Khanna, 2016).
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generated using Bayes rule across US counties. The probabilities of a name belonging to a

race sum to 1. The left panel plots 𝑃(𝑊ℎ𝑖𝑡𝑒|𝑆, 𝐿) for each name, while the middle panel

plots 𝑃(𝐵𝑙𝑎𝑐𝑘|𝑆, 𝐿), and the right panel plots 𝑃(𝐻𝑖𝑠𝑝𝑎𝑛𝑖𝑐|𝑆, 𝐿).

Figure 4.1: 𝑃(𝑅|𝑆, 𝐿) Plots
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Note: Figure 4.1 shows the predicted probabilities of a name signaling a race (or ethnicity) across
geographic locations. The vertical axis lists 20 last names commonly used in audit studies. The
horizontal axis displays the distribution of probabilities generated using Bayes rule. The probabilities of
a name belonging to a race sum to 1. The left panel plots 𝑃(𝑊ℎ𝑖𝑡𝑒|𝑆, 𝐿) for each name, while the
middle panel plots 𝑃(𝐵𝑙𝑎𝑐𝑘|𝑆, 𝐿), and the right panel plots 𝑃(𝐻𝑖𝑠𝑝𝑎𝑛𝑖𝑐|𝑆, 𝐿).

If a last name consistently signals a race (or ethnicity) across geographic contexts, we

would expect the distribution of probabilities for that name to be closely grouped around

1. Similarly, if a name consistently does not signal a race (or ethnicity) across geographic

contexts, we would expect the distribution of probabilities to tightly center on 0. We see,

however, that either of these cases are rare, characterizing only about half the last names in

our sample. Examples of this include Walsh, Nielsen, and McGrath. Regardless of where

these names appear, individuals are likely to think that they belong to White individuals.
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Importantly for audit study work, many names do not appear to consistently signal race

across geographic contexts. Indeed, several of the names would seem to be particularly

bad at signaling race no matter where they might be used. This can be seen in the low flat

distributions of probabilities seen for some of the names, such as Mosley, Jefferson, and

Jackson. Last names like these appear not to provide any additional information about

the race of their bearer.

One could argue, though, that individuals do not form their racial perceptions based

on last names alone but on first names as well. This is objectively true. For instance,

individuals are more likely to think that a man with the last name ‘Washington’ is Black

if his first name is ‘Jamal’ than if it is ‘Chad’. Yet, the racial signal sent by first names

is rarely so clear, as Gaddis (2017c) and Gaddis (2017e) show. When first names do not

clearly signal a race (or ethnicity), they are unlikely to help boost the signal sent through

a last name, making it necessary for last names to convey a racial signal on their own.

4.3. Discussion

What are the implications of the empirical finding introduced above? We can think of

at least two noteworthy consequences. The first has to do with generalizability. As a

reminder, Gaddis (2017c) and Gaddis (2017e) show that first names alone often provide an

insufficient signal about racial identity, causing people to rely on the information provided

in last names. We show, though, that the racial (or ethnic) information provided by

surnames varies across geographic context. Taken together, this suggests that the racial

perception of some full names (first and last names) likely changes across space, leading

to geographic variation in treatment intensity. If this is true, then it means that the effect

of racial cues based on these names likely varies geographically as well. This calls into

question the extent to which previous audit study findings travel across spatial contexts,
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particularly when those studies are conducted at a local or regional level (e.g., Wallace,

Wright and Hyde (2014)).

The second implication has to do with treatment effect heterogeneity. Researchers often

want to investigate the extent to which their impact estimates vary across spatial domains.

For example, political scientists might want to know whether the effect of being Black is

different in the South. If individual perceptions of names are influenced by place, though,

then it is not entirely clear how researchers should interpret statistically significant in-

teractions between location and racial (or ethnic) treatments. The problem here is that

scholars cannot know if these interactions are the result of some contextual-level process,

the fact that the treatment varies across space, or both.

4.4. Conclusion

So what can scholars do about these issues? We recommend that prior to using a surname

in an audit study, researchers should first examine the extent to which the probability

that the name denotes a racial group varies across geographic contexts. When possible,

scholars should select names where the probability varies across a limited range. This will

help ensure that individuals perceive the race of the putative individual as intended.

We provide a slim R package, auditr, available at https://github.com/cdcrabtree/auditr

to help researchers accomplish this. Relying heavily upon the wru package provided by

Imai and Khanna (2016), the software takes a vector of last names, generates a matrix of

name and county pairs, uses this matrix to return the probability that a name denotes one

of four racial (or ethnic) groups (i.e. Asian, Black, Hispanic, and White) for all spatial

units, and then plots these values. This allows individuals to visually identify the extent to

which the racial information provided by surnames varies across geographic contexts and

to identify potentially problematic surnames.
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While this package does not solve all the potential problems that researchers might face

when selecting appropriate last names for their audit studies, we think that it helps address

a potentially important problem with current practices. Scholars can build on this work —

and on Gaddis (2017c) — by examining how other factors condition individual perceptions

of last names.
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Part III.

Applications
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Chapter 5.Persistent Bias Among Local

Election Officials

Racial bias that limits access to the ballot threatens basic principles of democratic equal-

ity. One potential source of bias that has received little attention are the street level bu-

reaucrats who administer elections in the U.S. (Lipsky, 1980). An audit study conducted

during the 2012 U.S. election cycle showed these local election officials responded at sig-

nificantly lower rates to inquiries from voters with putatively Latino, as opposed to white,

surnames (White, Nathan and Faller, 2015a). In this paper we report the results of a

similar audit study performed during the 2016 election cycle. We find that the previously

observed bias against Latinos is persistent. We also extend the previous study by test-

ing the effects of two racial primes other than Latino. Voters with Arab/Muslim names

received responses at significantly lower rates (11 percentage points) than whites, while

black voters did not.

The two primary motivations for this study are to determine whether the previous finding

of bias toward Latinos stands up to replication, and to examine whether this bias extends

to blacks and Arab/Muslim Americans. In spite of the ample evidence of racial disparities

This chapter is adapted from Hughes et al. (2019).
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in political participation (Hajnal and Lee, 2011; Abrajano and Alvarez, 2010; Hajnal and

Abrajano, 2015; García-Bedolla and Michelson, 2012) and in every-day life (Bertrand and

Mullainathan, 2004a), relatively little empirical work demonstrates the role of race in

limiting access to the ballot in contemporary America (McNulty, Dowling and Ariotti,

2009), and some claims in this area have aroused skepticism (Hajnal, Lajevardi and Nielson,

2017; Grimmer et al., 2018). The pervasive discrimination that blacks face in various arenas

of American politics (Butler, 2014) suggests that this group could be at risk of bias in

interacting with local election officials. While there is also ample evidence of discrimination

toward Arab and Muslim Americans (Gaddis and Ghoshal, 2015), this group has received

comparatively less attention from scholars (Jamal and Naber, 2007; Panagopoulos, 2006).

In an era of political rhetoric increasingly characterized by appeals to group identity, it is

particularly important to understand how racially-motivated bias impacts the day-to-day

mechanics of elections for a range of racial/ethnic groups.

To seek evidence of bias, we focus on the thousands of local-level administrators charged

with conducting elections in the United States. These bureaucrats are generally capable

of exercising discretion in carrying out their job duties, which include responding to in-

quiries about the mechanics of voting and eligibility to participate in elections. Our core

contention is that in exercising such discretion, street-level bureaucrats may be consciously

or unconsciously influenced by the characteristics (e.g., race or partisanship) of individuals

seeking public services (Lipsky, 1980; White, Nathan and Faller, 2015a).

5.1. Experiment Design

To determine the extent to which previously documented bias is persistent and extends

to other racial groups, we conduct an email audit study of local election officials (Pager,
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2003).38 Our intended sample comprises all such officials with publicly available email

addresses and the analytic sample includes 6,439 local election officials from 44 states

(Figure A.1).

The experimental stimulus consists of a single email sent to each local election official.

All emails follow the same structure, greeting the official by name, referencing voter iden-

tification laws, and asking about the requirements to vote in the state corresponding to

the official. Our design closely parallels White, Nathan and Faller (2015a), but differs in

that we send only messages that mention voter ID laws. Additionally, to minimize possible

spillover issues, we create 27 variants of this request (SI section A.4 and section A.6).

Our experimental treatment is the putative identity of the email sender. In line with

convention we expose officials to four distinct group identities by manipulating senders’

names (Bertrand and Mullainathan, 2004a; Bertrand and Duflo, 2017a; Butler and Homola,

2017b). Because the identities signaled in our treatments have elements which could be

described as racial, ethnic, or religious, we refer to these generically as group identity

treatments. To mitigate possible name effects, each group identity condition is signaled by

100 unique names. We check that the chosen names reliably prime ethnicity by conducting

a manipulation check on Amazon’s Mechanical Turk service in which workers read sets

of names and ascribe probabilities that a name belongs to a particular racial or ethnic

group.39 In total, we send 4,900 unique experimental conditions which combine variants

of the contact language with treatment identities.

38We received Human Subjects approval from the University of California, Berkeley and University Michi-
gan Human Subjects Committees. Both committees waived the requirement of informed consent.
Additional implementation details are made available in the Supplemental Information. The study
design, and pre-analysis plan were registered at Evidence in Governance and Politics. Data, code, and
computing environments are available at ALEX INSERT.

39SI section A.7 describes the procedure for choosing names, and section A.17 provides the complete list
of names.
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5.1.1. Treatment assignment and implementation

We block treatment assignment on logged population density, two-party vote share in the

2012 presidential election, percent African American, percent Latino, percent of house-

holds with incomes below 150 percent of the federal poverty level, and a dummy variable

indicating whether a county was previously covered by Section 5 of the Voting Rights Act.

Further details are provided in SI section A.8. Within each block we assign local election

officials a racial condition and message version at random.

We sent 6,235 emails the morning of October 31, 2016, one email to each election official

that was a part of the study.40 Emails were sent from a purpose-built domain, ez-webmail.

com. Sending addresses took the form of the senders’ first initial, last name, and a two-digit

string between twenty and forty. To mitigate the possibility that elections officials would be

suspicious of our contact, we structured the email headers so that inboxes displayed the full

name of the purported voter (see Figure A.2). The variety in our treatments was intended

to reduce the likelihood that different offices would receive emails from identical senders. In

twenty-nine of the forty-three states in our analytic sample every official received a contact

from a distinct name.

One key innovation in this experiment permits the identification of whether emails were

received and opened by election officials. We include a 1x1 pixel image with a unique link –

commonly referred to as a tracking pixel – in the email body so that upon opening the email,

most email clients loaded the image from our server and provided a positive record that

the email had been opened by a particular official. This measurement permits inference

about differential open-rates, a test of implicit bias we examine in subsection 5.2.1.

An open question in correspondence studies concerns whether observed effects are merely

an artifact of differential treatment of stimulus by the internet and email infrastructure,
40We also sent two waves of pilot email, 54 on October 26, 2016; and, 146 on October 28, 2016. For

details, see SI section A.12.
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i.e., spam filters. Through pilot testing we are able to comment on this question. Before

taking steps to develop positive server reputation, no messages reached any test inboxes.

However, by carefully managing our digital authentication and consulting with individuals

at a digital marketing company, in pilot testing we were able to place every message, from

every attempted sender, into test inboxes (see SI section A.2).

The choice to contact election officials eight days before the election is designed to make

our study reflective of the real constraints on individuals seeking and providing information

about voting requirements. To minimize the impact of our intervention on election officials’

time, the specific request contained in the email is one that would require little effort to

fulfill. Using data gathered via our mailing system, we estimate that the median time to

compose and send a response to our email is three minutes, six seconds. We contend that

any costs borne by public officials as a result of our intervention are counterbalanced by the

benefits of uncovering persistent bias in electronic communications between constituents

and local election officials.

Our pre-registered analysis uses a single outcome measure, GotResponse, coded 1 if

an election official replied to our email prior to election day, and 0 otherwise.41 We do

not count auto-replies, away messages, or bounces as valid replies. We further report an

exploratory analyses of a novel outcome measure made possible through our engineering:

whether a local election official opened the message.

5.2. Results

Overall, 57.8 percent of the emails we sent received at least one reply from local election

officials. While lower than the 67.7 percent response rate previously obtained from a similar

sample (White, Nathan and Faller, 2015a), this rate compares favorably with experiments
41Pre-analysis Plan Registered at EGAP (Hughes, Gell-Redman and Crabtree, 2016).
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Table 5.1: Response Rates by Experimental Condition

Ethnic Cue White Minority Latino Black Arab
Response Rate (%) 61.3 56.6 58.4 61.4 50.1
Standard Error 1.21 0.71 1.23 1.21 1.25
N 1,611 4,828 1,609 1,613 1,606

Notes: The Minority column includes all data from the Latino, Black, and Arab columns.
Response rates and standard errors are reported in percentage terms.

on elected officials in the U.S., suggesting that our requests were taken at face value (Butler

and Broockman, 2011b).

Election officials respond at considerably lower rates when queries come from minority

as opposed to white senders (difference in mean, Δ𝜇 = −4.70 percentage points, Wilcox

Rank-Sum 𝑃 < 2 × 10−16). However, as we report in Table A.5 responsiveness to minority

senders is not uniformly lower. Nonparametric tests using white senders as the baseline

find that a Latino name is sufficient to suppress the likelihood of a response by nearly 3

percentage points (Δ𝜇 = −2.97, 𝑃 = 0.07). Strikingly, an Arab/Muslim name lowers the

likelihood of a response by greater than 11 percentage points (Δ𝜇 = −11.3, 𝑃 < 1×10−10).

In contrast, black senders receive responses at a rate indistinguishable from white senders

(Δ𝜇 = 0.11, 𝑃 = 0.90). Figure 5.1 (a) plots the Intent to Treat (ITT) causal effects of

our treatments. Regression estimates with robust standard errors are reported in columns

1 and 2 of Table A.6, and produce similar results.

Figure 5.1 (b) plots a precision weighted meta-analysis estimate (Gerber and Green,

2012, p. 361) that combines the results of our intervention with those previously reported

(White, Nathan and Faller, 2015a). These data, gathered in independent audits conducted

over two election cycles, show that Latinos receive replies from local election officials at a

rate 4.4 percentage points lower than whites (Δ𝜇 = 4.4, precision weighted 𝑆𝐸 = 1.18,
𝑃 < 0.0001).
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While the persistence of the treatment of Latino senders in the 2012 and 2016 elections is

remarkable, perhaps more striking is the finding that Arab/Muslim names suffer a penalty

more than two times greater than the one produced by a Latino stimulus. One potential

concern is that the observed effect could be driven by the implausibility of the treatment,

since many parts of the country do not have any appreciable population of Arab-Americans.

To examine this possibility, we investigate whether treatment effects are smaller in the

jurisdictions where Arab-Americans are more numerous. If treatment effects are driven by

implausibility then they should be smaller in places where the presence of citizens with

Arab names are more plausible. We do not find clear evidence that the proportion of Arab

Americans moderates the treatment effect (Table A.13, Model 3; Table A.14; Table A.15).

Our most credible estimates find a 10.6 percentage point bias against Arab senders in

counties with no Arab population (Δ𝜇 = −10.6 percentage points, 𝑆𝐸 = 2.5, 𝑃 < 0.001),
but only a 2.6 percentage point improvement in the highest Arab population quartile of

counties (𝛿Δ𝜇 = +2.6 percentage points, 𝑆𝐸 = 4.4, 𝑃 = 0.55), although the distribution

of Arab American settlement limits the strength of this robustness check.42

5.2.1. Evidence of implicit discrimination

Local election officials who receive our intervention demonstrate bias insofar as they re-

spond differentially based only on the signal of group identity delivered through our treat-

ments. This observed response behavior is part of a chain of actions: the official must

open, read, and then respond to the email. Standard analyses of audit experiments, which

report an indicator of response or non-response as the dependent variable, focus only on

the final result of this compound process. Innovations of our design allow us to consider the

outcome at a prior step, the decision by the official to open the received email, conditional

42In the highest Arab quartile, the mean Arab population is 1%.
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Figure 5.1: Points represent the ITT, the estimated difference in response rates to
emails from the named identity, compared to the white response rate
baseline. Thick bars report 𝐼𝑇 𝑇 ± 𝑆𝐸, thin bars report 𝐼𝑇 𝑇 ± 1.96 × 𝑆𝐸.
All estimates are difference in means, except the Weighted Average which
estimates a precision weighted difference (Gerber and Green, 2012) uti-
lizing 2012 (White, Nathan and Faller, 2015a) and 2016 Latino evidence.

on the treatment delivered.

To respond to our experimental stimulus, an election official must identify our request

from among the large number of other requests, categorize it mentally, and then open it.

We argue that opening an email is a high-volume, low-attention task of the type scholars

have associated with implicit, rather than explicit bias (Devine, 1989; Bertrand, Chugh

and Mullainathan, 2005, p.96). The pattern of email opens suggests that, indeed, elections

officials may be unintentionally or automatically screening requests from Arab/Muslim

senders. There is no difference in open rates between white and latino names (Δ𝜇 = −0.74
percentage points, 𝑆𝐸 = 1.7, 𝑃 = 0.68) or white and black names (Δ𝜇 = −0.24, 𝑆𝐸 = 1.7,
𝑃 = 0.90). However, there is a pronounced gap in open rates for emails sent by senders

with Arab/Muslim names, who have their emails opened at a rate 6.8 percentage points

lower than white senders (Δ𝜇 = −6.8, 𝑆𝐸 = 1.8, 𝑃 = 0.00013).
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5.2.2. Awareness of experiment

During the analysis phase of this project, it came to the researchers’ attention another

entity was pursuing a similar line of research using the same sending domain as White,

Nathan and Faller (2015a). As a result, some public officials became concerned that an

audit study might be underway. News reports claim that these concerns prompted the

National Association of Secretaries of State (NASS) to alert its state branches, who in

turn had the opportunity to alert individual officials. In sum, some of our experimental

subjects may have become aware of the presence of interventions.

Subjects’ awareness of the intervention poses a general threat to audit studies, either

by compromising independence between units, or by violating the exclusion restriction if

minority names are more likely to raise suspicion than white names. Because subjects’

awareness might prevent identification of causal effects, researchers should mitigate this

risk by using many identities and a well-tuned sending architecture whenever feasible.

When there is any observable information about the possibility of discovery, researchers

can use this information to evaluate whether apparent differences are likely the result of

discovery.

Analysis of the timing of responses in this experiment does not suggest that discovery is

leading to the observed results. First, as we present in Figure 5.2, the systematic pattern

of unresponsiveness to minority names appears rapidly and well before the reported NASS

broadcast. Second, as we report in Table A.11 and Table A.12, models that censor response

data at the time of the NASS broadcast, and models that exclude states that witnessed

interference between units both produce estimates very similar to our main results.
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Figure 5.2: Rapidly slowing rates of response. The vertical axis plots the cumulative
number of respones, split by group identity of sender; the horizontal
axis plots time since sending. Election Day and NASS emails are noted
with vertical dashed lines. Responses follow a clear diurnal rhythm, and
patterns of bias appear rapidly.

5.3. Conclusion

Previous experimental evidence showed local election officials were less responsive to in-

quiries from Latinos, raising concerns about bias in the electoral process. Using a similar

experimental design, we demonstrate the firm basis for these concerns by replicating the

initial finding. We also extend the results by testing for bias against other groups.

Our intervention showed Arab/Muslim Americans to be markedly disadvantaged in their

interactions with local election officials. This finding is particularly salient given that it

is not simply an artifact of Arab/Muslims being a relatively less numerous part of the

electorate. We encountered no evidence of bias from local election officials toward African
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Americans, making ours at least the third recent study to produce a similarly unexpected

null finding (Einstein and Glick, 2017a; Gell-Redman et al., 2018a). Rather than evidence

of a lack of bias against African Americans, these null findings may be an artifact of

the correspondence study method in which name alone, rather than other cues such as

appearance, is used to signal identity.

Through this design, we also engage a challenge inherent to all audit studies, the risk

that subjects become aware of the experiment. The relatively low technical sophistication

required to conduct some forms of audit studies, mated with the potentially large sample

size that is possible through email-based audits make these designs a potentially attractive

way to identify discriminatory behavior. However, in an increasingly crowded field, re-

searchers must face the possibility that experimental subjects become aware of the study,

thereby damaging the inference. We determined that sending 4,900 distinct treatments

on a custom-built server provided the best balance of a low possibility of discovery with

the ability to identify a novel open rate outcome measure, and we would encourage future

researchers to make a similar assessment.
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Chapter 6.Does Religious Bias Shape

Access to Public Services? A

Large-Scale Audit

Experiment Among

Street-Level Bureaucrats

In recent years, minority religious groups in the United States have faced heightened op-

position and scrutiny. With the rise of Donald Trump, and the broader social forces that

gave rise to his election, religious minorities like Muslims have faced harsh rhetoric, vio-

lence, and an unfavorable policy environment at the federal level.43 There is qualitative/survey-

based evidence that minority religious groups that depart from the religious mainstream

as well as atheists face substantial hurdles.44 While scholars have long documented the

This chapter is adapted from a working paper co-authored with Steve Pfaff, Holger L. Kern, and John
L. Holbein.

43See “U.S. Muslims Concerned About Their Place in Society, but Continue to Believe in the American
Dream,” Pew Report, July 26, 2017.

44See “Americans Express Increasingly Warm Feelings Toward Religious Groups,” Pew Report, February
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importance of religion in the political realm (Inglehart and Norris, 2004; Putnam and

Campbell, 2010), little work with a compelling identification strategy exists quantifying

the extent, scope, and mechanisms behind potential discrimination of minority religious

groups and atheists in the public domain. Although the Constitution of the United States

prohibits the state from discriminating against individuals or groups based on their reli-

gious identification, it is by no means clear that equal treatment is afforded in practice as

discrimination has been observed for other protected subgroups (Butler and Broockman,

2009).45 The extent and nature of this bias are of vital import given the foundational prin-

ciples of religious freedom and neutrality in the United States. To what extent do minority

religious groups and atheists face discrimination in the public domain in the U.S.?46 What

forces drive any such biases?

In this paper, we begin to address these questions. To do so, we conducted a large-

scale audit experiment of prospective school enrollment in which we emailed the principals

of more than 45,000 public PK-12 schools in 33 U.S. states. We focus on local public

schools as these core institutions, and the street-level bureaucrats they employ, shape

the dynamics of local communities and serve as one of the most common touch points

between citizens and their government (Holbein, 2016; McDonnell, 2013; Soss, 1999; Soss

and Schram, 2007). Indeed, work in political science on the behavior and performance of

street-level bureaucrats has often looked to public school officials as key actors (Lipsky,

1971; Prottas, 1979). Given that street-level bureaucrats have a great deal of discretion in

15, 2017.
45Beyond the Constitution, Title IV and Title IX of the Civil Rights Act of 1964 prohibit discrimination

against students (our subgroup of interest) based on their faith. Case law clarifies that students can
religiously identify at school and can take part in religious activities of their own devising. State
constitutions also generally either make public education a fundamental right or contain protection
clauses or their equivalents that prohibit religious discrimination (Alexander and Alexander, 2011, 46).

46By religious discrimination we refer to differential treatment based on religious affiliation or non-
affiliation. In line with the literature (Butler, 2014), we use the terms “bias” and “discrimination”
interchangeably.
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how they enforce the rules, laws, and policies made by other government institutions, they

represent a vital group to study as to whether they exhibit systematic bias. Moreover, as

we describe below, public schools are at the center of fundamental debates about how the

state and religion can, do, and should interact.

In our emails, we claimed to be a parent who was considering enrolling his or her child in

that school and asked for a meeting with the principal. We randomly assigned the religious

affiliation/non-affiliation of the family (no information given, Protestant, Catholic, Mus-

lim, or atheist). To go one step further, we explored the potential mechanisms by which

any discrimination occurs by also randomizing the intensity of the belief signal (low [iden-

tification], medium [compatibility inquiry], high [accommodation request]). This allows

us to experimentally explore a key mechanism that might be driving any discriminatory

effect: the perceived costs attached to the enrollment of religious adherents or atheists.

We then observed whether principals replied to our email.

Compared to baseline emails, which provide no information about religious background,

we found high levels of discrimination against Muslims and atheists. We found that Muslim

and atheist parents are discriminated against for merely revealing their beliefs in the signa-

ture part of their emails. Signaling membership in these groups decreased the probability

of a reply by 4.6 and 4.7 percentage points, respectively. This difference is statistically

and substantively meaningful; it is only slightly smaller than (but not statistically distinct

from) the discriminatory effects of race/ethnicity shown in previous audit studies (Butler

and Broockman, 2011a). For these marginalized groups, discriminatory effects are present

regardless of whether enrollment costs are explicitly signaled. Moreover, discrimination

against Muslim and atheist parents increases dramatically if they inquire about the com-

patibility of the school with their beliefs or ask for religious accommodations, with such

signals reducing response rates by 8.7 and 13.8 percentage points, respectively. These strik-

70



ingly lower response rates for (randomly assigned) higher levels of belief intensity suggest

that an important mechanism behind the discriminatory effects we observe is the degree

to which these individuals are seen to be imposing a cost on public officials. Response

rates for Protestant and Catholic parents are indistinguishable from the no information

baseline; discrimination only appears when parents inquire about the compatibility of the

school with their beliefs or ask for accommodation of their beliefs. Finally, we show that

discriminatory effects are systemic in the public education system. Given our large sam-

ple size, we can show with a great degree of precision that such discriminatory effects

are remarkably consistent across the racial/ethnic composition of the school, the school

type (primary, middle, or high), the median household income/poverty rates, the share of

adults holding bachelor degrees, Republican vote shares in the 2012 presidential elections,

and religious adherence rates of the surrounding community. Discrimination against citi-

zens with non-mainstream beliefs about religion seems to be widespread in the American

public school system — the venue in which many citizens most commonly interact with

government.

Our work makes important contributions to the study of democratic representation,

local politics, and experiments designed to detect bias among public officials. Our research

suggests that not only do public officials discriminate on the basis of race/ethnicity (Adida,

Laitin and Valfort, 2010; Butler and Broockman, 2011a; Einstein and Glick, 2017b) — the

most commonly used treatment in audit studies of public officials (Costa, 2017) — they also

do so against minority religious groups such as Muslims and atheists. Even though religion

is a legally protected category, these groups still face substantial hurdles as they seek to gain

access to basic public services. Our work is unique in its size and design. To our knowledge,

ours is one of the (if not the) largest audit studies of public officials to date.47 This feature

47For comparison, Butler and Broockman (2011a): 𝑛 = 4, 859; Hemker and Rink (2017): 𝑛 = 408; Teele,
Kalla and Rosenbluth (2017): 𝑛 = 8, 189; and Carnes and Holbein (2015): 𝑛 = 4, 492.
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allows us to make very precise inferences as well as use an experimental design that enables

us to unpack the treatment effects that we observe. In broad strokes, whereas many audit

studies focus on elected officials, ours focuses on street level bureaucrats, a group that

has received much less attention in the literature (for notable exceptions, however, see

Einstein and Glick (2017b) and Hemker and Rink (2017)) and that may behave differently

than elected officials given the relative lack of electoral pressures (Dropp and Peskowitz,

2012). Our results suggest that Muslims and atheists face substantially higher hurdles in

obtaining public services and that these effects are at least partially driven by a perception

that intense beliefs about religion impose a cost or burden on public officials that they

would rather avoid.

6.1. Background and conceptual framework

The extent of religious discrimination in American public institutions is an important ques-

tion not only because such discrimination is illegal but also because the role of religion in

American society is changing. The United States stands out among advanced democra-

cies not only for its relatively high level of religiosity but also for its religious diversity.

In striking contrast to the citizens of many other wealthy democracies, an overwhelming

majority of Americans continue to profess religious belief. At the same time, the reli-

gious landscape has been reshaped in recent decades as mainline groups have declined,

religious diversity has increased, and a growing share of Americans identify themselves as

non-believers (Baker, 2015; Putnam and Campbell, 2010; Sherkat, 2014). These changes

raise questions about the ability of public officials — particularly in the education domain

— to observe the civil rights of religiously diverse American families.

The most prominent and controversial markers of the changing American religious land-

scape are the growing shares of Americans identifying as Muslims or non-believers. The
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Pew Research Center (Center, 2015) found that the share of the U.S. adult population

identifying as Muslim doubled between 2007 and 2014 (albeit from only 0.4% to 0.9%),

mostly as a result of immigration. Although the share of Americans that profess Islam

as their religion is still small, this group has become a highly visible and controversial

minority (Peek, 2011). As the median age of adult American Muslims is only 33 years

(the U.S. median is 46 years) (Center, 2015), the enrollment of Muslim students in public

schools can be expected to increase substantially in coming years.

In a reversal of the long-term trend which had previously “churched” American society

(Finke and Stark, 1992), the share of American “nones” has increased steadily over the last

two decades (Sherkat, 2014). In 2014, Center (2015) found that the unaffiliated, atheists,

and agnostics comprise about 23% of the adult U.S. population, a share that has increased

from 16% since 2007. The increase in “nones” is the result not only of disaffiliation from

many Christian denominations but also the avoidance of religion by many young people —

fully 35% of Millennials report no religious preference. Of course, not all “nones” are non-

believers (Hout and Fischer, 2002; Marler and Hadaway, 2002), but the share of American

adults that identify as atheist (the corresponding share of agnostics is in parentheses) has

likewise nearly doubled from 1.6% (2.4%) to 3.1% (4.0%) during the 2007 to 2014 period.

Because the median age of adult atheists is just 34 years (Center, 2015), the public school

enrollment of students from households of committed non-believers can also be expected

to increase in the future.

Citizens of all religious creeds as well as committed non-believers enjoy formal protection

from harassment and equal rights in the public domain. In practice, however, the religious

liberties of citizens appear to be frequently violated (Lippy, 2006; Peek, 2011). There are

many qualitative examples of religious discrimination. Many of these have occured in public

schools — the setting of our audit study. In 2004, for example, the Department of Justice
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sued a school for prohibiting a Muslim girl from wearing a headscarf (Hearn and United

States v. Muskogee Public School District). In 2007, a high school student was kicked off

the women’s basketball team for refusing to take part in the Lord’s Prayer (Smalkowski v.

Hardesty Public School District). In 2012, a high school student was subject to harassment

after asking that a prayer banner be removed from a place of prominent display within a

public school (Ahlquist v. Cranston).

Despite these qualitative examples, little systematic or experimental research exists de-

tailing whether, how often, and why religious discrimination occurs. Most of the existing

research on diversity and discrimination in American public education focuses on ethnic

and racial disparities in performance and enrollment (Johnson, Crosnoe and Elder Jr, 2001;

Kao and Thompson, 2003; Roscigno, 1998). This is also true for research on discrimination

by public officials more generally, which focuses predominantly on issues of race and eth-

nicity. While this social dimension is vitally important, what is missing from the literature

is research on religious discrimination in public schooling. We simply do not know whether

reported cases of discrimination represent exceptional incidents or merely the tip of the

iceberg. Given the lack of systematic, rigorous evidence it is impossible to gauge the extent

of religious discrimination in American public institutions in general and public schools in

particular.

6.2. Previous experimental research on discrimination

Over the last decade, social scientists have advanced the study of discrimination by using

field experiments to address the well-known limitations of surveys and observational studies

in demonstrating bias (Bertrand and Duflo, 2017b; Costa, 2017). Audit experiments have

examined if bias occurs in response to group-based identification on the basis of race,

ethnicity, gender, or sexual orientation (Blommaert, Coenders and van Tubergen, 2014;
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Butler, 2014; Butler and Broockman, 2011a; Gaddis, 2014; Teele, Kalla and Rosenbluth,

2017; Neumark, 2012; Pager and Shepherd, 2008; Pedulla, 2016). A few experimental

studies have also examined the potential for religious discrimination in the workplace. In

an influential set of papers, Wright et al. (2013) andWallace, Wright and Hyde (2014) found

that U.S. job applicants expressing a religious identity were less likely than those who did

not to receive a response from a potential employer, with minorities such as Muslims and

atheists suffering the greatest bias and evangelical Christians and Jews suffering little or

no discernible bias. The U.S. does not appear to be unique in this regard. In France, not

only do Muslims have lower incomes than matched Christian households but a Muslim job

candidate is about 2.5 times less likely to receive a job interview callback than a racially

similar Christian counterpart (Adida, Laitin and Valfort, 2010).

A small, but rapidly growing, literature examines various biases among elected public

officials (Butler and Broockman, 2009, 2011a; Butler, 2014; Costa, 2017).48 This strand

of research, however, has paid less attention to the question of whether appointed pub-

lic officials exhibit bias. Moreover, studies involving both elected and appointed public

officials primarily focus on partisan and racial discrimination (Einstein and Glick, 2017b;

White, Nathan and Faller, 2015b). To our knowledge, no experimental research exists

on religious biases in either elected or appointed public officials such as American public

school principals (our population of interest). Moreover, because of the challenges involved

in conducting audit studies on political elites, such studies rarely have the statistical lever-

age to (experimentally) explore a key, theoretically-driven potential mechanism behind

discrimination.49

48See Broockman and Soltas (2017) for an innovative example of research on racial discrimination against
elected officials (i.e., delegates).

49There are, of course, exceptions. For example, Butler and Broockman (2011a) explore whether party
membership is a mechanism behind racial discrimination by state legislators.
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6.3. Potential sources of religious discrimination in

American public education

Broadly speaking, over the past sixty years there have been two opposing trends affecting

the relationship between religion and public education. Secularizing activists and federal

courts have drawn a sharper line between religion and public education. At the same time,

such efforts have been met by push-back, especially from conservative religious groups

and politicians. As local public officials entrusted with educational management, PK-

12 principals are pulled into different directions by these opposing trends (Justice and

Macleod, 2016; Reese, 2011). We propose three theoretical perspectives on the sources

of religious discrimination by principals, focusing on the influence of secularism, Judeo-

Christian nationalism, and civil religion. These perspectives draw heavily from the field of

sociology, which traditionally has devoted much attention to the effects of religion on social

interactions (Weber, 2013). They allow us to make explicit predictions about the effects of

signaling religious/non-religious views, relative to the no information baseline condition,

and the role that a key mechanism — the perceived costs attached to the enrollment of

students from households with intense beliefs — plays in generating discrimination. Note

that we rely on these literatures to set expectations about the possible extent and shape

of religious discrimination in American public schools. Our goal is not to conduct a “horse

race” between these explanations. They are not mutually exclusive.

6.3.1. Secularism as a basis for anti-religious bias

In the study of religion, secularization theory proposes that modernization propels the

decline of religion at the level of institutions, attitudes, and beliefs (Swatos and Christiano,

1999; Wald and Wilcox, 2006). Modernization provides individuals with moral autonomy,
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opportunity, and personal security, initiating a “culture shift” away from religious traditions

to post-traditional values and lifestyles (Inglehart and Norris, 2004). At the same time,

education and social diversity erode religion’s plausibility, intensity, and authority, leading

to a widely shared preference that religion be left to the private realm (Berger, 1967; Bruce,

2002).

Although the U.S. was long considered an exception to the secularization thesis, recent

developments suggest that secularization processes are unfolding and may be accelerating

(Putnam and Campbell, 2010; Sherkat, 2014; Voas and Chaves, 2016). An important

factor driving contemporary secularization is political conflict over values and religious

issues, which is leading increasing shares of moderates and liberals to eschew organized

religion altogether (Baker, 2015; Hout and Fischer, 2002; Manning, 2015).

Clashes over the secular nature of the public school system, the limits of religious accom-

modation, and state support for religious activities are nothing new (Alexander and Alexan-

der, 2011; Matzke, 2016; Justice and Macleod, 2016). Historically, Protestant churches ex-

erted substantial influence on public schooling. Religious discrimination toward minority

faith communities and newcomer religions was commonplace (Reese, 2011). Even though

campaigns to extend church-state separation faced substantial resistance from religious

conservatives, they were remarkably successful in the domain of public schooling. Despite

popular religiosity, American public education has secularized more rapidly and thoroughly

than in many other advanced democracies. Secular values deeply influence the institutional

culture of American public schooling (Mayrl, 2016).

The result is a tension between a procedural secularism, which guarantees that public

institutions hold no religious preference, and a programmatic secularism, which insists that

the public sphere admit no religion (Williams, 2012). This tension generates unease about

addressing religion in school (Justice and Macleod, 2016). School officials are trained to
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be zealous guardians of church-state boundaries and to embrace secular norms in public

education. Essex’s widely-used School law and the public schools: A practical guide for

educational leaders is very clear in this regard. It instructs principals and administrators

that the law “compels public schools as state agencies to maintain a neutral position in

their daily operations regarding religious matters” (Essex, 2002, 17) and insists that they

are legally obligated to refrain from endorsing religious symbols, devotions, and expressions

at school and to avoid supporting students’ religious activities (Essex, 2002, 16–47).

Discrimination could arise from a desire to avoid controversies and the anticipated costs

of religious accommodation. In practice, school administrators wish to avoid issues which

create friction among students, between students and staff, with parents, and with the

broader public (Bess and Goldman, 2001). We posit that a theoretical reason for bias

could involve a moral judgment that religious families are prone to make illegitimate, dis-

ruptive, and/or costly requests for special treatment. The result would be discrimination

against parents who are affiliated with any religious group, especially if the parents ex-

plicitly inquire about the compatibility of the school with their beliefs or request religious

accommodation. These predictions are captured in H1 below.

[H1] Bias against the outwardly religious hypothesis: Parents who re-

veal a religious affiliation when requesting a meeting with public school princi-

pals will experience discrimination from principals relative to parents who are

silent about their beliefs. Moreover, the strength of the discrimination against

parents revealing a religious affiliation will increase if they inquire about the

compatibility of the school with their beliefs or request religious accommoda-

tion.
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6.3.2. Judeo-Christian nationalism and religious bias

Religion continues to play a central role in establishing the boundaries of American na-

tional identity (Bonikowski and DiMaggio, 2016; Hartmann et al., 2011). Christianity is

especially important in subjectively defining “legitimate” membership in the American na-

tion (Gerteis, 2011). In a representative sample of Americans, 65% of respondents reported

that Christianity was a “fairly” or “very important” criterion for being considered “truly

American” and nearly half (48%) said it was “very important” (Bonikowski and DiMaggio,

2016, 955).

Christian identity has expanded since the mid-twentieth century, with intellectuals and

politicians drawing heavily on explicitly “Judeo-Christian” religious discourses to construct

the moral boundaries of America (Neuhaus, 1984). Historians have shown how denomina-

tionalism and immigrant-driven diversity suggested to many public elites a new conception

of the political role of religion. The struggle against Fascism gave this project a special

urgency, leading to a vision of national identity which included Protestants, Catholics,

and Jews — three groups purportedly united by Judeo-Christian values into a new kind of

multicultural nation (Carenen, 2012; Sarna, 2004). Over time, national political discourse

reflected this broadened notion of religious values just as denominational groupings replaced

sectarianism and ethnicity in discussions of collective identity. Explicit anti-semitism went

from mainstream politics to the margins of American life (Hartmann, Zhang and Wis-

chstadt, 2005; Herberg, 1983).

Judeo-Christian political ideology was particularly useful in helping to integrate gen-

erations of white immigrants from Southern and Eastern Europe. While compared with

the sectarianism of the past, the Judeo-Christian formulation was inclusive, it was in-

clusive only up to a point (Douthat, 2013). With the acceleration of immigration from

non-European countries that began in the late 1960s, the American religious landscape be-
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came far more diverse. In practice, newcomer religions have quickly adapted to American

denominationalism (Berger, 2017; Hirschman, 2004). Nevertheless, the question for some

Americans has become which religious groups belong and which religious voices should be

heard in public life. From the 1990s onward, conservatives prominently reasserted claims

about America as a Judeo-Christian nation (Wilcox, 2018). Conservative Protestantism

thrived, at least in part, because its leaders portrayed it as the embattled defender of “true”

American values (Lindsay, 2007; Sutton, 2014).

The limits of inclusion are apparent in the unease of many Americans toward members of

unusual religious groups and religious newcomers (Bonikowski and DiMaggio, 2016; Edgell,

Gerteis and Hartmann, 2006). Anti-Muslim discourse resonates with many Americans,

particularly the more than 30% who identify with conservative Protestantism (Pew 2015)

and the quarter of Americans who can be classified as ardent nationalists (Bonikowski and

DiMaggio, 2016). In the context of a Judeo-Christian understanding of national identity

and moral belonging, Muslim Americans pose a special problem, particularly in the wake

of the 9/11 attacks and the War on Terrorism, the ongoing Arab-Israeli conflict, and the

rise of the Islamic State.

In their analysis of American nationalism, Bonikowski and DiMaggio (2016) found that

those Americans they classify as “ardent” nationalists are overwhelmingly white conser-

vative Protestants who are prone to exclude religious minorities from those they consider

truly American. In 2016, Donald Trump, who received about 80% of the white conser-

vative Protestant vote, made the depiction of Muslims as outsiders a prominent theme

in his campaign (Braunstein, 2019). Hence, a theoretical reason for bias against Muslims

may be moral judgment. In the context of the politicization of Islam as a supposed threat

to American society and values, principals might be reluctant to assist Muslim families

in enrolling in their schools either because of their own moral bias or because of what
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they consider to be prevailing community standards. These predictions are outlined in H2

below.

[H2] Bias against Muslims hypothesis: Parents who reveal an affiliation
with Islam when requesting a meeting with public school principals will experi-
ence more discrimination from principals than parents who reveal an affiliation
with Protestantism or Catholicism, regardless of the intensity with which the
parents’ religious beliefs are communicated. Moreover, the strength of the dis-
crimination against parents revealing an affiliation with Islam will increase if
they inquire about the compatibility of the school with their beliefs or request
religious accommodation.

6.3.3. Civil religion and bias against non-believers

In American society, religion has long been an important source of conceptions about

political community and social belonging. Opinion research has shown that, even as they

have become more accepting of ethnic, racial, gender, and cultural diversity generally,

Americans across the political and racial spectrum remain notably hostile in their attitudes

toward non-believers in roles of political leadership or as appropriate marriage partners for

their children (Cragun et al., 2012; Edgell, Gerteis and Hartmann, 2006; Edgell et al.,

2016).

Popular suspicion and hostility toward atheists is rooted in the historical evolution of

American political culture. Religion has been important for a restless American civil soci-

ety in which faith-based groups provide social attachments and serve secular needs such as

charitable assistance, opportunities for dating and marriage, daycare, connections to po-

tential business partners and employers, and the integration of immigrants into community

life (Sherkat and Ellison, 1999; Hirschman, 2004). In spite of the growing disaffiliation of

Americans, congregations of all kinds remain the most common form of civic membership

in America (Putnam and Campbell, 2010). The view that religion is important for society
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has persisted even as the salience of denominational boundaries has declined (Hout and

Fischer, 2002; Sherkat, 2014).

In part because of religious organizations’ practical social importance and role in foster-

ing American democracy, many Americans have come to understand the U.S. as a religious

country (Noll, 2002). Scholars of civil religion argue that this is envisioned not in terms

of an established church or favoritism toward a particular denomination, but rather as a

consensus about the importance of religion for society. American civil religion endorses

religious pluralism and a broadly spiritual notion of national community, resulting in “a

public religious dimension [that] is expressed in a set of beliefs, symbols, and rituals” (Bel-

lah, 1967, 4). The legacy of American civil religion is evident in comparative perspective.

The U.S. is noteworthy among advanced democracies for the effectiveness with which re-

ligious interest groups influence public policy and the high share of the population (about

half) which believes that religious leaders should influence public policy (Grzymała-Busse,

2015; Pfaff, 2008).

Historically, civil religion has bolstered a bi-partisan strategy to seek political consensus

around a vision of a diverse society united against “godless” Communism (Sutton, 2014).

Many influential religious leaders endorsed this vision of civil religion, ranging from the

liberal theologian Reinhold Niebuhr to the evangelical preacher Reverend Billy Graham.

America became for many the “new Israel,” with Americans being the “chosen people”

elected by Providence to safeguard freedom. Although Ronald Reagan was one of the

most persuasive prophets of this vision, repeatedly evoking images of America as a God-

given “city on a hill,” he was hardly alone in his willingness to draw upon religious symbols

and discourse to foster national unity. Religion has been a remarkably persistent feature

of American political speech across both major political parties (Coe and Domke, 2006).

While they tolerate religious diversity, the explicit rejection of religion is intolerable to a
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majority of Americans (Edgell, Gerteis and Hartmann, 2006; Edgell et al., 2016). Edgell,

Gerteis and Hartmann (2006) report that “[a]theists are at the top of the list of groups that

Americans find problematic in both public and private life” (230) (see also Cragun et al.

(2012)). Survey research finds that anti-atheist bias in the United States is ”persistent,

durable, and anchored in moral concern” (Edgell et al., 2016, 629). Recent experimental

research reveals that people intuitively judge atheists as immoral (Gervais, 2014) and regard

them as lacking pro-social values (Simpson and Rios, 2017). Consequently, atheists are

strongly associated with immorality and contempt for common values and seen as “moral

outsiders” in American society (Edgell, Gerteis and Hartmann, 2006, 227).

Distrust toward non-believers extends to attitudes about schools. More than one third

of Americans in recent General Social Surveys say that atheist teachers should be fired

(Sherkat, 2014, 159). Many Americans appear to believe that, by openly rejecting religion,

atheists are rejecting the normative foundations of community and the broader civic good.

We posit that the mechanism producing bias against atheists is moral judgment. If parents

identify themselves as atheists they may invite suspicion from school principals who fear

that atheists and their children would be immoral, ideologically strident, and likely to opt

out of civil rituals (such as the Pledge of Allegiance). Principals might be reluctant to

assist atheist families in enrolling in their schools either because of their own moral bias or

because of what they consider to be prevailing community standards. These predictions

are outlined in H3 below.

[H3] Bias against atheists hypothesis: Parents who reveal their atheist
beliefs when requesting a meeting with public school principals will experience
more discrimination from principals than parents who reveal an affiliation with
any religion, regardless of the intensity with which the parents’ beliefs are
communicated. Moreover, the strength of the discrimination against parents
revealing atheist beliefs will increase if they inquire about the compatibility
of the school with their atheist beliefs or request the accommodation of their
atheist beliefs.
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6.4. Research design and data

We use a large-scale audit experiment to investigate religious discrimination by PK-12

principals.50 Our experimental sample consists of regular, operational, non-charter public

PK-12 schools in 33 U.S. states. We included all states for which we were able to ac-

quire principals’ email addresses either by contacting state Departments of Education or

by downloading contact information from the websites of those institutions. Within these

33 states, we dropped all schools with missing principal contact information. We also

excluded schools that could not be uniquely matched to NCES (National Center for Edu-

cation Statistics) data and schools with missing covariate data in the NCES or American

Community Survey (ACS). Based on state and NCES data, we dropped inactive, private,

charter, non-traditional, adult, and virtual schools as well as schools serving restricted

populations such as schools for the blind and deaf and schools located on military bases.

We also excluded schools with less than 100 students, schools that are majority American-

Indian, and schools that offer pre-Kindergarten or Kindergarten as the highest grade. If

several schools shared a principal we only kept one of the schools, chosen randomly. If

several schools were located at the same physical address we only kept one of the schools,

also chosen randomly.

Based on these selection criteria our sample size equaled 47, 550 schools. When we con-

ducted our audit experiment some of our emails could not be delivered due to misspelled or

outdated principal email addresses.51 Hence, our final sample size equals 45, 710 schools.52

50Our experiment has been approved by our Institutional Review Board. We discuss the ethics of our
experiment in the SI (supplementary information).

51We dropped all schools with bounced emails from the experimental sample. This is unproblematic
because invalid or outdated email addresses are orthogonal to treatment assignment by virtue of ran-
domization. Our results are unchanged if we treat principals with bounced emails as non-replies (results
available upon request).

52 The following 33 states make up the experimental sample (with number of schools in parentheses):
AL (851), AR (761), CA (5892), CO (832), DE (135), FL (1902), GA (1636), IA (864), ID (389),
IL (2519), IN (1486), LA (821), MA (1314), MI (1979), MN (813), MO (1412), MS (702), NC
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The reason for our large sample size relative to previous audit studies is that we desire

to (1) precisely estimate the effect of multiple main treatment conditions (i.e., religious

affiliation/non-affiliation), (2) precisely estimate experimentally assigned second-order con-

ditions (i.e., intensity of beliefs) to evaluate a theoretically driven potential mechanism,

and (3) precisely estimate heterogeneous treatment effects across a host of contextual vari-

ables. Each of these — especially (2) and (3) — require higher statistical power than

previous audit studies. Indeed, recent research shows that tests for heterogeneous treat-

ment effects are often woefully underpowered (Blair et al., 2016). As can be seen in our

results, our estimates are precise, but not so precise as to suggest that our study’s sample

size is extravagant.

As in all audit studies, our outcome of interest is whether or not an individual responds

to our inquiry. While this measure is not perfect, the justification for using it is that it gives

us a glimpse into a real-world behavior, thus offering an improvement over other measures

of bias such as implicit association tests or list experiments. In seeking to get more informa-

tion out of an audit study, some may feel compelled to argue that in addition to exploring

whether principals responded, we should measure characteristics of their responses such as

how “friendly” they were. The problem with doing so is that such an approach implicitly

conditions on a post-treatment variable (getting a response in the first place), thus risking

post-treatment bias (Montgomery, Nyhan and Torres, 2018). Using measures that are only

defined for the subset of subjects who responded “’de-randomizes’ an experiment in the

sense that the resulting treatment and control groups no longer have potential outcomes

(2027), ND (161), NE (571), NH (326), NJ (1759), NM (412), NY (2904), OH (1974), RI (189),
SC (930), TN (1067), TX (4723), VA (1427), VT (179), WA (1336), WI (1417). One complication
arose during our experiment. In Massachusetts, our emails coincided with a malware attack targeting
public schools. At least one principal thus forwarded our email to Massachusetts state police, which
contacted all Massachusetts public school principals warning them that our emails were probably spam.
We chose to keep Massachusetts in our sample since this warning only occurred one week after we had
emailed principals; many Massachusetts principals had already replied by this point. Our results are
entirely unchanged if we drop all Massachusetts schools. We have included this set of results in the SI.
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that are in expectation equivalent” (Coppock, 2019), turning an experiment into a poorly

designed observational study.

We observe a number of covariates drawn from the NCES (2013), ACS (2012), and

the Religious Congregations & Membership Study (RCMS) (2010). From the NCES, we

observe the share of Asian, Hispanic, Black, and White students at the school level. We

also observe the share of students eligible for free or reduced price lunches, the share of

male students, the school size, and the pupil/teacher ratio. From the ACS, we observe the

median household income, the share of adults holding bachelor degrees, and the share of

residents with income below the poverty line at the county level. We also observe county-

level Republican vote shares in the 2012 presidential elections. From the RCMS, also at

the county level, we have the rates of Black Protestant, evangelical Protestant, mainline

Protestant, Catholic, Muslim, and total adherents per 1, 000 capita.53

The plots in Figures B.2–B.4 in the SI (supplementary information) compare our sample

to the NCES population of 78, 348 regular, non-charter public schools without missing

NCES data in the 48 contiguous U.S. states. While our experimental sample is not truly

a random sample from this NCES universe, it tracks the NCES population rather well in

terms of observed covariates.

Our experiment contains four different treatments: (i) Parent’s gender (male/female),

(ii) child’s gender (male/female), and (iii) religious affiliation/non-affiliation (no informa-

tion given, Protestant, Catholic, Muslim, atheist). To unpack treatment effects and explore

the mechanisms behind religious biases, we (iv) also randomize the intensity with which

religious/atheist beliefs are communicated (low [identification], medium [compatibility in-

quiry], high [accommodation request]). This allows us to explore whether discrimination is

53Using Amelia II (Honaker, King and Blackwell, 2012), missing data in RCMS variables have been
multiply imputed using the NCES and ACS variables listed above, the outcome variable, and an
additional set of 18 ACS variables plausibly prognostic of religious adherence or missingness. All
standard errors and statistical tests have been adjusted to account for multiple imputation.
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indeed driven by higher perceived costs associated with families’ greater intensity of belief,

as we have theorized. As a secondary part of our design, we also randomized the parent’s

and child’s gender to rule out the possibility that our causal inferences about religious

affiliation/non-affiliation or intensity of belief are driven by a particular gender or gender

combination. We signal the parent’s and child’s gender by using different names: Isaac

and Rebekah Adam for the parents and Jonah and Sarah for the children. We chose these

first and last names because they frequently appear in the Old Testament, an important

religious text for both Christians and Muslims.54 As each of these names is relatively com-

mon in the United States, atheists with these names are also not unusual. Given the large

number of emails we had to send out we used eight different email accounts to contact

principals; email account names also signal parents’ gender by including either Isaac or

Rebekah. We sent emails throughout a one-week period in April 2016; the order in which

principals were contacted was randomized. The text of our emails is shown in Figure 6.1.

Note: Emails revealing no information about the parent’s religious affiliation/non-affiliation exclude text
blocks A, B and C. Among emails that do reveal religious affiliation/non-affiliation, low intensity

requests include C (but not A or B), medium intensity requests include A and C (but not B), and high
intensity requests include B and C (but not A).

We include a Catholic treatment in our experiment to ensure that discrimination against

Christians is not being driven by political hostility toward conservative Protestants. Catholi-

cism is liturgically and theologically distinct from Protestantism and readily culturally

identifiable. As a religious group, contemporary Catholics are a good benchmark because

they are ethnically diverse and close to the U.S. mean on many demographic characteristics

including education, income, and political preferences. In terms of the American religious

54 Of course, Muslims might be more likely to have Arabic versions of these names; “Jonah”, for example,

might be rendered as “Yunus.” However, if we had used different names for different religious affiliations

we would have conflated signals of religious affiliation with signals of race/ethnicity.
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spectrum, Catholics, on average, identify as religious moderates (Sherkat, 2014). They fur-

nish a better reference category than “mainline” Protestants because liberal Protestants

are, on average, similar to the unchurched in attitudes and values. Accordingly, a mainline

Protestant identification as a religious signal would not be as resonant as Catholicism.

The literature on religious discrimination has often focused on the Jewish experience

(Davidson and Pyle, 2011). When designing our study we decided to focus on Islam rather

than Judaism as our non-Christian minority religion of interest. Obviously, we are not

claiming that Jews do not experience religious discrimination. Rather, our reasoning was

that (at the time of our study) survey evidence consistently showed that Americans were

more favorable toward Jews than toward any other religious group, that discrimination was

ebbing, anti-semitism was declining, and that stereotypes were fading (Rebhun, 2016).55

As an improvement over (most) audit studies, we also seek to experimentally test for

mechanisms driving the effects we observe. To be abundantly clear, in doing so we are not

claiming that we are trying to identify the only mechanism driving our effects. Doing so

is inherently difficult — if not impossible — given the presence of unobservable mediators

(Green, Ha and Bullock, 2010). However, given our large sample size we are able to

build into our design experimentally assigned conditions that test a primary theoretical

mechanism: that principals expect families with more intense beliefs to be more costly.

To do so, we experimentally signal religious identity and the intensity with which beliefs

are held in the following way. The low intensity condition signals religious affiliation/non-

affiliation only through an email signature at the bottom of the email, in purple color. The

email signature contains a modified version of a Richard Dawkins quote (“[…] teaches that

55We designed and conducted our study well in advance of the 2016 presidential election and failed to
foresee the reappearance of anti-Semitic tropes during the election campaign and, after the election,
among the so-called alt-right. Our experimental design was informed by Wright et al. (2013) and
Wallace, Wright and Hyde (2014), who find minimal discrimination against Jews in the labor market.
In hindsight, the inclusion of Jewish families would have been valuable.
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life is precious and beautiful. We should live our lives to the fullest, to the end of our days.”).

This quote is sufficiently bland (and obscure) that it could be reasonably attributed to

virtually any source. We substitute “Christianity,” “Catholicism,” “Islam,” or “Atheism”

into the quote, depending on the religious affiliation/non-affiliation treatment. We also

change the purported author of the quote to Rev. Billy Graham, Pope Benedict, The

Prophet Muhammad, or Richard Dawkins, again depending on the religious affiliation/non-

affiliation treatment.

The medium intensity condition keeps the signature but adds the following sentence,

which is designed to signal the desire for compatibility between the school and the beliefs

of the family: “One of the reasons we would like to meet with you is that we are raising

[Jonah/Sarah] to be a good [Christian/Catholic/Muslim/Atheist Humanist] and want to

make sure that this would be possible at your school.”56 The high intensity condition

likewise keeps the signature but adds the following sentence, which is designed to signal

a request for the accommodation of the family’s religious beliefs: “One of the reasons we

would like to meet with you is that we are raising [Jonah/Sarah] to be a good [Chris-

tian/Catholic/Muslim/Atheist Humanist] and want to protect [him/her] from anything

that runs counter to our beliefs. We want to make sure that this would be possible at your

school.” The no information given condition only contains the gender treatments.

Treatments were randomly assigned within blocks defined by state, shares of Asian,

Hispanic, Black, and White students, the percentage of students eligible for free or reduced

price lunches, median household income, the share of adults holding bachelor degrees, the

share of residents with income below the poverty line, and Republican vote share in the

56We used “Atheist Humanist” as opposed to merely “Atheist” in our emails since atheism as such does
not have any ethical content. It would have sounded odd if parents had announced their intention to
raise children to be “good Atheists.” Moreover, we used “Christian” as opposed to “Protestant” in our
emails since American Protestants typically refer to themselves as “Christian” and not “Protestant.”
In order to ensure that respondents would recognize the Protestant treatment in the signature line we
attributed it to Billy Graham, one of the most famous Protestant clergymen of the late 20th Century.
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2012 presidential elections. These design elements signal our ex ante interest in exploring

treatment heterogeneities along these dimensions. Table B.1 in the SI shows that our

sample is well-balanced.57 We also compute an omnibus randomization inference 𝑝-value
that tests for joint balance across all 18 covariates. This 𝑝-value equals 0.90, confirming

that the blocked randomization procedure was successful in balancing observables.

We sent a single email to each principal, with no follow-up in case of non-response. We

then observed whether principals replied to our email within a 14 day window from the

time the email was sent.58 Automatic replies such as out-of-office replies were discarded.

We use receipt of a non-automated reply email as our binary outcome variable.59 We

recognize of course that non-response results from many sources besides bias. For example,

each principal’s responsiveness is undoubtedly affected by factors such as his or her work

load. That being said, we are interested in systematic differences across randomly assigned

groups of principals exposed to different emails. While we cannot interpret non-reply by

any individual principal as a sign of discrimination, the presence of systematic differences in

responsiveness between randomly assigned treatment groups is evidence of discrimination

57We approximated exact randomization-based 𝑝-values using 10,000 randomly chosen blocked treatment
assignments. The test statistic is the maximum Kolmogorov–Smirnov statistic across all two-way
comparisons of treatment groups. The 𝑝-value is the fraction of test statistics at least as large as the
test statistic in our sample.

58Most principals responded within three business days, so a 14 day window is conservative. Lenghtening
the window to four weeks does not change our results at all.

59We randomly sampled and read 500 reply emails. In almost all of them, principals either asked for
times that we would be able to meet or proposed times for a meeting. In a few emails, principals asked
us to provide additional information such as our moving date or our child’s grade level. In 8 emails,
principals informed us that their schools did not offer school tours at the moment, typically because
state testing was currently taking place. 17 reply emails were from former principals who suggested
contacting the current principal, almost always either providing contact information for or cc’ing the
current principal. After discarding automatic replies, we thus feel confident in treating the receipt of
a reply email as indication of a principal’s willingness to meet with us. A typical reply was something
like “Sure! When can you come in?” We should also point out that none of the replies suggested that
principals found our emails suspicious in any way. We originally had planned to use text analysis tools
to analyze and code the content and tone of reply emails, but the reply emails proved to be too uniform
in content and too terse to make such an endeavor worthwhile. The major variation in responses is
thus between getting a reply email and not getting a reply email.
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(Bertrand and Duflo, 2017b; Butler and Broockman, 2011a). Of course, teasing apart

the exact roots of discrimination, be they statistical or taste-based, is inherently difficult

(Guryan and Charles, 2013) and in all likelihood requires a series of experiments and/or

observational studies.

6.5. Empirical results

Among our 45, 710 subjects, 19, 696 sent at least one non-automated reply email within

14 days, for a response rate of 43.1%. Most replied within three business days; extending

the reply window to four weeks does not change our results in any way. This response

rate is in line with response rates from other internet audit experiments with elected and

appointed public officials (Costa, 2017).60

Table B.2 in the SI shows results from a probit model. Because we are interested in

the interaction between the religious affiliation/non-affiliation treatment and the inten-

sity treatment, we include dummy variables representing all combinations of the religious

affiliation/non-affiliation and intensity treatment levels in the model. The model also in-

cludes dummy variables for parent’s and child’s gender as well as fixed effects for the eight

email accounts we used to send emails (coefficient estimates not shown). Robust standard

errors are clustered at the school district level.

We use a plot to visualize the main empirical results of our experiment. Based on the

probit estimates in Table B.2, Figure 6.2 plots treatment effects (i.e., differences in proba-

bilities). Treatment effects of male names are in comparison to female names. Treatment

effects for the twelve religious affiliation/non-affiliation and intensity combinations are in

comparison to the baseline condition in which we do not provide any information about

60A small number of principals sent several emails, typically to update times they had mentioned in a
previous email during which they would be available for a meeting.
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the religious affiliation/non-affiliation of the family.61

While not of primary interest here, we find that compared to female names, male names

for both the parent and the child reduce the probability of receiving a reply email. For

parent’s gender, the estimated effect size is 1.6 percentage points; for child’s gender, it

equals 0.8 percentage points. These effect estimates are statistically significant at the 0.05
and 0.10 levels, respectively.62

Turning to the religious affiliation/non-affiliation and intensity treatments and compar-

ing to the baseline (no information) condition (while averaging over the gender factors),

we find the following patterns. For the religious affiliation/non-affiliation treatment paired

with the low intensity condition, the effects of Protestant and Catholic affiliation are

slightly positive but not statistically significant at the 0.10 level. This suggests that sim-

ply signaling membership in a mainstream religious group has no effect on the probability

of getting a reply — principals do not discriminate against families belonging to these

mainstream religious groups when costs of enrollment are not signaled.

An affiliation with Islam, on the other hand, even if signaled solely through the email

signature (and not the text of the email itself), reduces the probability of reply by 4.6 per-

centage points, an effect that is highly statistically significant (𝑝 < .001). The effect size

for atheist email signatures is very similar, reducing the probability of reply by 4.7 percent-

age points compared to the baseline condition (𝑝 < .001). These effects are substantively

meaningful. As a benchmark, they are three times as large as the gender effects we observe

61Probability estimates are simulated using the observed values approach. Estimated probabilities for a
given factor or factor combination average over the remaining factors. Figure B.1 in the SI displays
the underlying probability estimates.

62There is no evidence of an interaction between parent’s gender and child’s gender: 𝜒2
1 = 0.19, 𝑝-value

= 0.67. There is also no evidence of interactions between the gender treatments and the religious
affiliation/non-affiliation or intensity treatments: 𝜒2

24 = 26.73, 𝑝-value = 0.32, suggesting that the
discriminatory effects we observe are uniform across gender (a fact consistent with the other treatment
heterogeneities we explore below). All Wald tests are two-sided.
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in the same sample and are just over 10% of the baseline response rate. They are slightly

smaller (but not statistically distinct from) the race/ethnicity effects reported in an audit

study of state legislators (Butler and Broockman, 2011a). The results demonstrate that a

clear bias exists against these minority groups and that (as best we can tell) this bias is of

the order of the large race/ethnic biases found in studies of elected officials. This bias is

present even when costliness is not explicitly signaled.

Our results are both substantively and statistically identical if we additionally control for

block fixed effects (Table B.3). Using linear probability models instead of probit also does

not affect our results (Table B.4). The same is true when we control for the covariates

listed in Table B.1 (Table B.4). Finally, our findings are also completely unaffected by

dropping Massachusetts from the sample (see discussion in footnote 52; Table B.5).

6.5.1. Potential mechanisms: Perceived costs of intense beliefs

To unpack these effects, we next examine the intensity treatments that randomly assign

principals to higher perceived costs either by inquiring about the compatibility of the

school with the family’s beliefs or by requesting accommodation of the family’s beliefs.

If the religious discrimination that we have observed were driven by perceived costs, we

would expect to see larger effects among those who are in these treatment conditions.

In practice, this is exactly what we observe. In the medium intensity condition, in

which parents inquire about the compatibility of the school with their beliefs, the extent of

discrimination increases for all four religious affiliations/non-affiliations. Effect estimates

increase to −8.7 percentage points for Muslims and −13.8 percentage points for atheists.

This suggests that the public officials in our sample discriminate against Muslims and

atheists (in part) because they perceive that serving such families will impose costs on

them. Such costs could arise because these families are perceived to make illegitimate,
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costly demands on schools or because other members of the school community might object

to their presence, causing conflicts that principals would prefer to avoid completely.

Interestingly, we also observe a discriminatory effect for mainstream religious groups

when they signal a greater intensity of belief. For Protestants, the estimated treatment

effect is −5.4 percentage points; for Catholics, it equals −6.6 percentage points. These

estimates (and those for Muslims/atheists) are statistically significant; all four are also

more negative than the corresponding effect estimates in the low intensity condition (𝜒2
4 =

129.97, 𝑝 < .001). Moreover, the effect for Muslims is substantially larger (in absolute

value) than the effects for Protestants and Catholics (𝜒2
2 = 6.80, 𝑝 = 0.03) and the effect

for atheists is substantially larger than the effect for Muslims (𝜒2
1 = 17.72, 𝑝 < .001).

This suggests that while mainstream religious groups are penalized for intense beliefs and

the accompanying perception that they are difficult to deal with, Muslims and especially

atheists are punished even more so. These results suggest that what we find for Muslims

and atheists is religious bias magnified by perceived costs.63

Effect estimates for the high intensity condition are very similar to estimates for the

medium intensity condition. We cannot reject the null hypothesis that effects in the

medium and high intensity conditions are the same (𝜒2
4 = 0.95, 𝑝 = 0.92).

6.5.2. Benchmarking to theoretical expectations

Our results provide qualified support for all three hypotheses. Consistent with H3, discrim-

ination against atheists is greater than discrimination against any religious group including

Muslims, at least in the medium and high intensity conditions. When religious identity is

merely signaled through email signatures, we still find sizable discrimination against athe-
63Like most audit studies, our design does not throw light on whether this perception of increased costs is

itself rooted in anti-Muslim or anti-atheist sentiment on the part of the principals. This distinction does
not matter for our finding of religious discrimination but would be important for policy interventions
designed to reduce such discrimination.
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ists, but it is not significantly larger than discrimination against Muslims (it is significantly

larger than discrimination against Protestants and Catholics). As predicted by H3, we also

find that discrimination against atheists increases as we move from the low intensity con-

dition to the medium intensity condition. Unexpectedly, moving from medium intensity

to high intensity did not further increase the extent of discrimination against atheists (or

any other group). It is possible that differences in language between the medium and high

intensity conditions were not sufficiently large to induce additional discrimination.64 Al-

ternatively, it is conceivable that the language we used for the medium intensity condition

already implied a possible request for religious accommodation, so that principals refrained

from responding to these emails at the same rate as in the high intensity condition.

In line with H2, we find that principals discriminate against Muslims even in the low in-

tensity condition, where the only difference between Muslim parents’ emails and Protestant

and Catholic parents’ emails is the email signature. Also consistent with H2, discrimina-

tion increases in the medium intensity condition. In all three intensity conditions, Muslim

parents are less likely to receive a reply than Protestant or Catholic parents.

Finally, our results are also partially consistent with H1. While we fail to observe any

discrimination against Protestant or Catholic parents in the low intensity condition, we

do find that principals are significantly less likely to reply if parents inquire about the

compatibility of the school with their beliefs or request accommodation of the family’s

beliefs. Overall, our results demonstrate more severe discrimination against Muslims and

especially atheists than mainstream religious groups.

In the SI, we investigate treatment effect heterogeneity but find no evidence that treat-

ment effects vary with the social context in which principals are embedded. We also

64When designing the experiment we considered even more strident language for the high intensity condi-
tion but decided against it in order to safeguard the realism of our emails and the internal and external
validity of our experiment.
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formally generalize our results to the NCES population of 78, 348 regular, non-charter

public schools in the 48 contiguous U.S. states without missing data. Results are virtually

identical.

6.5.3. Limitations

Audit studies, and randomized trials more generally, are designed to identify the average

causal effects of specific treatments — in our study, signals of religious affiliation/non-

affiliation and intensity of belief embedded in parents’ emails. Our study is motivated by

three theoretical frameworks drawn from the sociology literature (i.e., secularism, Judeo-

Christian nationalism, civil religion). We have also tested one of the most theoretically

compelling mechanisms (i.e., perceived costs) that could explain our results, but our ex-

periment cannot conclusively demonstrate that this is the only mechanism in operation.

Nor does our audit study speak directly to the many other situations in which principals

(or other public officials) might engage in religious discrimination; indeed, our study does

not speak directly to the question of whether students of different religious backgrounds

are treated differently once they are enrolled in public school. That is a different ques-

tion over which our research design does not afford us any leverage. Our study shares

these limitations with other audit studies and randomized trials more generally (Green,

Ha and Bullock, 2010; Guryan and Charles, 2013).65 While it is important to note these

limitations, our paper makes an important contribution by documenting for the first time

that significant religious discrimination takes place when American parents interact with

street-level bureaucrats.

65Take audit studies of wage discrimination for example. Bertrand and Mullainathan (2004b) show that
black and white job applicants with otherwise identical resumes are treated differently. It is possible
of course that employers discriminate against black workers when they review resumes but that black
workers are treated the same as white workers once they are hired. This possibility does not negate
the fact that employers engage in illegal discrimination in at least one domain.
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6.6. Conclusion and implications

In this paper, we have demonstrated that in spite of legal protections, systemic bias against

Muslims and atheists exists in the U.S. public domain. Our large-scale audit study provides

us with clear evidence that religious discrimination is large and widespread. Such discrim-

ination appears to be driven, in part, by a perception that these groups make illegitimate

demands that impose costs on public officials. Our results are fundamentally important.

They demonstrate that qualitative/survey-based evidence of religious discrimination is, in-

deed, evidence of a broader pattern of discrimination towards religious out-groups. Our

results find express meaning in a context of growing hostility towards groups like Muslims

and atheists, while also suggesting that mainstream religious adherents are penalized as

well when they expressly mention their faith in interactions with public bureaucrats.

Our work also speaks to public policy in important ways. PK-12 principals occupy

a challenging role as mediators between teachers and parents and schools and the public.

Their task is complicated by societal changes that unsettle the established moral consensus

and strain the capacity of public schools to ensure equal and fair treatment. Principals must

simultaneously respect the separation of church and state and safeguard the protection of

individuals’ religious liberties. Discrimination on the basis of religious affiliation/non-

affiliation could damage educational performance and attainment by undercutting school

attachment and academic engagement (Johnson, Crosnoe and Elder Jr, 2001) and by posing

a substantial barrier to parental involvement in schooling (Turney and Kao, 2009).

Because education is a primary factor in occupational and income mobility as well as

formal socialization, the potential consequences of discrimination in this domain are far-

reaching. As leading experts in education law observe, the U.S. is “a country that has

developed an extraordinary reliance on public schools as a mechanism for social and eco-

nomic justice and improvement” (Alexander and Alexander, 2011, xxxvii). A prominent
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historian of education observes that “[i]n the early twenty-first century, America’s schools

remain central to most public debates over how to define and secure the good life for the

nation’s children” (Reese, 2011, 8). Religious discrimination by public school principals

raises serious concerns about one of the fundamental institutions of modern democratic

government and its capacity for integration and equity.

Although previous research has shown a prevalence of hostile and exclusive attitudes

toward religious minorities and atheists and demonstrated religious biases in hiring, to the

best of our knowledge our study reports the first experimental research examining religious

discrimination in the American public school system. Now that we have established that

such discrimination is common when parents interact with school principals in the process

of school enrollment, future research should make it a priority to investigate further when

and why principals engage in such discrimination, whether other public officials — both

elected and appointed — also engage in religious discrimination, and how, if at all, such

discriminatory behavior may be best remedied.
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Figure 6.1: Email to principals
Subject: School visit?

Dear principal,

Hello. My family and I will be moving into the area sometime this summer.
Right now, we are deciding where exactly to move and are looking at
schools for our [son/daughter], [Jonah/Sarah]. Before we pick a place to
live, we would like to meet with you or a member of your staff and chat
a bit about your school. Would that be possible?

[A] [One of the reasons we would like to meet with you is that we are
raising [Jonah/Sarah] to be a good [Christian/Catholic/Muslim/Atheist
Humanist] and want to make sure that this would be possible at your
school.]

[B] [One of the reasons we would like to meet with you is that we are
raising [Jonah/Sarah] to be a good [Christian/Catholic/Muslim/
Atheist Humanist] and want to protect [him/her] from anything that runs
counter to our beliefs. We want to make sure that this would be possible
at your school.]

Sincerely,
[Isaac Adam/Rebekah Adam]

[C] [Catholicism/Christianity/Islam/Atheism teaches that life is precious
and beautiful. We should live our lives to the fullest, to the end of
our days. - Pope Benedict/Rev. Billy Graham/The Prophet Muhammad/
Richard Dawkins]
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Figure 6.2: Estimated treatment effects based on model in Table B.2
-0
.2
0

-0
.1
5

-0
.1
0

-0
.0
5

0.
00

0.
05

E
st

im
at

ed
 d

iff
er

en
ce

s 
in

 p
ro

ba
bi

lit
y 

of
 re

pl
y

Parent Child
Low Medium High

P
ro
te
st
an
t

P
ro
te
st
an
t

P
ro
te
st
an
t

C
at
ho
lic

C
at
ho
lic

C
at
ho
lic

M
us
lim

M
us
lim

M
us
lim

A
th
ei
st

A
th
ei
st

A
th
ei
st

Intensity

Religious affiliation/non-affiliation

Note: The plot shows estimated differences in probabilities of receiving a reply (i.e., treat-
ment effects) and 95% confidence intervals based on the probit model in Table B.2. Robust
standard errors are clustered at the school district level.
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Chapter 7.Moving Beyond

Measurement: Adapting

Audit Studies to Test

Bias-Reducing Interventions

This paper discusses how audit studies can be adapted to test the effectiveness of inter-

ventions aimed at reducing discrimination. While the approach we describe can be applied

to studies of discrimination in many areas, we focus on racial discrimination because it

affects numerous facets of life including — but not limited to — housing Turner et al.

(2002), employment (Bertrand and Mullainathan, 2004a; Gaddis, 2014; Pager, 2007b),

health (Burgess et al., 2007), and civic life (Griffin and Newman, 2008). Audit studies

have become an increasingly popular tool for measuring discrimination across the social

sciences (Vuolo, Uggen and Lageson, 2016)). Most audit studies, however, simply focus

on measuring the extent to which bias exists. We build on those works by showing how

audit studies can be combined with randomly-assigned interventions as a way of testing

This chapter is adapted from Butler and Crabtree (2017a).
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the effectiveness of those interventions.

We implemented an adapted audit study to test whether information can be used to

reduce levels of racial discrimination that local officials exhibit towards constituents seeking

answers to basic questions. We focus on an informational treatment because evidence

suggests that many people do not realize that they are acting in a biased manner (Dovidio

and Gaertner, 2004). Consequently, some have advocated using information to make people

aware of their biases (Burgess et al., 2007; Devine and Monteith, 1999; Rudman, Ashmore

and Gary, 2001; Pope, Price and Wolfers, 2013). For our study, we provided a random

subset of the local officials in our sample with information about previous evidence of

racial bias in how elected officials respond to citizens’ requests. A few weeks later we then

conducted an audit study to measure levels of racial bias among all the officials in our

sample (Adida, Laitin and Valfort, 2010; Broockman, 2013; McClendon, 2012), both those

who were sent the information and those who were not sent the information. We did this

by sending an email to each public official in our sample, randomizing whether the request

for help came from a putatively black or putatively white constituent. We then measured

the level of racial bias by comparing the response rates to the white and black constituents.

Our audit study successfully replicates prior work in this area by showing that officials

exhibit bias against black constituents. Indeed, the extent of bias is comparable to levels

found by previous studies of officials at other levels of government. Because local officials

often help constituents with the services that they use most regularly, discrimination at

this level of government raises concerns about fairness in representation.

Our results regarding the effect of information on reducing bias are less conclusive. In

our study, the information treatment group and the control group exhibited the same

level of racial discrimination. While this is consistent with the possibility that information

alone is insufficient to reduce bias, there are limitations with the design that may also be
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responsible for the null result. After presenting the details and results of our adapted audit

study, we discuss those limitations and what may have been done differently.

We end our paper with a list of concrete recommendations for how to improve future

audit studies. Our points draw on the lessons learned from both the limitations and

strengths of our particular study. We provide these suggestions as a way to improve future

work on identifying and reducing discrimination.

7.1. Testing the Effect of Information

We use an audit study to test whether information can reduce racial bias. In our audit

study, we sent elected, municipal officials (i.e., mayors and city councilors) in the United

States requests for assistance from putative constituents, randomizing whether the request

came from someone with a distinctively black name or a distinctively white name.

We chose our sample to learn about how white, elected officials at the municipal level

treat white and black constituents. We focus on local officials because they are responsible

for the provision of many important public services and oversee the government employees

with whom citizens most regularly interact. Because we could not identify the race of all

city officials, we restricted our sample to the types of cities where, based on the racial make

up of the city, the vast majority of elected officials are likely to be non-Latino, whites. This

is important from a methodological perspective because if the sample represented a more

racially diverse population, the in-group bias exhibited by officials from different racial and

ethnic groups may have cancelled each other out (Broockman, 2013).

We used the 2011 International City/County Management Association (ICMA) city

survey, which includes information on the racial demographics of the elected officials, and

data from the U.S. census to determine which cities to include in our sample. Based on

these data, we restricted our sample to cities where 75 percent or more of the population is
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white and less than 15 percent of the population is Latino. On average, 96 percent of the

officials serving in cities with these racial demographics are non-Latino, whites (see Figure

C.1 in the SI). We also restricted our sample to officials from cities with at least 50 black

individuals and a total population of 3, 000 or more.66 We use these cut points to increase

the plausibility that municipal officials would receive an email from a black constituent

that they did not know. Our final sample included 11, 801 city officials67 from 2, 160 cities

from across the United States.

The email addresses for the elected city officials were collected by research assistants

through web searches. Research assistants first searched for the website of each town or

city taken from the census. If the research assistants were able to identify the city’s website,

they then collected the name and email address of the city’s mayor and council members

(or the equivalent).

To measure levels of differential treatment by race, we emailed all of the 11, 801 officials

in the sample, randomizing whether the email was sent from either a putatively black or

a putatively white individual. We used information from previous studies and the U.S.

Census to identify common first and last names for black and white individuals (Butler

2014). In total we used 76 different aliases: 35 black aliases and 41 white aliases (see

Appendix E in the SI for list of aliases). For each alias we created a separate Gmail

account. When the emails were sent, the alias, which signaled the individual’s race, was

included both in the field identifying the sender and in the salutation in the body of the

message. We carried out the study during the Fall of 2014.

We carried out the study so that no two officials from the same city received a request

from the same putative constituent. In particular, we first assigned officials to receive either

66The mean city in our sample has 23, 949 residents, of whom 4.23 percent are black. Cities range in
size from 3, 011 to 583, 776 people, and the black population within cities ranges from 50 to 42, 188.

67This excludes the 338 officials with bad email addresses.
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the black or white constituent email and then block randomized, by city, aliases from the

assigned racial treatment. Similarly, the request found in each email was randomly drawn

from a list of simple requests adapted from the ‘frequently asked questions’ sections of

various city websites. We used 27 different requests,because all of the cities in the sample

had 27 or fewer elected officials, and again block-randomized so that no two officials from

the same city received the same request (see Appendix F in the SI for the full list of requests

used). We also randomized when we sent the emails so that they went out over a five-day

period. We spread the emails out to help ensure that no city in the study received all of

the emails on the same day.

About two weeks earlier, we sent the elected officials assigned to the treatment group (n

= 4, 004) a pair of emails with information about prior research on racial bias exhibited by

public officials.68 The information email we sent to the treatment group was ostensibly an

invitation to take a survey about recent research on racial bias in how officials deal with

constituent communications. We used this approach because it provided a rationale for

sharing information about previous research, while minimizing the possibility that officials

would assume that we were monitoring their behavior. The email states that research has

shown “that office holders respond more often and provide better advice to individuals

like them. White legislators, for instance, respond at higher rates to inquiries from white

constituents than from black constituents.” We underlined this sentence and placed it

in bold to draw attention to it. Within the main body of the email, we also provided

links to (a) an NPR report on research showing racial bias among public officials and (b)

a website we created to further highlight the findings from the racial bias literature (see

http://n.pr/1SRr6VA for the NPR report and Appendix C in the SI for screenshots of the

website). The sites that we linked to focused on the empirical finding that white legislators

68The only difference between the waves was that the second email began with “Thanks to those who have
already read this email and taken the survey. If you have not, please continue reading”.
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respond at higher rates to inquiries from white constituents than from black constituents,

reinforcing the information provided in the email. Below the valediction of the email,

we also included a one-paragraph summary of findings from the racial bias literature (see

Appendix B in the SI for full email text).

Finally, we designed the study so that we could test both the direct effect of receiving

the information on the recipient’s behavior, and also assess whether there was any spillover

effect that changed the behavior of the other officials in the same city. We are able to test

for this type of contagion effect because we used a multilevel design (Sinclair, McConnell

and Green, 2012) where we first randomly assigned the cities into two groups: in one-third

of the cities no officials received information; half of the officials in the remaining cities

were randomly chosen to receive the information. After excluding the bad email addresses,

we had three randomly chosen groups of officials: (a) 4, 004 officials who received the

information, (b) 3, 963 officials who did not receive the information, but who serve with

officials that did, and (c) 3, 834 officials who did not receive the information and whose

colleagues also did not receive the information. If the information had a direct effect on

reducing bias, but no spillover effect, than the officials in group (a) should exhibit less bias

than those in (b) and (c) and there should be no difference between (b) and (c). If there is

a spillover effect then the people in (a) and (b) should both exhibit less bias that officials

in group (c). And if there is no effect at all, then all three groups should exhibit similar

levels of bias.

7.2. Results

Of the 11, 801 contacted elected officials, 7, 135 sent at least one email within two weeks

of receiving our requests, for a response rate of approximately 60 percent.69 However,
69We do not count autoresponses as replies.
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in line with previous research, not all putative constituents were treated equally. Elected

municipal officials responded to emails from white constituents about 63 percent of the time

(3, 732/5, 908) but only responded to emails from black constituents about 58 percent of

the time (3, 407/5, 893). The five percentage point difference [3.6-7.1, 95 percent confident

interval] between response rates is statistically significant70 and in line with other findings

on racial bias among elected officials (Butler, 2014; Costa, 2017). A treatment effect of

this size suggests that blacks and whites receive quite different treatment by local elected

officials. All discrimination by elected officials harms the individuals discriminated against

as well as the broader society, but discrimination by local elected officials can be particularly

harmful. This is because the actions of local officials influence the lives of their constituents

in fundamental ways: they administer many of the public services that constituents use,

they oversee many of the street-level bureaucrats that constituents interact with, and they

are often the first to be contacted by constituents who need assistance. It should then

cause considerable concern that local officials treat constituents differently on the basis of

race.

Unfortunately, providing information about racial bias to public officials did not appear

to change their behavior. Table 7.1 gives the mean response rates by treatment, as well

as the differences between how they treated black and white aliases. All three groups in

our sample were about five percentage points more likely to respond to an email from

a white alias than they were to respond to an email from a black alias. Because there

does not seem to be evidence of a contagion effect, Table 7.2 directly compares the level

of bias among those who were assigned to be made aware of the research and those who

were not sent any information. Individuals assigned to receive the information treatment

exhibited racial bias that was about 0.7 percentage points greater than those exhibited by

70𝑡 = 5.96, 𝑝 ≤ 0.00.
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the control group. Regardless of which way the control group is defined, the level of racial

discrimination is comparable across the different groups. There are small differences in

the level of bias (ranging from 4.7 to 5.8 percentage points), but the differences between

these groups are statistically insignificant and point in the wrong direction: the largest

difference was observed among those who were sent information. Being made aware of

previous research on bias did not decrease the level of racial bias and so did not appear to

have much of a spillover effect.

Table 7.1: Email Replies from Elected Municipal Officials
Directly Colleagues No one in city
Informed Informed Informed

Response Rate to Black Names 57.0% 58.6% 57.8%
[N=2,017] [N=1,949] [N=1,927]

Response Rate to White Names 62.8% 63.3% 63.4%
[N=1,987] [N=2,014] [N=1,907]

Racial Bias -5.8* -4.7* -5.6*
(1.5) (1.6) (1.6)

Bias Difference: Directly - No One -0.2
(Std. Error) (2.2)

Bias Difference: Colleagues - No One 0.9
(Std. Error) (2.2)

Note: Standard errors are shown in parentheses. * 𝑝 < 0.05, two-tailed. The dependent variable, Email Reply, is coded as
1 if an elected municipal official sends a non-automated response to an information request within two weeks of receiving
our email and 0 otherwise. While it appears that the directly treated group responded at a lower rate than the spillover or

control groups, this difference is not statistically significant at any meaningful level.
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Table 7.2: Email Replies from Elected Municipal Officials
Directly Not Directly
Informed Informed

Response Rate to Black Names 57.0% 58.2%
[N=2,017] [N=3,876]

Response Rate to White Names 62.8% 63.4%
[N=1,987] [N=3,921]

Racial Bias -5.8* -5.1*
(1.5) (1.1)

Bias Difference: Directly Informed - Not Informed -0.7
(Std. Error) (1.9)

Note: Standard errors are shown in parentheses. * 𝑝 < 0.05, two-tailed. The dependent variable, Email Reply, is coded as
1 if an elected municipal official sends a non-automated response to an information request within two weeks of receiving

our email and 0 otherwise.

7.3. Limitations

Our treatment, however, might have been too weak to cause a noticeable effect. First,

not every official assigned to receive the information about previous results was actually

exposed to that information. Some individuals simply did not open either of the two emails

we sent. We know this because we sent the emails with information on previous research

through an email service that tracks whether recipients open their email. In our sample,

53 percent of the group assigned to receive the information treatment opened one or more

of the emails with this treatment.

Second, even those who opened our treatment emails might not have read far enough

to see the treatment. The key piece of our informational treatment appears in the third

sentence of the email. Although we bolded and underlined the treatment text, we cannot

109



know if people read past the first two sentences.

Third, even if officials did read our informational treatment, they might not have paid

attention to it. One reason why is because the email referred to scholarly research and

officials might generally be uninterested in research. Another reason is that officials might

not believe that the findings discussed in the email apply to them personally. While we

cannot know for certain whether individuals carefully read our treatment emails, or thought

that the content applied to them, we have anecdotal evidence that this might not be the

case. We know that only 18 percent of the treatment group visited the survey link that

was in the email, that only 15 percent of the treatment group completed the survey, and

that only 4 percent of the treatment group click on the link to the research summary.

Taken together, these statistics suggest that officials were not particularly interested in the

information that we provided them.

The timing between our treatment and audit emails is another potential limiting fac-

tor. We sent the informational email to the treatment group a couple of weeks before

conducting the audit because we wanted to assess whether our informational treatment

had a meaningful long-term effect. Because our treatment was weak, it might have been

unreasonable to expect that it had such a lasting effect. Perhaps if we would have sent the

audit emails shortly after our treatment emails, we would have found an effect.

Further, when conducting audit studies with elites’ email addresses, researchers can

rarely be certain that the individual they email is the one that reads and responds to their

email. Elites often employ staffers to handle their correspondence. It is possible that one

staffer read the informational, treatment email and that another dealt the audit email.

This might occur if staffers rotate email correspondence duties, there is turnover in staff,

or staffers go on vacation.
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7.4. Suggestions for Future Audit Studies

Below is a list of suggestions for future audit studies. These suggestions are drawn from

both what worked in our study and from what could have been improved. We discuss our

suggestions in relation to our study to provide concrete examples of how these points could

be implemented.

1. Put the treatment at the forefront. The information treatment may simply have

been missed. If we were to do this again, we would place the treatment language as

close to the top of the email as possible. If it could not be placed in the first couple

of sentences, we would put the message in color or highlight it.

2. Increase the relevance of the treatment. Individuals might not have thought

that the information in the treatment applied to them. One could address this issue

by increasing the perceived importance or influence of the sender. Our treatment

may have been more powerful if the sender had been an individual or representative

of a group from the same general geographic area, or from the local officials own

constituency. It also might have been more powerful if it was sent from someone who

could credibly sanction the officials if their future behavior was deemed inappropriate.

3. Carefully consider how long to wait between the treatment intervention

and the audit study. Researchers are more likely to find treatment effects if the

interval between treatment and the outcome is short, but in many cases scholars

might care more about the long-term effects of treatment. It is not always clear,

unfortunately, how long treatment effects should last to be substantively meaningful.

The proper length of time should be carefully considered at the design stage.

4. Consider automatically coding the outcome measure. We created our de-

pendent variable by reading 8000 email responses, identifying the sender, and then
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coding whether they had replied to our email.71 As researchers who conduct email

audit studies know, this can be a time-consuming procedure. If we were to do this

again, we would use software to automatically process email responses and construct

a response indicator. Our replication files contain an annotated R script and example

data file that researchers can adapt for this purpose.

5. Have a sufficiently large pool of email texts. If officials think they are being

studied, they are less likely to exhibit socially undesirable behavior (Findley, Nielson

and Sharman, 2015). This can be a problem for audit studies that send the exact

same text to all officials. This is because officials might share the communications

they receive (or share staff who respond to emails). If this is the case, individuals

might know that they are being studied and may simply respond differently to those

communications. Having a sufficiently large number of number of different email

texts helps minimize this threat to validity. Ideally one would have enough different

texts so that the officials who talk with each other do not receive the exact same email

message. In our case, we had enough different email texts so that no one serving in

the same city received the same message. In developing these questions, we looked

for city pages that included answers to “frequently asked questions”. Those questions

then helped us to write questions that would be relevant to our target population,

thereby increasing the believability of our deception.

6. Have a sufficiently large number of aliases and email accounts. This will

also minimize the possibility that officials respond to the emails differently than they

normally would.

7. Consider spillover at the design stage. One of the advantages of studying public

71Some officials sent more than one reply.

112



officials is that they have publicly observed social networks. Researchers can use the

design proposed by (Sinclair, McConnell and Green, 2012) to test for spillover in

those networks.

8. If the treatment designed to lower bias is delivered via email, track who

opens the email. Because we tracked who opened the emails, we were in a position

to discuss what the bounds of the effect might be. If we were to do it over again,

we would have also sent a placebo email (which included an invitation to participate

in a survey on a different topic) to the control group and tracked who opened those

emails. This would have given us a placebo design that would have increased the

power of our analysis (Nickerson, 2005; Gerber and Green, 2012).

7.5. Conclusion

We conducted an adapted audit experiment to test whether making officials aware of bias

could reduce levels of racial bias. Although limitations in our design make it difficult to

assess whether information alone can reduce bias, our study makes two important con-

tributions. First, we find that white, local, elected officials in the United States are less

responsive to black constituents. The extent of this bias is in line with prior studies (But-

ler, 2014; Broockman, 2013; Costa, 2017), suggesting that blacks face a similar degree of

discrimination across governmental contexts. The fact that we find such bias among local

government officials is worrying, however, as local government is often the level that most

directly affects citizens’ daily lives. Reducing this bias should be an important goal.

Second, we have described how audit studies can be adapted to help learn what measures

help reduce bias. We draw these lessons from what worked in our experience and from

what did not work. We offer these suggestions as a way to help improve future work on
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identifying and reducing discrimination.
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Chapter 8.How Public Opinion Shapes

Discriminatory Policing

8.1. Introduction

On July 17, 2014, a police officer put Eric Garner, a 33-year-old, unarmed black man

who was selling untaxed cigarettes, into a deadly chokehold (Marcus, 2016). Less than a

month later, a law enforcement officer in Ferguson, Missouri fatally shot Michael Brown,

an 18-year-old, unarmed black man (Buchanan et al., 2014). Garner and Brown’s deaths

sparked a series of protests that provoked an ongoing national debate about racial biases

in policing and propelled the Black Lives Matter movement to political prominence (Jee-

Lyn García and Sharif, 2015). Despite the administrative and legislative reforms that

followed from these incidents and the public reaction to them, police killings of racial

minorities continue to make the news with alarming frequency (Bonilla-Silva, 2017, 40-43).

While racial discrimination by the police is seen vividly in the United States, similar forms

of discrimination are common within a whole host of democracies. For example, there is

evidence that domestic security forces in countries as diverse as Canada (Maynard, 2017),

India (Subramanian, 2007), Israel (Davis, 2016), and Sweden (Kauff, Wölfer and Hewstone,

2017) disproportionately punish members of minority groups. In some cases, this means
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that individuals from these groups are shot or ‘tased’ more frequently, while in others it

means that they are harassed, dispossessed of their property, or ticketed at higher rates.

Why do the police discriminate against racial minorities?72 Over the last two decades,

social scientists have used new data sources and an increasingly sophisticated set of methods

to study racial discrimination across many contexts (Sen and Wasow, 2016).73 Some of

this empirical work investigates the extent of racial bias among non-state actors, such

as employers and landlords (Gaddis, 2018b). Researchers, for example, have documented

discrimination with respect to labor (Bertrand and Mullainathan, 2004a; Gaddis, 2014;

Pager, 2007a; Pager and Quillian, 2005; Pager, Bonikowski and Western, 2009; Crabtree,

Hou and Liu, 2018; Maurer-Fazio, 2012), goods (Michelitch, 2015), housing (Berry et al.,

2011; Einstein and Glick, 2017b; Ghoshal and Gaddis, 2015), credit (Ross and Yinger,

2002), education (Milkman, Akinola and Chugh, 2012; Crabtree, Hou and Liu, 2018), and

even ride-share markets (Ge et al., 2018). Other work examines discrimination by state

actors, such as political elites. This line of research has identified racial biases among

elected (Butler, 2014; Butler and Broockman, 2011a; Butler and Crabtree, 2017b; Alizade,

Dancygier and Ditlmann, 2018; Costa, 2017; Gell-Redman et al., 2018b; Grose, 2014) and

unelected officials (Einstein and Glick, 2017b; White, Nathan and Faller, 2015b; Hughes

et al., 2017; Distelhorst and Hou, 2017). Taken together, the results of these and many

other studies show that racial discrimination on the part of state and non-state actors has

a significant impact on the quality of citizens’ lives (Crabtree, 2018).

72By police, I refer here to domestic security forces broadly conceived. This definition encompasses police,
militia, para-police, and other agents of the state authorized to use force in the pursuit of crime or
social control. Unlike the military, which states typically use to exert coercion outside the state or
protect the state’s boundaries, the state typically uses the police to exert coercion or threat within
the state. In line with the literature (Butler, 2014), I refer to bias and discrimination interchangeably.
Following Sen and Wasow (2016), I use race as a shorthand for both race and ethnicity.

73There has been a similar growth in research on discrimination against immigrants (Hainmueller and
Hangartner, 2013; Hainmueller and Hopkins, 2015; Dancygier and Laitin, 2014; Baert and Vujić, 2016)
and religious minorities (Crabtree et al., 2018; Pierné, 2013; Adida, Laitin and Valfort, 2010), reflecting
an increasing concern with group-based inequalities across the social sciences.
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Until recently, there has been relatively little research that focuses specifically on racial

discrimination by the police.74 This is surprising because the police are an important state

actor. Almost all contemporary definitions of the modern state emphasize its reliance on

coercion and its use of violence (Weber, 1965). State coercion and violence in the domestic

arena is primarily enacted by the police. Since the police have the capacity to restrict and

violate the physical integrity of others, we might be particularly concerned about whether

law enforcement personnel exhibit discrimination. They often have the opportunity to do

so. For example, about 20 percent of all American adults have some kind of encounter

with the police in a given year (Eith and Durose, 2011). Public-police interactions occur

about as frequently in other countries. It has been estimated, for instance, that one in

two citizens in Belgium, Finland, and Sweden are approached, stopped, or contacted by

domestic security forces in a two-year time period (Staubli, 2017). While similar statistics

for other countries, particularly autocracies, are often unavailable, we can imagine that

these types of interactions are just as common elsewhere. This would mean that every year

millions of people, perhaps hundreds of millions, cross paths with the domestic security

services of their states. Since the police wield considerable power and exercise it frequently,

it matters if the police are treating different groups unequally.

What research there is on the police tends to focus on identifying whether racial dis-

crimination exists (Edwards, Esposito and Lee, 2018; Ray, Ortiz and Nash, 2018; Ross,

2015; Gelman, Fagan and Kiss, 2007; Baumgartner, Christiani, Epp, Roach and Shoub,

2017; Epp, Maynard-Moody and Haider-Markel, 2014, 2017; Baumgartner, Epp, Shoub

and Love, 2017; Bowling, 1990; Sun, Wu and Hu, 2013; Cashmore and McLaughlin, 2013;

Bigo and Guild, 2005). A handful of studies have begun to go further and look at whether

74A quantitative analysis of the literature shows that while there was some early work on this subject
(Lohman and Reitzes, 1952; Furstenberg and Wellford, 1973; Hadar and Snortum, 1975; Rafky, 1975;
Hahn, 1971), there has been considerably more attention to it in recent recent years, though most of
this been in sociology. For more details, see Appendix A.
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certain behavioral interventions, such as implicit bias trainings (Smith, 2015b; Nix et al.,

2017; Fridell, 2016; Spencer, Charbonneau and Glaser, 2016), or specific institutions, such

as oversight boards and the courts (Kennedy et al., 2017a), can reduce racial discrimina-

tion in the police. While studies on racial discrimination in the police have occurred in

many countries, such as Canada (Maynard, 2017) and Brazil (Mitchell and Wood, 1999),

the majority have focused in some way on the American context.75

While these new studies have produced important insights, notably that racial discrim-

ination in the police is common in many settings, this work has at least four limitations.

First, many studies rely on administrative data provided by law enforcement agencies them-

selves. In most countries, though, we know that these self-reported data are often biased in

important ways (Davenport, 2005). For example, they tend to exaggerate potential threats

to police officers and downplay the violence of police actions (Sullivan and O’Keeffe, 2017;

Davenport, 2005).76 Second, most studies rely on observational data. This means that it

is hard to know if the differences we see in how the police treat racial groups are actually

caused by race as opposed to some other reason, such as socioeconomic status, class, or

education. Third, research that does leverage creative designs to isolate the causal effect of

group identity on policing practices has reached conflicting conclusions. In some cases, it

appears that the police do discriminate (Zimring, 2017). In other cases, though, there is no

evidence of police discrimination (Fryer, 2016). One explanation for these conflicting find-

ings is that discrimination is context dependent. If this is true, then researchers need to use

research designs that eschew standard additive models and experimental designs in favor

of interactive models and factorial designs. The fourth and possibly largest limitation with

75Over half of all police related articles published in a political science journal since 1980 have examined
the police in the American context (Crabtree, 2018, 5).

76As Eck and Crabtree (2018) note, Sweden represents an important exception to this general trend. The
Swedish government collects comprehensive data on policing practices and provides nearly all of it to
the public upon request.
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existing research, though, is that it does not isolate the mechanism(s) driving any observed

discrimination. In other words, the empirical literature has largely focused on identifying

where and when discriminatory policing occurs, rather than on investigating why it occurs.

Without a better understanding of the factors that drive police discrimination it is hard

to determine the most appropriate policy interventions to reduce it.

According to the existing literature, which frequently employs a principal-agent per-

spective (Fagan, 2017; Balko, 2013),77 the primary explanation for racial discrimination

in policing is that officers are bad agents. This could be because individuals prone to

implicit or even explicit biases against racial groups choose to enter into policing (Engel

and Swartz, 2013; Smith, 2015b; James, Vila and Daratha, 2013) or because bad institu-

tional environments and poor training might instill or reinforce racially biased views in law

enforcement officers (Wilson, 1978; Shusta et al., 2002; Smith and Alpert, 2007). In either

case, the result is agency loss.78 According to this framework, police discrimination can

be reduced by adopting more stringent tests at the hiring stage, increasing the diversity

of police personnel, developing effective implicit bias training, and actively promoting a

more racially tolerant organizational culture. In effect, we need to increase the supply

of good agents — unbiased officers. Doing this is difficult, though, and the effectiveness

of implicit bias training, cultural reforms, and increased diversity within the police force

remain contested. Police discrimination appears to have been reduced in some contexts,

but not in others (Vedantam, 2008; Peruche and Plant, 2006; Bregman, 2012; Butz et al.,

2018).

An assumption, often left implicit, in these studies is that the principal — the public

77Contributions to this literature typically evaluate law enforcement officers as agents, even if they do not
adopt principal-agent language.

78Agency loss is typically defined as the “difference between the actual consequence of delegation and what
the consequence would have been had the agent been perfect” (Clark, Golder and Golder, 2017, 501).
In the context of policing, agency loss is then the difference between what the police do and what the
public would want them to do.

119



— wants racial equality with respect to policing outcomes. This is, after all, why police

discrimination is considered a form of agency loss. But this premise is rarely justified

theoretically or empirically. There are reasons to believe that much of the public may

not always hold egalitarian preferences (Staats et al., 2015; Stephens-Davidowitz, 2014;

Northup, 2010). In comparison to earlier work, I argue that discriminatory policing de-

pends on the interaction between (1) unbiased police officers, (2) public egalitarianism,

and (3) police accountability. Racial discrimination will be highest when both the supply

of unbiased officers and the public demand for equality are low. It will be lowest when

both the supply of unbiased officers and the public demand for equality are high. And it

will be moderately high if either the supply of unbiased officers is low or the public demand

for equality is low. The impact of public preferences on police discrimination is strongest

when when the police can be held accountable for their actions through electoral means or

when there are electoral incentives for intermediaries, such as political officials, to oversee

police actions.

This theoretical framework highlights the role that public opinion plays in discriminatory

policing. There is a large literature that examines the congruence and responsiveness of

various policy and distributional outcomes to citizen preferences (Kelly and Enns, 2010;

Burstein, 2003; Risse-Kappen, 1991; Lax and Phillips, 2009; Soroka and Wlezien, 2010;

Erikson, Wright and McIver, 1989; Golder and Stramski, 2010; Golder and Ferland, 2017).

This literature has not examined whether the level of police discrimination is responsive

to citizen preferences. Similarly, the growing literature on racial discrimination in policing

has not taken into account the possibility that public attitudes might in part fuel or limit

the racial injustices in policing that we observe.

To test the implications of my theory, which states that the interaction between supply

of unbiased police officers and public demand for racial inequality drive police discrimina-
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tion, I conduct survey experiments with two samples of American political elites — law

enforcement administrators and elected officials who oversee the police. To the best of my

knowledge, this is the first experiment on racial discrimination conducted with law enforce-

ment administrators, a particularly consequential class of public bureaucrats.79 I focus on

these two groups because they are important intermediaries between the public (i.e. the ul-

timate principal) and front-line police (i.e. the ultimate agents). I focus on the US because

this is a particularly important case given the historical significance of race relations in gen-

eral and because the US is the most examined country in the policing literature (Crabtree,

2018). In each experiment, I randomly provide information to respondents about public

demand for racial equality in their jurisdiction. I then ask subjects to evaluate two citizen-

police interactions, randomly varying the race of the citizen. As predicted, elected mayors

and state legislators who oversee the police, exhibit racial discrimination with respect to

Blacks and Hispanics, but less so when they are informed that voters in their districts

support racial equality in policing. In partial contradiction to my theory, though, police

chiefs and sheriffs, do not exhibit discrimination against minorities and their behavior is

not influenced by public preferences for racial equality. Overall, my results suggest that

public views about racial equality influence discrimination by the police only indirectly,

through the elected institutions that monitor and check their power. This implies that if

we desire substantial change in police discrimination, we need to change the racial biases

held by both the police and the public. Without addressing the public’s attitudes, racial

discrimination is likely to endure since the police and their elected supervisors respond to

and are held accountable by public preferences. This has important implications for future

work as it suggests that we need to better understand what the public wants the police to

79While police chiefs, sheriffs, and other local-level law enforcement administrators sometimes appear in
general discussions of policing (Brehm and Gates, 1993; Wilson, 1978), the most research on policing
in the United States and elsewhere focuses on front-line officers (Manning, 2005; Earle, 1988; Smith,
1940).
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do before evaluating police behavior.

8.2. Theory

The extent of racial discrimination in policing outcomes depends not only on whether law

enforcement personnel think in biased ways but also on whether the public wants groups

to be treated equally. In other words, it depends on the interaction between the supply of

unbiased officers and the demand for unbiased policing. It also depends on the extent to

which the police and their supervisors are responsive to citizen preferences.

8.2.1. Supply of Unbiased Policing

The literature on policing often adopts a principal-agent framework (Waterman and Meier,

1998; Brehm and Gates, 1999; Dharmapala, Garoupa and McAdams, 2016; McAdams,

Dharmapala and Garoupa, 2015; Conrad, 2018). The general view is that the ultimate

principal, the public in a democratic context, delegates authority via intermediaries to

domestic security forces so that they can accomplish some set of tasks (Brehm and Gates,

1999). These duties typically include maintaining order, enforcing the law, and providing

community service (Wilson, 1989). The public, however, faces two primary problems when

they cede authority to the police. The first, adverse selection, occurs because the public has

incomplete information about possible law enforcement personnel and cannot screen out

‘bad’ types, who might not act in accordance with the their preferences (Akerlof, 1978).

The second, moral hazard, occurs when the public cannot fully observe, and therefore

sanction, ‘bad’ police actions.80 While both problems can occur when voters delegate to

80A second-order problem is that sanctioning the police for bad behavior is difficult. The public typically
relies on the police to enforce the delegation contracts that they make with other agents, such as
bureaucrats and elected officials. The issue in the law enforcement case, though, is that the police have
little incentive to enforce something against themselves (Monkkonen, 1981).
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police forces, the likelihood of moral hazard problems is particularly high for several reasons

— the police need a great deal of discretion to perform their duties (Lipsky, 2010), they

possess much better information about their actions than principals (Hölmstrom, 1979),

and they have historically been able to avoid direct oversight since that would be either

prohibitively costly or impractical (Wilson, 1978). Some combination of adverse selection

(Brehm and Gates, 1999) and moral hazard (Mas, 2006) can lead to agency loss (McAdams,

Dharmapala and Garoupa, 2015), defined in this context as the distance between what the

public wants the police to do and what they actually do (Gailmard, 2012).

Arguably, agency loss in policing is a more serious problem than in most other delega-

tion contexts, as the consequences of it are potentially very high. When the public view

the police as acting independently (as ‘rogue’ rather than perfect agents), they are more

likely to question their legitimacy and that of other state institutions (Davis, 2017). The

downstream consequences of a disaffected citizenry are manifold, particularly in democ-

racies where challenges to the state’s legitimacy can lead to support for undemocratic

alternatives (Foa and Mounk, 2016). In recent years, researchers across political science,

economics, criminology, public administration, public policy, and sociology have begun

to pay more attention to adverse selection and moral hazard problems in the context of

policing and their possible remedies (Butler, Gluch and Mitchell, 2007; Soss and Weaver,

2017; Reiner, 2010).

In the context of racial discrimination among the police, a growing literature centers on

identifying the extent to which domestic security officers engage in what is often termed

‘taste-based discrimination’ (Becker, 2010) or ‘biased mental processes’ (Correll et al.,

2007, 2014; Warren et al., 2006; Tomaskovic-Devey, Mason and Zingraff, 2004; Knowles,

Persico and Todd, 2001).81 According to this research, discrimination might occur because

81Taste-based, or preference-based, discrimination occurs when individuals treat the members of some
groups worse than others because they are unwilling to pay the psychic costs of treating everyone the
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individuals who possess implicit or even explicit biases against racial groups enter into

policing (Engel and Swartz, 2013; Smith, 2015b; James, Vila and Daratha, 2013), or because

bad institutional environments and poor training might instill or reinforce racially biased

views (Wilson, 1978; Shusta et al., 2002; Sim, Correll and Sadler, 2013; Smith and Alpert,

2007). To remedy these biases, we might develop effective implicit bias training or more

racially tolerant organizational cultures. Many policy reports, academic publications, and

police training modules argue that doing this can ‘fix’ police personnel (Smith, 2015b;

Spencer, Charbonneau and Glaser, 2016; Da Silva, 2018; James, 2017). In sum, this view

holds that to reduce racial discrimination in policing, we need to increase the supply of good

agents — unbiased officers. This logic is encapsulated in the Officer Supply Hypothesis.

Officer Supply Hypothesis: The greater the supply of unbiased law enforce-
ment officers, the less policing practices will be discriminatory.

Practically speaking, increasing the supply of unbiased police officers is difficult, though,

as the effectiveness of implicit bias training and cultural reforms remains contested. In a

wide range of areas, such as in workplaces and in policing, there is little consistent evidence

that we can reduce implicit bias (Vedantam, 2008; Mak, 2018; Peruche and Plant, 2006;

Bregman, 2012; Lebrecht et al., 2009). It remains an open question, though, why this sort

of training works only some of the time — it might be because the interventions are not

well-designed, because biases cannot be reduced, or because they can only be reduced in

some contexts.

same. Statistical discrimination, on the other hand, occurs when individuals use information about
the average member of a group to make decisions about individual members (Arrow, 1972). Statistical
discrimination does not necessarily reflect biased mental processes, as individuals might have reasons
to use group-level attributes to infer individual-level qualities.
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8.2.2. Demand for Unbiased Policing

One reason why the effectiveness of implicit bias training programs for police might change

across contexts is because public preferences for police discrimination do so as well. Most

studies state or assume that racial discrimination is evidence of agency loss. However,

observing racial discrimination on the part of the police does not on its own indicate the

existence or extent of any agency loss. To evaluate the extent of agency loss, must know

something about the agent’s actions relative to the preferences of the principal.82 It may be

the case that there is no agency loss and that the police engage in racial discrimination in

part as an attempt to be responsive to the public’s preferences, potentially in anticipation

of future sanctions (Mansbridge, 2003). In most circumstances, we think that congruence

and responsiveness on the part of state agents with respect to public preferences is a good

thing (Pitkin, 1967; Dahl, 1989), even if they are unelected (Rehfeld, 2006; Näsström, 2015;

Kuyper, 2016). It is important to remember, though, that congruence and responsiveness

might not always lead to socially or normatively beneficial outcomes. Many would ar-

gue that it is bad if agents are responsive to public preferences for racial discrimination.

(Dryzek, 1996; Saward, 2008; Pateman, 1970). The point here is not to engage in a debate

about whether responsiveness in this context is good or bad, but rather to highlight that

police responsiveness to public preferences may explain variation in racial discrimination

across contexts. This suggests that we need to consider how the preferences of the police

and the public interact.

The public have heterogeneous preferences over the punitiveness of policing and we know

that these preferences have racial overtones (Enns, 2014, 2016; Dovidio and Gaertner,

2004). It seems reasonable to think that the public also has specific preferences for the

racial fairness of policing. However this set of preferences is considered, I refer to them

82Appendix B uses a simple principal agent model to provide additional intuition for this point.
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as public demand for racial equality. Since we know that punitiveness (Enns, 2016) and

racial animus (Stephens-Davidowitz, 2014; Hadden, 2001) vary across contexts, we might

think that demands for racial equality do as well. For example, Stephens-Davidowitz

(2014) shows that racist views appear to be fairly common in places like West Viginia,

rural Illinois, and southern Oklahoma, but less common in areas like Hawaii, sections of

California, and Colorado’s Front Range. It follows that the people in these places likely

have different ideas about how the police should interact with and punish members of

minority groups.

We can imagine that several factors feed into public demand for racial equality. Some

individuals, for instance, might believe that certain racial groups deserve better treatment

than others (Becker, 2010). Others might come to associate racial groups with criminal

activity and thus endorse or accept (as necessary) higher rates of police violence (Hjorth,

2017). While racial biases might explain quite a bit of the variation in public demand,

other concerns might matter as well (Hehman, Flake and Calanchini, 2017). For example,

even when individuals are not biased against racial groups, we can imagine that they might

not care much about stopping discriminatory policing. This could be, for example, because

they might believe in a tradeoff beween security and racial equality (Dietrich and Crabtree,

2018). Indeed, in high-crime areas, citizens are likely to be less concerned about abstract

notions like ‘fairness’ and ‘equity’ than about the police using whatever means necessary

to ensure safety (Chevigny and Chevigny, 1995).

We know that public preferences influence the behavior of state actors such as judges

(Canes-Wrone, Clark and Kelly, 2014; Bright and Keenan, 1995; Hall, 1995). It is reason-

able to think that public opinion might also influence the police. Like other street-level

bureaucrats, law enforcement officers labor under heavy workloads (Jauregui, 2016; Knight,

1990). They are asked to maintain order, enforce the law, and serve the community (Wil-
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son, 1989). In an average day, an officer might need to break up a fight, apprehend a

robber, and provide first-aid or directions to local citizens (Monkkonen, 1981). To manage

their many diverse responsibilities, officers use their broad discretionary powers to decide

where and how they should work (Muir, 1977). They often focus on tasks and otherwise

conduct their duties in a way that is most likely to maximize the satisfaction of their super-

visors (Lipsky, 2010), who have preferences over policing practices, punitiveness, and other

outcomes (Brehm and Gates, 1999; Monkkonen, 1981; Enns, 2016). Since these supervisors

are typically directly or indirectly accountable to the public, the police can be expected

to act in line with public opinion. In a similar vein, the police might also want to satisfy

the elected officials who oversee them. In addition to these reasons, the police, like other

street-level bureaucrats, also try to minimize their effort and any public dissatisfaction

that could make their life at work less costly (Lipsky, 2010; Wilson, 1978).

Law enforcement personnel have many opportunities to assess public satisfaction and

to update their actions in line with community preferences. One way they can do this

is through patrolling communities and talking with citizens, a core component of law

enforcement duties in many localities (Reiss, 1973).83 Another way that they can monitor

public opinion is through Community-Police Advisory Boards, which typically exist to

increase communication between law enforcement and the areas that they serve (Chevigny

and Chevigny, 1995). Other avenues through which police can gauge public attitudes

include local news coverage, social media interactions, and official complaints.

One potential issue, however, is that police are unlikely to understand or perhaps care

about the preferences of the median citizen in their jurisdiction. While police come into

contact with many individuals, the non-criminal sample that they interact with is skewed

83One law enforcement administrator who completed my survey experiment offered a jaundiced view of
that process: “The older citizens tend to remind you that they “know” the law, they “know” your boss,
and they tend to tell you what your job is.”
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— more given to needing help, desiring punishment, and prioritizing safety over other goals

(Muir, 1977). As a result, the police might have biased information over public preferences

regarding racial equality in policing practices. In addition, police administrators may be

responsive to those who have political clout. Individuals from these groups might value

protection over racial equality in policing practices. This means that the police might not

tailor their work to satisfy the preferences of the median individual in their jurisdiction but

rather the median individual with whom they interact or the median individual in their

preferred group of citizens.

The importance of public demand on racial equality in policing outcomes is captured in

my Public Demand Hypothesis.

Public Demand Hypothesis: The greater the public demand for racial
equality, the less discriminatory policing practices will be.

Theoretically, the supply of unbiased officers and public demand for racial equality should

interact to determine the level of police discrimination. When the supply and demand are

low, we should observe high levels of discrimination. This is because ‘bad’ police officers are

inclined to discriminate and they do not face public pressure to apply the rule of law equally

across races. Similarly, when supply and demand are high, we should observe low levels

of discrimination. This is because ‘good’ police prioritize racial equality in their citizen

interactions and the public’s egalitarian views reinforce their views. In all other cases,

we should observe moderate levels of discrimination. When supply is high but demand is

low, unbiased police officers face public demand for racial inequality and may compromise

their views to minimize dissatisfaction. And when supply is low but demand is high, an

egalitarian public pressures biased officers to engage in less discrimination.
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8.2.3. Police Responsiveness

As discussed above, the police should care about the public’s preferences. The extent

to which public demand influences police officers should depend on the degree to which

they can be held accountable to the public. The extent to which the public can hold

the police accountable depends on two things. One, the public needs to know if the

police are responsible for the good or bad things that they observe. This can be difficult

since there is often little independent evidence about policing actions to identify who is

responsible.84 When the police kill someone, they can simply say that the victim carried

a gun or threatened them, and the ‘blue wall of silence’ dissuades other officers from

exposing false accounts of citizen interactions. Two, the public needs to be able to influence

the police. This is difficult, however, as front-line police and administrators are typically

appointed to office. In many cases then, the public cannot use electoral institutions to

directly reward or punish bad police.

In some cases, there is limited accountability in practice. When this is the case, the

police might ignore public preferences entirely if they can get away with it, acting instead

based on their own preferences (Skolnick and Fyfe, 1993). While little systematic data

exists on the preferences among police for racial equality, we can imagine that the police

would provide preferential treatment to members of their own racial group. This would

be in line with the large literature on implicit biases (Dovidio, Kawakami and Gaertner,

2002; Green et al., 2007), and is also the basis for many calls to diversify police personnel

(Kennedy et al., 2017b).

In other cases, though, the police can be held directly or indirectly accountable by the

public (Chevigny and Chevigny, 1995). The public, for example, can influence police be-

havior through local oversight bodies, such as Los Angeles’ Civilian Oversight Commission

84This issue is one of the reasons why some advocate for the police to wear body-worn cameras.
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(Chan, 1999). The public can also hold law enforcement accountable through elections.

While the public typically do not vote for front-line police, they often elect law enforcement

administrators who can indirectly exert pressure on street-level officers to act in accordance

with public wishes. They also elect officials such as mayors and state legislators whose job

it is to oversee the police. We know that citizens call or write to mayors and city managers

about their concerns with policing practices and that they sometimes elect representatives

because of their criminal justice policies (Eckhouse, 2016; Kennedy et al., 2017a; Surette,

1985). It is reasonable that they do the same with elected law enforcement administrators,

and that those important intermediaries between the public and police care about citizen

preferences regarding racial equality. This would be in line with the judicial politics lit-

erature, which finds that public opinion influences how elected judges decide cases. For

example, elected judges are more likely than unelected judges to act in line with public

preferences about punitiveness, particularly as elections approach (Streb, 2007; Brace and

Boyea, 2008; Berry, 2015). In other words, the effect of public preferences only matter to

the extent that police have an incentive to be responsive.

In comparison to earlier work, my framework suggests that discriminatory policing de-

pends on the interaction between (1) unbiased police officers, (2) public egalitarianism, and

(3) police accountability. Figure 8.1 graphically represents the full theory. The table on

the left captures a world in which the police and the people who oversee them care about

public preferences. The table on the right captures a world in which the police and people

who oversee them do not care about public opinion. In each of these worlds, the level of

police discrimination depends on the supply of unbiased police officers and the demand for

racial equality in policing. The cells denote the predicted level of discriminatory policing

with darker colors indicating more discrimination.

As Figure 8.1 illustrates, the effect of public demand on discriminatory policing varies
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Figure 8.1: Theoretical Expectations about Discriminatory Policing - Concern about
Public Demand

Lo
w

H
ig

h

Pu
bl

ic
D

em
an

d
fo

r
Ra

ci
al

Eq
ua

lit
y

High Low

Supply of Unbiased Officers

Police Care about Public Demand

Low
Discrim-
ination

Medium
Discrim-
ination

Medium
Discrim-
ination

High
Discrim-
ination

Lo
w

H
ig

h

Pu
bl

ic
D

em
an

d
fo

r
Ra

ci
al

Eq
ua

lit
y

High Low

Supply of Unbiased Officers

Police Do Not Care about Public Demand

Low
Discrim-
ination

High
Discrim-
ination

Low
Discrim-
ination

High
Discrim-
ination

Note: Cell entries denote the predicted level of discriminatory policing.

131



depending on whether the police care about it. I have already described the predictions for

the world in which police care about public preferences. In the world where police officers

do not care about public preferences (the right table), the level of police discrimination

is driven entirely by the supply of unbiased police officers. When the supply of unbiased

police officers is high, discrimination is low, and when the supply of unbiased police officers

is low, discrimination is high. This is the world implicitly assumed in existing studies of

policing. This framework leads to two conditional hypotheses (Brambor, Clark and Golder,

2006a; Berry, Golder and Milton, 2012), the Conditional Officer Supply Hypothesis and the

Conditional Public Demand Hypothesis.

Conditional Officer Supply Hypothesis: The greater the supply of unbi-
ased law enforcement officers, the less policing practices will be discriminatory.
This negative effect increases with public demand for racial equality, particu-
larly when the police care about citizen preferences.

Conditional Public Demand Hypothesis: The greater the public demand
for racial equality, the less policing practices will be discriminatory. This nega-
tive effect increases with the supply of unbiased officers, particularly when the
police care about citizen preferences.

8.3. Empirics

Most analyses of racial discrimination ignore the demand for racial discrimination. That

is, existing research focuses on the supply of unbiased police officers and fails to recognize

the interaction between supply and demand side factors that influence racial discrimina-

tion by the police. My theory suggests that this focus on the additive effect of unbiased

policing might explain some of the conflicting results about police discrimination in the

literature. My theory also suggests that researchers should examine how the supply of

unbiased police officers interacts with public preferences for racial egalitarianism across

different accountability structures to affect police discrimination.
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It is difficult to collect data on the public’s preferences for racial discrimination by the

police and police incentives to care about these public preferences. In what follows, I

focus on evaluating how public opinion affects the level of racial discrimination exhibited

by agents involved in policing, and the extent to which this effect is stronger when those

agents have greater incentives to care about the preferences of the public. To test my

hypotheses, I need variation in (1) racial discrimination by agents involved in policing,

(2) public demand for racial egalitarianism on the part of the police, and (3) incentive

structures that encourage agents to be congruent with public opinion. To address these

data needs, I design and conduct two novel survey experiments that examine potential

discrimination in the use of police power in the American context. These experiments help

provide variation in (1) racial discrimination by agents involved in policing and (2) public

demand for racial egalitarianism from the police. They focus on the use of excessive force

and traffic stops by the police. I conducted the survey experiments in June and July 2018.

While my theory is general and should apply across many contexts, I test it in the

United States for two reasons. First, America provides a useful laboratory to think about

the principal-agent relationship in policing. Unlike the United States, many countries have

a unified policing system or a unitary system of government. This means that the policing

units share the same principal — the national public and often the same intermediary

principals, national legislators. In America, though, each local policing unit is responsible

primarily to the citizens in their own jurisdiction and are overseen by a heterogeneous

set of local- and state-level officials.85 This means that there are thousands of different

ultimate principals across the United States and hundreds of different intermediaries, all

facing differential demands for public equality in policing. In other words, the United

85There is some overlap in these communities, as the jurisdictions served by municipal law enforcement
agencies are often one part of the jurisdictions served by county law enforcement agencies. No two
local law enforcement units, though, share completely overlapping jurisdictions.
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States provides the much needed variation in public preferences for racial egalitarianism

needed to test my hypotheses. Second, the American case rests at the heart of the growing

comparative policing literature. Roughly half of all the articles published on policing in the

last 40 years have focused in some way on the United States.86 As a result, my empirical

analysis speaks directly to a large portion of the literature.

8.3.1. Sample

While the traditional focus of the policing literature is on the attitudes and behaviors of

front-line personnel, the ultimate agents who act on behalf of the public, I focus instead on

two alternative sets of actors that operate in the delegation chain linking police officers to

the public.87 The first set of actors are law enforcement administrators. Law enforcement

administrators are important for two reasons. One is that they influence front-line police

through both the orders they give and the organizational culture they help create. This

is particularly true in federal systems, such as the U.S., where local-level administrators

possess tremendous discretion within their jurisdictions (Wilson, 1989). Another reason

is that they — not rank-and-file officers — are the ones who might be held politically

accountable if local police services fail to satisfy members of the community. Importantly

for my theory, the administrators in my sample differ in the extent to which they should

care about public demand for racial equality. Some have been appointed (i.e. municipal

administrators and some sheriffs), while others have been elected (i.e. most sheriffs). This is

important for testing my Conditional Officer Supply Hypothesis and my Conditional Public

Demand Hypothesis. The second set of actors are elected officials. Elected officials are

86A quantitative review of the political science literature shows that the United States appears in 787
of the 1, 492 articles (52.75 percent) published on policing from 1980-2018. The next two countries
that appear the most frequently in this literature are Germany (572) and China (480). Appendix A
contains more details about this review.

87Appendix C presents a stylized version of the delegation chain that links the public to front-line officers.
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important for two reasons. One is that while there is some variation in the elected nature

of law enforcement administrators, this is in practice quite minimal; the vast majority of

law enforcement administrators are appointed. Including elected officials, thus, provides

me important variation in the extent to which the actors in my sample care about public

preferences with respect to policing outcomes. Given their elected status, we should see

that elected officials are much more responsive to public preferences than law enforcement

administrators. The second reason is that there is an increasing demand for police reform

and a growing recognition that this might only come through legislation. This means that

studying how elected officials respond to the public’s preferences for racial egalitarianism

is potentially important for understanding the policymaking process that leads to police

reforms.

My law enforcement sample comprises the 11, 251 administrators at the municipal and

county levels who possess valid personal email addresses listed in a popular directory service

for public safety professionals, Safety Source’s National Directory of Law Enforcement

Officers. This sample comprises approximately 73 percent of American law enforcement

administrators. My elected officials sample comprises the 5, 852 state legislators and 1, 281
mayors who have valid personal email addresses listed on openstates.org and provided by

the United States Conference of Mayors. This sample comprises about 79 and 91 percent

of American state legislators and mayors (of cities larger than 40,000 people). I invited law

enforcement administrators and elected officials to participate in my research by sending

them an email.88

The fact that law enforcement issues in the United States have become increasingly

contentious likely means that law enforcement administrators and elected officials are re-

luctant to participate in and complete surveys about these issues and that response rates

88Appendix D contains the email I sent to each sample.
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are likely to be low. To ameliorate this situation, I did several things to maximize my

response rate. First, I pre-tested the language I used in my email invitation and found

that it was consistently viewed as respectful, polite, and warm in tone.89 Second, I offered

a small financial incentive for recipients to complete the survey. Ethical and legal issues

prevent me from directly paying respondents for their participation, so I instead pledged to

donate $1 for every completed survey response to the National Law Enforcement Officers

Memorial Fund (NLEOMF). Butler and Pereira (2018) find that the promise of charitable

donations can encourage political elites to perform better on surveys. Since performance

is related to work effort, I expect that charitable donations will encourage survey com-

pletion. I selected this police-related charity because, unlike others, it engages in only

limited political advocacy.90 This is important because I do not want administrators and

officials to decide whether to participate in the survey based on whether they support the

political goals of the charity. Third, I re-invited individuals in my samples who did not

open the survey invitation at three different points. I used Mailchimp to deliver the emails

and to track who opens my emails and the survey links that they contain (Butler and

Crabtree, 2017b).91 Fourth, I purposefully constrained the length of my survey to about

10 minutes.92

Despite my best efforts, I received only 349 completed responses to my survey from law

enforcement administrators and 237 responses from elected officials, for a response rate

of approximately 3 percent per sample. According to MailChimp, only about 33 percent

89Appendix E contains additional details about this pre-test.
90One indication of this is that the organization has not taken at least 5 clear for or against positions on

bills that themselves have experienced interest-group position-taking five times (Crosson and Lorenz,
2018).

91Appendix F presents the implementation timeline for each survey.
92Both survey experiments were embedded in longer surveys conducted by the Annual Law Enforcement

Survey. The ALES conducts annual surveys to collect data on the sociodemographic characteristics of
law enforcement administrators and elected officials, as well as information about their views on police
policies, problems, and future priorities.
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of each sample opened at least one of my emails. This means that the response rate

conditional on an email being opened is approximately 9 percent. At first glance, this

reply rate might seem low. There are several reasons why we might expect a low response

rate. The most important has to do with the particular focus of my survey. As I suggested

earlier, there is some evidence to support the view that law enforcement personnel and

elected officials are hesitant to share their views on policing practices. For instance, I

received many emails from law enforcement administrators, state legislators, and mayors

indicating that they would prefer not to complete my survey because policing is a hot-

button topic. Some email senders went so far as to indicate that they worried their replies

could somehow be tracked and later used against them, even though the survey notes in

several places that all answers would be confidential. This is likely a reaction to the public

outcry over police violence that followed in the wake of the 2014 death of Michael Brown

and the national emergence of the Black Lives Matter movement in 2015. It might also be

a reaction to the public’s increasing use of social media as a means of ‘naming and shaming’

law enforcement officers (Hafner-Burton, 2008; Salter, 2016). Administrators might worry

that their responses could be used against them by being posted online without permission.

Even though relatively few administrators and officials completed my survey, we should

care about the attitudes and actions of those who did. The 292 appointed municipal

law enforcement administrators and 57 elected county sheriffs who completed my survey

represent an important subset of all criminal justice personnel. Collectively, they serve

6, 208, 017 Americans across 46 different states and command 9, 549 front-line, sworn offi-

cers.93 National statistics suggest that every year one in five Americans interacts with a

law enforcement officer (Eith and Durose, 2011). If this statistic travels to the contexts

policed by the administrators in my sample, then these individuals make decisions that

93Appendix G shows a map of the law enforcement administrator respondents.
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inform the lives of over 1, 200, 000 residents annually. While Institutional Review Board

restrictions prevented me from collecting detailed data on the elected official respondents,

there is reason to believe that they also represent a politically consequential sample. For

example, the 57 mayors who completed the survey together oversee cities that contain, at

a minimum, more than 2.28 million individuals across 27 states. The 176 state legislators

in my sample serve populations across 47 states.94

8.3.2. Experimental Research Design

My samples of law enforcement officers and elected officials completed the same basic

survey experiment, which has a fully crossed 2 by 3 factorial design that mirrors the

conditional theoretical framework shown in Figure 8.1. The experiment is comprised of

three parts. First, respondents are asked a series of basic demographic questions. The

answers to these questions provide me with important pre-treatment covariates and, for law

enforcement administrators, allow me to identify whether administrators have been elected

or appointed. This data is necessary to test my Conditional Officer Supply Hypothesis and

my Conditional Public Demand Hypothesis.

Second, I randomly provide respondents with polling information about public attitudes

in their jurisdiction towards policing outcomes. All respondents are told that citizens in

their jurisdiction are concerned about lowering crime and making police work less dan-

gerous. Pew surveys indicate that these are the public’s primary concerns about policing

(Ekins, 2016). Some respondents are provided no additional polling information and some

are told that their citizens also care about “increasing racial equality in policing.”95 I

mix information about public attitudes toward racial equality in policing in with polling
94Appendices H and I contain additional details about the respondents.
95Some law enforcement administrators were also told “that citizens in their jurisdiction would like to

increase harsher prison sentences.” I examine the effect of the punitive language in a different paper
and average over this treatment and the no information treatment in my empirical analyses.
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data about other police outcomes with the goal of minimizing the probability that respon-

dents would be primed to think about race or that they would infer the purpose of my

study. While there are good reasons for mixing the racial equality information in with

other polling data, this does increase the possibility that the respondents will miss this

treatment.96 Here is the exact wording for the different Equality treatments.97 Items

(a) and (b) are randomly assigned.

…polling data indicate that citizens in your jurisdiction are concerned about:

- Lowering the crime rate

- (a) Increasing racial equality in policing, (b) No text

- Making police work less dangerous

Third, after providing information about public attitudes towards policing in their juris-

diction, I ask respondents to evaluate two vignettes that describe an interaction between

an individual who has violated (or been thought to violate) a law and police officers. These

vignettes can be thought of as two separate experiments. To maximize the ecological va-

lidity of the experiment, I modeled each vignette on ones used in publicly available police

training materials (Shadish, Cook and Campbell, 2001). One vignette focuses on police

use of force and the other involves a traffic stop. The excessive use of force by police has

received increased scrutiny in American media after a series of police killings and beatings

that occurred in 2013 spurred nationwide protests. Racial discrimination with respect to

96For my informational treatment to work, respondents need to notice and believe it. The racial equality
treatment is only several words long and respondents might easily overlook it or quickly forget it while
reading the rest of the paragraph (160 words). Prior to implementation, I pre-tested this treatment
with a sample of 400 Amazon Mechnical Turkers (MTurkers). The results of this analysis, presented
in Appendix J, suggest that the treatment was noticed and remembered. It is important to consider
that if respondents do not believe that the public in their jurisdiction possesses egalitarian attitudes,
or if they have strong prior beliefs about these attitudes, I will not find the effects predicted by my
theory.

97Appendix K contains the full description seen by respondents.
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traffic stops is beginning to attract more public attention as a growing number of indi-

viduals record their traffic encounters with police and post these online. Anecdotal and

empirical evidence suggest that racial discrimination often occurs in both of these polic-

ing contexts (Zimring, 2017; Ross, 2015; Epp, Maynard-Moody and Haider-Markel, 2014;

Baumgartner, Christiani, Epp, Roach and Shoub, 2017).

To measure discrimination among the respondents, I randomize the race of the individual

with whom the police officers interact in each vignette. This treatment factor has three

levels: (1) Black, (2) Latino, and (3) White. In the use of force vignette, I vary race

by stating that the individual is Black, Latino, or White. In the traffic stop vignette, I

indicate race by varying whether the individual has a Black-, Latino-, or White-sounding

name.98 I use different strategies for signaling the race of the individual in the vignettes

in order to minimize the possibility that respondents figure out the real purpose of each

vignette. The three race treatments in each vignette combine with the two Equality

treatments to create six treatment combinations per vignette. All treatment conditions

are assigned with equal probability in each vignette.

The vignettes and response questions are presented on the same page. This is to help

ensure that respondents can refer back to the vignette while considering their response.

The vignettes and questions seen by law enforcement administrators are displayed below.

Similar vignettes and questions were presented to elected officials.99 The questions for

elected officials differ only in that they ask about the extent to which they would investigate,

98Using names to indicate racial identities is common practice in the larger literature on discrimination
(Heckman, 1998b; Crabtree, 2018; Crabtree and Chykina, 2018; Crabtree, Hou and Liu, 2018), and
there has been considerable methodological work on the appropriate use of names for signaling racial
identity (Butler and Crabtree, 2017b; Gaddis, 2018b; Crabtree, 2018; Crabtree and Chykina, 2018). To
mitigate possible name effects, each group identity condition is signaled by 10 unique names (Butler
and Crabtree, 2017b). I pre-tested the extent to which these names cue the intended racial identity
and found wide agreement among my human coders. The full results of this construct validity test are
available in Appendix L.

99Appendix M presents these vignettes.
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in the use of force case, or accept, in the traffic stop case, policing actions. Words in brackets

were randomly assigned, as was the order in which the vignettes appeared.100

[Use of Force vignette] Two police officers on foot patrol surprise a 6’2”

<Black / Latino / White> man with a large build who appears to be breaking

into an apartment. The man flees, shouting at the officers. The officers chase

after him for a while, eventually succeeding in tackling him to the ground. After

he is under control, both officers punch him a couple of times as punishment

for fleeing and resisting.

How likely would you be on a scale of 1 to 10 (where 10 is most

likely) to reprimand these officers?

[Traffic stop vignette] You pull over a silver 2010 Ford Taurus for driving

40mph in a 30mph zone. When you approach the vehicle, you notice that

the driver seems very concerned. He identifies himself as <Black / Latino /

White name> and explains that he is rushing to pick up his child from school.

It’s mid-afternoon, the school he mentions is nearby, and the driver is very

apologetic.

How likely would you be on a scale of 1 to 10 (where 10 is most

likely) to issue him a traffic ticket?

8.3.3. Empirical Analysis

My theory addresses how public egalitarian attitudes change the level of racial discrimi-

nation in policing outcomes. Do law enforcement administrators and elected officials treat

minorities better if they know that the public wants greater racial equality in policing?
100Appendix N presents the full survey instruments used for each sample.

141

http://charlescrabtree.com/market/crabtree_jmp_appendix.pdf


To answer this question, I vary public demand for egalitarianism in the second part of my

survey, and I identify whether there is racial discrimination among respondents in the third

part of my survey. By combining these two steps, we can see if public demand for egali-

tarianism changes the level of racial discrimination. Factorial experiments are designed to

test conditional theoretical claims such as these. This means that the results from these

experiments can usefully be evaluated with an interaction model (Brambor, Clark and

Golder, 2006b; Berry, Golder and Milton, 2012).

I use the following specification to test the Conditional Public Demand Hypothesis for

my law enforcement administrator and elected official samples.

Beating/Ticketing = 𝛽0 + 𝛽1Black + 𝛽2Hispanic + 𝛽3Equality + 𝛽4Black × Equality

+ 𝛽5Hispanic × Equality + X + 𝜖 (8.1)

My dependent variables in each specification, Beating or Ticketing, capture responses

to the two survey vignettes. Each is measured on a 1 − 10 scale. For law enforcement

administrators, greater values originally indicated that the respondent was less likely to

reprimand police officers for using excessive force and more likely to issue a traffic ticket.

For elected officials, high values originally indicated that the respondent was less likely

to investigate police officers for using excessive force and more likely to approve a police

officer issuing a ticket.101 Given the continuous nature of my dependent variables, and

in line with my pre-registration plan, I estimate Model (1) using ordinary least squares

models. Also in line with my pre-registration plan, I report robust standard errors.102

Turning to my independent variables, Black and Hispanic are binary variables that

101To ease model comparison later, I reverse code the use of force measure so that higher values signify
greater acceptance of excessive force. Appendix O presents descriptive statistics for these measures for
each sample.

102My results do not substantively change here or in later models if I use classic standard errors instead.

142

http://charlescrabtree.com/market/crabtree_jmp_appendix.pdf


equal 1 if the respondent receives the Black or Hispanic citizen treatment in the policing

vignette. Equality is a dichotomous indicator that equals 1 if the respondent receives

information that the public cares about racial equality in policing outcomes. The interac-

tion terms are included to test the conditionality of my hypotheses. X denotes a vector

of mean-centered pre-treatment covariates plausibly related to the outcome measures (Lin

and Green, 2015). These include administrator or elected official age, education, gender,

party identification, and race.103 Since I randomize my treatments, I know the estimated

treatment effects are unbiased. I include these respondent-level covariates, though, to

increase the precision of my estimates (Gerber and Green, 2012).104

The literature indicates that the police and other actors in the criminal justice system

discriminate. If this is true, 𝛽1 and 𝛽2, 𝛽1 +𝛽4𝐸𝑞𝑢𝑎𝑙𝑖𝑡𝑦 and 𝛽2 +𝛽5𝐸𝑞𝑢𝑎𝑙𝑖𝑡𝑦 should always

be positive. In fact, since the existing literature assumes that police discrimination is not

affected by public preferences 𝛽4 and 𝛽5 should be 0.
In contrast, my theory suggests that the police are less likely to discriminate if they

receive the Equality treatment. Thus, I predict that 𝛽4 and 𝛽5 are negative.105 One

problem for testing my theory, though, is that police and elected officials will have some

prior knowledge about public preferences for racial discrimination. As indicated above,

this could be because they interact with the public on a daily basis, read the local news, or

interact with the public in formal institutional settings, such as citizen oversight boards.

If police and elected officials believe that citizens value racial egalitarianism, my theory

suggests that we might not observe racial discrimination. On the other hand, if police

and elected officials believe that the public do not value racial equality in policing, then

we should see racial discrimination. In either of these cases, we would expect that my

103Appendices H and I contain descriptive statistics for these measures.
104I obtain similar results if I omit these covariates from my model.
105Whether the negative effect of 𝛽4 or 𝛽5 is enough to eliminate the positive effect of 𝛽1 or 𝛽2 is not

specified by my theory.
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Equality treatment would not influence how law enforcement administrators and elected

officials respond to my vignettes.

In addition to these predictions, my theory suggests that the negative effects of 𝛽4 and 𝛽5

should be larger when the public can hold the police accountable. The model specification

shown in Eq. (1) does not take into account the incentives that police face to take into

account the public’s preferences. I expect the negative modifying effect of public preferences

to be stronger, and perhaps only matter, when the police, or other intermediate agents,

have an incentive to be congruent with citizen preferences. This means that the effects of

𝛽4 and 𝛽5 should be higher for elected officials and elected law enforcement administrators

than appointed law enforcement administrators. To test this, I essentially estimate Eq.

(1) on two different samples — elected agents and unelected agents.106

Figure 8.2 presents the results from an OLS model that uses Beating as the dependent

variable (top plot) and another that uses Ticketing as the dependent variable (bottom

plot).107 The vertical axis of each figure denotes the different treatment indicators and

combinations and the horizontal axis indicates the effect of these treatments, with higher

values indicating greater acceptance of beating or ticketing by the police. Plotted points

represent estimated coefficients and solid bars represent two-tailed 95 percent confidence

intervals. Since my hypotheses provide predictions about coefficient signs, I conduct one-

tailed tests of significance and declare statistical significance when 𝑝 < 0.05.108

The results from Figure 8.2 provide partial support for the Conditional Public Demand

Hypothesis. My theory predicts that the coefficients for Hispanic and Black should

be positive or 0. This is because the extent to which law enforcement administrators

discriminate against racial minorities is conditional on their prior beliefs about the extent

106In the case of law enforcement administrators, I use a triple interaction model to evaluate whether the
results of my models are different for elected and appointment respondents.

107Appendix P presents these results in table format.
108I pre-registered this decision.
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Figure 8.2: OLS Models with Data from Elected Officials

Note: Figure 8.2 presents the results from an OLS model that uses Beating as the dependent variable
(top plot) and another that uses Ticketing as the dependent variable (bottom plot). The vertical axis
of each figure denotes the different treatment indicators and combinations and the horizontal axis
indicates the effect of these treatments, with higher values indicating greater acceptance for beating or
ticketing by the police. Plotted points represent estimated coefficients and solid bars represent two-tailed
95 percent confidence intervals. Data come from 57 elected mayors and 176 elected state legislators.
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to which the public supports racial equality. The slopes for Hispanic and Black are

positive in the model with Beating as the dependent variable. The coefficient for Black

is both statistically and substantively significant. It indicates that elected officials are half

a standard deviation more likely to tolerate the police using force against Blacks than

they are the police using force against Whites. Taken together, these results provide some

evidence that elected officials discriminate against Blacks and Hispanics in their capacity of

overseeing the police. Importantly, we observe the strongest evidence of discrimination here

when police use excessive force, which is problematic normatively as it suggests that the

officials charged with overseeing and potentially punishing front-line officers and policing

units for using violence against civilians are likely to fulfill these functions in a biased

way. Also as predicted, the coefficients on the interaction terms, Black × Equality

and Hispanic × Equality, are negative in both models. They are always negative

and statistically significant in the beating case. This indicates that the positive effect

of the Black and Hispanic treatments on the police punishment is always smaller and

sometimes disappears if the respondent believes that their constituency holds egalitarian

preferences. In other words, perceptions about public attitudes toward racial equality in

policing outcomes influence the extent of discrimination exhibited by elected officials.

The results from the model with Ticketing as the outcome measure are less supportive

of my theory. Importantly, I cannot reject the null hypothesis that the coefficients for the

Black and Hispanic terms are different from 0. This means that elected officials do

not appear to discriminate against racial minorities in this policing context. In line with

my theory, though, the coefficients on the interaction terms, Black × Equality and

Hispanic × Equality, are negative. They are not statistically significant at conventional

levels, though.

To help ease the interpretation of these results for elected officials, I plot the marginal
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effects of the different racial minority treatments in Figure 8.3. The top row plots the

marginal effects of Black and Hispanic on Beating for respondents who did or did

not receive the racial equality treatment. The bottom row plots these marginal effects in

relation to Ticketing for the same groups. The vertical axis denotes the marginal effect of

the different racial minority treatments, with higher values indicating greater punishment

by the police, while the horizontal axis denotes whether respondents were treated with

the racial equality message. Plotted points represent estimated coefficients and solid bars

represent two-tailed 95 percent confidence intervals.

Viewed together, we see that the results for elected officials are largely in line with my

theory. In 3 of the 4 plots, the estimated effect of the racial minority cues are positive when

the respondent does not receive information about whether the public holds egalitarian

views. In line with my theory, we see that effect is negative when elected officials do

receive information that the public values racial equality in policing outcomes. These plots

also show that the substantive effects of the treatments is large in some cases. This can

be seen in the right column of Figure 8.3. Both the top and bottom plot indicate that

respondents who received the Equality treatment were approximately half a standard

deviation less punitive of Hispanic drivers and suspects than White drivers and suspects.

Another way of thinking about this is that elected officials treated with my racial equality

message punished Whites at a higher rate compared to Hispanics.

Next I test the predictions from my hypotheses with data from law enforcement admin-

istrators. Figure 8.4 presents the results from my analysis of the law enforcement admin-

istrator sample in a series of four plots. The plots in the top row present results from

OLS models that use Beating as the dependent variable, and the plots in the bottom row

present results from OLS models that use Ticketing as the dependent variable.109 The

109Appendix Q presents these results in table format.

147

http://charlescrabtree.com/market/crabtree_jmp_appendix.pdf


Figure 8.3: Perceptions of Public Demand for Racial Equality and Discrimination

Note: Figure 8.3 presents several marginal effects plots created using the models displayed in Figure 8.2.
The top row plots the marginal effects of the Black and Hispanic treatments on Beating, while the
bottom row plots the effects of these treatments on Ticketing. The vertical axis denotes the marginal
effect of the different racial minority treatments, with higher values indicating greater punishment by the
police, while the horizontal axis denotes whether respondents received the racial equality treatment.
Plotted points represent estimated coefficients and solid bars represent two-tailed 95 percent confidence
intervals. The bars on the horizontal axis indicate how many respondents were assigned to each level of
the Equality factor. Data come from 57 elected mayors and 176 elected state legislators.
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plots in the left column present results for models estimated with data from 292 appointed

law enforcement administrators, while the plots in the right column present results for mod-

els estimated with data from 57 elected law enforcement administrators. The vertical axis

in each plot denotes the different treatment combinations and the horizontal axis indicates

the effect of these treatments, with higher values indicating greater punishment by the

police. Plotted points represent estimated coefficients and solid bars represent two-tailed

95 percent confidence intervals.

The results in Figure 8.4 do not provide support for the Conditional Public Demand

Hypothesis. Recall that this hypothesis predicts that law enforcement administrators will

discriminate against racial minorities in the absence of information about public demand

for racial equality. Contrary to this prediction, the coefficients on Black and Hispanic are

negative in 3 of the 4 models. However, these coefficients are not statistically significant,

with one exception. This means that I cannot reject the null hypotheses that the coefficients

for Black and Hispanic are 0. In other words, there is no evidence that the police ever

discriminate in their replies to these vignettes. This is a surprising finding given prior

empirical studies on racial discrimination in policing. The coefficients on the interaction

terms in these models also indicate that the police do not seem to respond to public

preferences, irrespective of whether they are elected or appointed.

There are at least three possible explanations for why there is no evidence that law

enforcement administrators discriminate against racial groups in their evaluation of the

police behaviors presented in the two vignettes. One explanation is that law enforcement

administrators do not have the same biases as front-line personnel. Most of the work on

racial discrimination among the police has focused on street-level officers (Persico, 2009;

Rafky, 1975; Baumgartner, Christiani, Epp, Roach and Shoub, 2017; Smith, 2015b). In

contrast, we know little about the extent of bias among law enforcement administrators.
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Figure 8.4: OLS Models with Data from Law Enforcement Administrators

Note: The plots in the top row present results from OLS models that use Beating as the dependent
variable, and the plots in the bottom row present results from OLS models that use Ticketing as the
dependent variable. The plots in the left column present results for models estimated with data from 292
appointed law enforcement administrators, while the plots in the right column present results for models
estimated with data from 57 elected law enforcement administrators. The vertical axis in each plot
denotes the different treatment combinations and the horizontal axis indicates the effect of these
treatments, with higher values indicating greater punishment by the police. Plotted points represent
estimated coefficients and solid bars represent two-tailed 95 percent confidence intervals.
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Another explanation is that the group of law enforcement administrators who completed

the survey are less biased than other groups of law enforcement administrators. A third

explanation is that the law enforcement administrators in my study perceived a priori

that their publics preferred racial equality in policing outcomes. This would explain both

why they do not discriminate and why they do not update when they are told that the

public wants racial equality. Unfortunately, my experimental design does not allow me to

adjudicate among these explanations.

On balance then, I find partial support for my theoretical framework in the data from

elected officials but little support for it in the data from law enforcement administrators.

A productive area of future work would be to re-examine my theory with a different set

of law enforcement administrators. This would allow a determination of whether the null

results I find here for that sample travel to other groups of this politically important class

of bureaucrats.

8.4. Conclusion

In this article, I have situated the police in a political context. Previous studies often

examine the police in isolation and ignore the fact that they take actions in a situation

surrounded by citizens who have preferences about their attitudes behaviors. In effect, pre-

vious studies ignore the political nature of police actions. I have tried to bring politics into

this equation by looking at public preferences for racial egalitarianism and the incentives

that the police have to respond to these preferences. Departing from prior work, I theorize

that racial discrimination depends not only on the extent of egalitarian views among the

police but also in a conditional way on the degree of racial egalitarianism among the public

and the degree to which police must account for those preferences.

While my theoretical framework is hard to test, I have found partial support for my the-
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ory. Specifically, I found that elected politicians exhibit less racial discrimination in law

enforcement oversight when informed that the public supports racial equality in policing.

Contrary to my theory, though, police do not react to perceived public demand for egal-

itarianism. Overall, my results suggest that public views about racial equality influence

discrimination by the police only indirectly, through the elected institutions that monitor

and check their power.

These results have several policy implications. One is that training aimed at reducing

implicit and explicit biases among the police is not enough own its own to reduce racial

discrimination. If we desire substantial change in police discrimination, we need to change

the racial biases held by both the police and the public. Without addressing the pub-

lic’s attitudes, racial discrimination is likely to endure since the police and their elected

supervisors respond to and are held accountable by public preferences.

This has important implications for future work as it suggests that we need to better

understand what the public wants the police to do before evaluating police behavior. We

know relatively little, though, about under what circumstances the public condones or

supports racial discrimination in policing. One productive area for future research then is

to identify the determinants of public attitudes toward racial egalitarianism in policing.
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Appendix A.Appendix for ‘Persistant

Bias Among Local Election

Officials’

A.1. Email Scraping

We collected email and personal contact information from local election officials by pro-

grammatically visiting state-maintained sites of local election official contact information.

We do not include the following states’ local election officials in our assignment to treat-

ment: Alaska, Hawaii, Maine, Maryland, Missouri, and New Jersey. We exclude Alaska

because local election official jurisdictions were not mappable onto census area delineations

for covariate data. We exclude Hawaii because a single board member represented each

island, and the state did not provide individual email addresses for each island; rather,

there was a single catch-all address. We do not include Maine, Missouri, or New Jersey

because these states do not make email addresses of local election officials available. We

do not include Maryland due to a clerical oversight.

We report other individual officials that were excluded from randomization, as well as

reasons for these exclusions in Table A.1. Local election officials were excluded from the
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study for concerns related to spillover, or multiple local election officials overseeing a single

jurisdiction. All determinations were made prior to randomization. Figure A.1 reports the

Consort enrollment and randomization chart for this project.
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Table A.1: Local Election Officials excluded prior to randomization

Attrition by Study Exclusion Criteria

Exclusion Criteria 

Category Exclusion Criteria Details

Number of deleted 

registrars or units 

of treatment    

               (n)

Number of 

subjects 

remaining in 

cohort after 

exclusion 

          (N)

Initial Count Registrars from whom we collected public information 8104

Delete registrars at county level -  Wisconsin (72) 8032
Delete registrars at county level -  Michigan (83) 7949

Delete registrars at state level - Delaware (2) 7947
Delete registrars at county level with no email address - 
California, Idaho, Indiana, Maine, Missouri, Mississippi,  New 
York, Pennsylvania (652) 7295
Delete registrars at municipality level with no email address - 
Connecticut, Michigan, New Hampshire, Rhode Island, Wisconsin (183) 7112
Randomly select one registrar per county and delete remaining 
duplicates:

Alabama (3) 7109
Arkansas (19) 7090

Connecticut (79) 7011
Louisiana (15) 6996

New Hampshire (4) 6992
Keep registrar with name and delete registrar with no name - 
Nevada (2) 6990
Keep registrar with job title "County Director" and delete 
registrar with job title "Deputy County" - Delaware (6) 6984
Keep registrar with job title "City Clerks" and delete registrars 
with job title "Town Clerks"  - Michigan (68) 6916
For registrars with no job title, randomly select one and delete 
remaining duplicates - Michigan (33) 6883
Randomly select registrar based on ranking of job title  (1- "city 
clerk", 2- "town clerk", 3- "village clerk"), delete remaining 
duplicates - Wisconsin (230) 6653

Randomly select one county, delete remaining counties for each 
registrar: 

Georgia (155) 6498
Hawaii (3) 6495

Michigan (31) 6464
New York (4) 6460

South Dakota (2) 6458
West Virginia (1) 6457
Winsconsin (7) 6450

Missing data Unable to assign to treatment due to missing covariate data (11) 6439
Total (1665) 6,439

County and municipality

State and county

Two levels  of 

units per state

Spillover - 

Registrars 

responsible of 

multiple units of 

treatment or 

registrars sharing 

email address

Multiple 

registrars per unit 

of treatment

Missing emails 
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A.2. Email Server Construction

At the design phase of the experiment, informed by the experience of White, Nathan and

Faller (2015a) we were concerned about the possibility that local elections officials might

become aware of the conduct of our experiment.

A leading concern was that the domain name ez-webmail might structure election offi-

cials’ responses. However, during the design phase of this experiment, we were surprised to

make the observation that most client-side email services do not make the sender domain

visible to the user. As we present in Figure A.2, because we engineered our email server to

match the From: name to the experimental stimulus, local election officials saw the sender

name, not the email address in their Inbox. As a result, local election officials using most

email programs would most likely not have seen the domain name of our sending server.

We note, however that upon opening, all client-side programs make domain information

visible to the election official (Figure A.3).

Through the design of this experiment, our research into the front-end and back-end

structure of how these emails are processed assuaged many of our concerns about the

imperfect delivery of treatment. The following section describes this process.

A.3. Email Back-End Considerations

Our leading concern was that these forms of contact would not reach election officials’

inboxes. The primary cause of this failure is being captured by spam filters. To mitigate

this concern, we expended significant IT effort to construct an email serving system that

would be ”well-respected” by client-side (i.e. election official side) email servers.

While the full technical specifications are beyond the scope of this article, we built the

email sending server such that it was whitelisted for use on client-side email servers that
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(a)

(b)

(c)

Figure A.2: A likely view of our stimulus in local election officials’ email inboxes.
Subfigure (a) presents the view in gmail, (b) outlook, and (c) yahoo
inboxes.
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(a)

(b)

(c)

Figure A.3: A likely view of our stimulus, once opened, in local election officials’
email inboxes. Subfigure (a) presents the view in gmail, (b) outlook,
and (c) yahoo inboxes.

160



included Gmail, Outlook, and Yahoo. We confirmed this, before sending, in two ways.

First, we use the Return Path sender score to evaluate that we had built sufficient

sender score to have a high likelihood of reaching inboxes. Presently the leading indicator

for delivering to client inboxes, the Return Path senderscore characterizes the reputation,

and therefore probability of successful delivery of an email server. The identification of

this product, as well as a considerable part of the sending architecture was influenced

by interviews we conducted with leadership at a major direct-to-consumer (i.e. email)

marketing firm.

Second, we tested that emails were actually arriving at inboxes. Specifically, we sent

stimulus emails from our servers to a convenience sample of individuals associated with the

research team, in an effort to cover a large part of the client-side landscape. We contacted

colleagues, friends, and family using Microsoft Outlook at several different companies, and

also contacted several people on each of Gmail and Yahoo email providers. These trials

were instructive and serve as a cautionary tale for future researchers: in first rounds of

pilot sending – trials where we had relatively low senderscore for our email server – we

were not able to deliver any mail to any inbox.

Upon this realization, we took additional steps to improve the reputation of our email

server. This involved server certificate signing, as well as ensuring that we had met specific

(i.e. DKIM) authorization protocols. Although this is relatively routine for IT profes-

sionals, we would like to point out to experimentalists and those considering future audit

studies that the process involved considerable work even for individuals with a background

in this form of Information Technology.

Despite the cost and challenges of setting up a unique server, we would like to include this

piece of dictum: It is our opinion that researchers who are going to engage in future audit

studies should undertake the cost. On the one hand, the ability to flexibly define sender
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identity, include custom email headers and tracking infrastructure, and design custom data

fields permits the estimation of theoretically interesting causal quantities (e.g. open rates).

On the other hand, the increased cost of setting up this sending infrastructure serves to

rebalance the costs bourn by experimenters and their audit/correspondence study subjects.

A.4. Mailer Content

Unlike White, Nathan and Faller (2015a), we did not vary whether the local election official

receives a request directly related to voter identification. Because previous results establish

that prejudicial behavior occurred almost exclusively in response to emails related to voter

identification, we focus only on requests of that type.

To minimize the chance that local elections officials would become aware of the study,

we took care to develop many versions of email language. In particular, all content that

we mailed was a variant of a simple, three sentence paragraph that took the form: (1)

Preamble; (2) Question One; (3) Question two.

By asking the same question in multiple ways, we achieve greater certainty that the

resulting behavior is a response to the main causal variable of interest, the race of the

putative voter, rather than any idiosyncratic feature of our request. Table A.2 presents the

different values for the preamble and the two questions. These elements were combined

at random, to produce 27 variants of the message text delivered to local officials. These

variants were scored by 171 humans for “clarity”, “warmth” and “appropriateness”. Data

resulting from these evaluations suggest that the language variants would not be evaluated

differently by readers.

As an example, one particular realization of our stimulus might draw the first cue each

section, forming the email:
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Dear <John Adams>,

I have been hearing quite a bit about identification rules on the

news. Do the changes affect <California>? I was wondering what I

need to bring with me to vote?

Thank you,

<Daniel Nash>

Cue Type Cue Text
Preamble I have been hearing quite a bit about identification rules

on the news.
Preamble I have heard a lot on the news about identification.
Preamble The news has talked a lot about identification rules.

Question 1 Do the changes affect state?
Question 1 Are these changes happening in state?
Question 1 Do these affect state?

Question 2 I was wondering what I need to bring with me to vote?
Question 2 I was wondering if I need to bring anything specific with

me to vote?
Question 2 Is there anything specific I need to bring to vote?

Table A.2: Features manipulated for random assignment of messages to registrars of
voters.
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A.5. Pilot

We conducted three pilots prior to deploying the experiment. The first pilot was conducted

in Minnesota, chosen because it was the locale utilized as a pilot in previous studies White,

Nathan and Faller (2015a). Infrastructure problems meant that no emails were received

by elections officials in the first pilot. We made changes, and conducted a second pilot in

MN that successfully delivered emails. Finally, we conducted a third pilot in the western

states of Washington, Oregon, California, and Nevada. These states were chosen due to

their physical distance from other states, relatively small number of election officials, and

peculiarities in election administration (e.g. Oregon does not conduct in-person elections).
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A.6. No Question Effects

In the following models, we report that the causal effects are invariant to including fixed

effects for the specific questions asked.

Table A.3: Question FE Model

Dependent variable:
GotResponse

(1) (2)
Minority −0.047∗∗∗

(0.014)

Latino −0.030∗

(0.017)

Black −0.0001
(0.017)

Arab −0.111∗∗∗

(0.017)

Question Fixed Effect Yes Yes
Observations 6,439 6,439
R2 0.006 0.013
Adjusted R2 0.002 0.009
Residual Std. Error 0.493 (df = 6411) 0.492 (df = 6409)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.7. Name Selection

In this appendix, we describe our approach to selecting the names of constituents. Our

primary intent in choosing names from population lists was to eliminate the possibility of

any name-based confounds to be responsible for differences in the behavior of local elections

officials. Injecting variation in this facet of the treatment also lowers the likelihood that

officials would become aware of the intervention by observing messages across offices sent

from the same alias. By varying the names used to signal identity, we break from the

general practice in political science, which has been to select a small number of names –

frequently one or two for each racial/ethnic group (e.g., Butler and Broockman, 2011a;

White, Nathan and Faller, 2015a). Nevertheless our approach is in line with practices in

the audit literature more broadly (see especially, Bertrand and Mullainathan, 2004a)

In line with previous work on election official responsiveness, we exclusively use male

names (White, Nathan and Faller, 2015a). Using names from a single gender reduces the

variance in outcomes that is not associated with race or ethnicity signals, increasing the

efficiency of the experimental design.

We draw white first names from the social security administration’s records of births in

Oregon in 1990. We utilize a list of distinctly African American names to produce our Black

first names (Fryer and Levitt, 2004). Latino names are sourced from New York City baby

names for children born between 2011 and 2014. Finally Arab/Muslim names were sourced

from a list of common names (http://www.behindthename.com/names/usage/arabic/.

Our intent in using this varied set of name sources was twofold. First and foremost, we

wanted to generate plausible first names as an experimental stimulus. Second, we took

care to ensure that the list of names we utilized was unlikely to match other name lists

used in name-based audit studies.

We generate non-Hispanic White, Black, and Latino surnames from a US Census list of
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the 1000 most commonly occurring surnames (Word et al., 2008). This dataset provides

information about the distribution of racial and ethnic groups by each surname. For

example, among individuals with the most commonly occurring surname, Smith, the census

data identifies that 73% identify as non-Hispanic White, 22% identify as Black, and 1.5%

identify as Hispanic. To select names, we set minimum levels within each category. For a

surname to be chosen as a white surname, more than 70% with that name needed claim

a non-Hispanic White identity. For a surname to be chosen as a black surname, 30% or

more of people with that surname needed claim a black identity; for Latino surnames we

set this threshold at 60%. We note that this choice was made to produce what were, in our

estimation, names that strongly signaled racial/ethnic group, without utilizing the most

common surnames associated with these groups.

Arab/Muslim names, and indeed demographic and health statistics are difficult to iden-

tify (Al-Sayed, Lauderdale and Galea, 2010). Consequently, we sourced surnames from

http://surnames.behindthename.com/names/usage/arabic. This site does not provide

frequency counts for names, so we assigned a uniform probability to each name being as-

signed.

With the set of first and last names created, we join the names together to produce a

given name and surname pair that signals senders’ racial/ethnic identities.

After constructing and curating a list of names to be sent as racial and ethnic primes, we

recruited a set of workers through Amazon’s Mechanical Turk (mTurk) worker platform.

We paid mTurk workers a small amount to guess the probability that a particular name

was of one or another ethnic group. Specifically, for each of 25 randomly selected names

(from the set of ≈ 400) we asked workers to estimate their confidence (ranging from 0

percent to 100 percent) that an individual with a given name belonged to a particular

racial or ethnic group.
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As an example – the example we used in training workers for the mTurk task – we pro-

vided the name Yao Ming, a famous Chinese basketball player who played in the American

NBA for 8 seasons. If a subject were certain that the name Yao Ming was a member of the

Asian racial or ethnic group, the worker would place a certainty of 100 with this group.

If the worker were mostly certain – for example 90 percent certain – that the name Yao

Ming belonged to the Asian racial or ethnic group, she would place a 90 with that group

and the remaining 10 percent certainty with other group(s) she thought the name may

belong.

The results of this task are reported in section A.17, Table A.16.

A.8. Blocking

We block on measures that are likely to predict whether a voting official will respond to (a)

any form of contact and (b) forms of contact from minority voters. Specifically, we block

on population density, proportion below 150 percent of the federal poverty line, proportion

Black, proportion Latino, President Obama’s margin of victory in the 2012 Presidential

Election, and previous coverage by §5 of the VRA.

Our blocking data was most commonly measured at the county level – e.g. county

electoral returns. However, the relevant electoral area addressed by a local election official

may, or may not also be a county. In some states local election officials execute elections

across multiple counties; in other states local elections officials represent a single county;

while in still others officials might work at the municipal level. When our blocking features

were more geographically broad than the area covered by a local election official, we apply

the county level values to the municipal level. When our blocking features were more

narrowly measured than the political geography covered by an official, we simply average

the county-level measurements. Details of implementation can be found in the notebooks
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that accompany this work.

Blocking was implemented via the blockTools package written by Ryan Moore (Moore

2012.) Blocks of size four were created using an ‘optimalGreedy‘ blocking algorithm.

The algorithm begins by identifying the best pair of individual units to place in a single

block, then identifies the best additional unit to include in that block, until the specified

magnitude of the block is reached. It repeats the process until all units are blocked. We

did not permit blocks from being formed between units in different states. In Table A.4 we

report the results of our blocking strategy. In brief, blocking and subsequent randomization

succeeded.
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Table A.5: Response Rates by Experimental Condition

Ethnic Cue White Minority Latino Black Arab
Response Rate (%) 61.3 56.6 58.4 61.4 50.1
Standard Error 1.21 0.71 1.23 1.21 1.25
N 1,611 4,828 1,609 1,613 1,606

Notes: The Minority column includes all data from the Latino, Black, and Arab columns.
Response rates and standard errors are reported in percentage terms.

A.9. Nonparametric Results

The table reproduced in this section produces the non-parametric, difference in means

between the white, minority, latino, black and Arab name-cues. As we report in Figure 5.1,

minority, latino and Arab names receive responses at rates lower than white names. There

is no detectable difference between the response rates of black and white names.
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A.10. Fixed Effects Models

Table A.6 presents linear probability models estimating the same causality quantities re-

ported in Figure 5.1 in the main body of the paper, though we provide more information in

this Appendix. Models 1 and 2 estimate the causal effect of voter contact sent by non-white

voters (model 1) and specific racial and ethnic classes of voters (model 2), but without in-

cluding block-specific fixed effects. Models 3 and 4 estimate these same relationships, but

include block fixed effects. Models 1 and 2 estimate robust (HC3) standard errors; models

3 and 4 estimate robust standard errors as constructed in the lfe, version lfe_2.5-1998.

We note that, while all models reported herein use HC3 standard errors, we obtain

substantively similar results when using Bell-McCaffery small-sample standard errors rec-

ommended by Lin and Green (2015).

In Model 1, we estimate that the local election officials respond to 61.3 percent of the

emails they received from white voters. Emails received from racial and ethnic minority

voters received a response at a rate 4.7 percent lower than this baseline: 56.6 percent of

emails sent by minority names received a local election official response. Model 3 estimates

the same relationship, but de-means the estimates within each block. The estimate of the

causal relationship between sending an email as a minority voter rather than a white voter

does not change substantively, although the blocking does improve the efficiency of the

estimator.

In Models 2 and 4 we examine whether different racial and ethnic minority groups

are treated differently by the local election officials. We find evidence to support this

hypothesis. Models that do (Model 4) and do not (Model 2) include block fixed effects

both find that emails from a Latino voter are 3.0 percent less likely to receive a response

than emails sent from a white voter. In contrast, emails sent from Black voters are treated

very similarly as emails sent from white voters. The estimate of the causal relationship is
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very nearly zero (𝛽 = 0.1 percent), and is roughly 1/30 the magnitude of the latino effect.

In both Models 2 and 4 we estimate Arab/Muslim aliases receive a response from elections

officials at a rate 11.3 percentage points lower than the baseline response rate.

Table A.6: Causal Estimates

GotResponse
(1) (2) (3) (4)

Minority −4.700∗∗∗ −4.710∗∗∗

(1.410) (1.330)

Latino −2.970∗ −2.990∗

(1.730) (1.630)

Black 0.110 0.167
(1.720) (1.650)

Arab −11.300∗∗∗ −11.300∗∗∗

(1.740) (1.630)

Constant 61.300∗∗∗ 61.300∗∗∗

(1.210) (1.210)

Block FE No No Yes Yes
Observations 6,439 6,439 6,439 6,439
R2 0.002 0.009 0.330 0.337

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.11. Robust to Link Function

While OLS estimators are unbiased estimates of the causal effect under this research de-

sign, we demonstrate that the choice of link function in a general linear model does not

meaningfully alter estimates. In Table A.7 and Table A.8, we use a maximum likelihood

approach to estimating these models, first with a gaussian link function, but also with logit

and probit functions.

Table A.7: Robust to Logit and Probit Specification

Dependent variable:
GotResponse

normal logistic probit
(1) (2) (3)

Minority −0.047∗∗∗ −0.194∗∗∗ −0.121∗∗∗

(0.014) (0.059) (0.037)

Intercept 0.613∗∗∗ 0.461∗∗∗ 0.288∗∗∗

(0.012) (0.051) (0.032)

Observations 6,439 6,439 6,439
Log Likelihood −4,589.000 −4,379.000 −4,379.000
Akaike Inf. Crit. 9,183.000 8,762.000 8,762.000

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table A.8: Robust to Logit and Probit Specification

Dependent variable:
GotResponse

normal logistic probit
(1) (2) (3)

Latino −0.030∗ −0.124∗ −0.077∗

(0.017) (0.072) (0.045)

Black 0.001 0.005 0.003
(0.017) (0.072) (0.045)

Arab −0.113∗∗∗ −0.459∗∗∗ −0.286∗∗∗

(0.017) (0.072) (0.045)

Intercept 0.613∗∗∗ 0.461∗∗∗ 0.288∗∗∗

(0.012) (0.051) (0.032)

Observations 6,439 6,439 6,439
Log Likelihood −4,567.000 −4,356.000 −4,356.000
Akaike Inf. Crit. 9,141.000 8,721.000 8,721.000

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.12. Pilot Inclusion

We piloted our delivery and intake engineering in two separate pilots. The first, executed

in Minnesota, was initially met with technical implementation issues – we received server

information that no emails from our system were being delivered to local election official

addresses. We addressed this issue, and, because our forensics determined that it would not

be possible for officials to be aware of our first pilot, we re-ran this pilot and were successful

on this follow-up attempt. To ensure that our engineering was not only a Minnesota-specific

success, we ran a second pilot in the Western states of Washington, Oregon, California,

and Nevada. We chose these states because of their relatively small local election official

population (233 total local election officials), and their distance from locales with many

local election officials.

As we report in Table A.9 and Table A.10, neither including nor excluding these pilot

states from the analysis changes the substance or the interpretation of the core results.

In addition, there is no evidence that the causal effect is different in pilot compared to

non-pilot states.
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Table A.9: Robust to Pilot Exclusion

Dependent variable:
GotResponse

(1) (2) (3)
Minority Cue −0.047∗∗∗ −0.046∗∗∗ −0.046∗∗∗

(0.014) (0.014) (0.014)

Pilot 0.120∗

(0.065)

Minority Cue * Pilot −0.034
(0.076)

Constant 0.613∗∗∗ 0.609∗∗∗ 0.609∗∗∗

(0.012) (0.013) (0.013)

Include Pilot Yes No Yes
Observations 6,439 6,206 6,439
R2 0.002 0.002 0.003
Adjusted R2 0.002 0.001 0.003

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

177



Table A.10: Robust to Pilot Exclusion

Dependent variable:
GotResponse

(1) (2) (3)
Latino Cue −0.030∗ −0.030∗ −0.030∗

(0.017) (0.018) (0.018)

Black Cue 0.001 0.005 0.005
(0.017) (0.018) (0.018)

Arab Cue −0.113∗∗∗ −0.112∗∗∗ −0.112∗∗∗

(0.017) (0.018) (0.018)

Pilot 0.120∗

(0.065)

Latino Cue * Pilot 0.021
(0.093)

Black Cue * Pilot −0.107
(0.092)

Arab Cue * Pilot −0.013
(0.093)

Constant 0.613∗∗∗ 0.609∗∗∗ 0.609∗∗∗

(0.012) (0.012) (0.012)

Include Pilot Yes No Yes
Observations 6,439 6,206 6,439
R2 0.009 0.009 0.010
Adjusted R2 0.008 0.009 0.009

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.13. Email Send Timing

In this appendix, we describe the timing of sending our emails. Emails were delivered

in waves over a few hours to officials in the sample. We decided against emailing all

local election officials at the same time to reduce the chance of unexpected results due

to technical errors and to reduce possible spillover effects. We also considered emailing

local election officials over a period of multiple days. Ultimately, we were concerned that

the likelihood of differential response rates on different days outweighed the benefits to

spreading email messages across several days. Note the 30 minute gap in sending. Here,

we waited to ensure that emails were making it to officials’ inboxes, before green-lighting

the remainder of the production email run. We determined that our stimulus was making

it to election officials inboxes when we received replies from officials in several states.
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Figure A.4: The number of emails sent is marked on the y-axis, and the time (in
UNIX seconds, in the UNIX epoch) are plotted on the x-axis. Note the
30 minute gap in sending. Here, we waited to ensure that emails were
making it to officials’ inboxes, before green-lighting the remainder of the
production email run.
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A.14. Time to Response

In this appendix, we consider how much time was required for local election officials to

respond to our email. To do so, we merge tracker hits from our server with the time that

we received an email reply. The tracker hit records when a registar opened the email, and

the response effectively records when the task is complete.

We take some care in computing this, because election-official-side email clients handle

our tracker hits differently. In particular, some email clients “cache” a version of our image

on their own servers to speed up the loading of images in emails. When this occurs, we do

not receive reliable information about when an email was opened.

We work around this problem by including only the first load that occurs on our sever.

Not only does this preclude problems with individuals’ email clients, but at the same time

we believe it also represents a conservative (long) estimate of the time to complete the

task.

As we plot in Figure A.5, the task that we set before election officials did not require a

substantial amount of time. Of those responses that we received, and have valid data for,

the median time to respond was fewer than three minutes. It is, however, important to

note that we neither have information about the time to respond for officials who do not

respond to our stimulus, nor for officials whose email clients prohibit us from gathering

reliable data.
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Figure A.5: On the x-axis are the minutes elapsed since the first time the local
election officials opened our stimulus, until the time that we received a
response from that election official. On the y-axis are the cumulative
number of responses that have been received in that duration of time.
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A.15. No Damage from Spillover

After we collected outcome data, we learned that election officials in some states were

suspicious about the emails, and contacted their state organization who, in turn, contacted

the national organization. As well, we came to learn that at least one other research team

was pursuing a substantively similar project, using the domain registered by White, Nathan

and Faller (2015a).

To examine whether this notification seems to have affected the willingness of elections

officials to respond we estimate two distinct robustness checks. First we estimate a number

of Cox proportional hazard (duration) models. We choose this model class because they

are unbiased in the presence of censored data. In particular, this model type permits us to

estimate models that use the pre-registered end date of observation, as well as the timing

of the NASS clerk email as the end date of observation. As we report in Table A.11, the

coefficients estimated in all models are highly stable.

As a second robustness check, we estimate our core, pre-registered models again, but

excluding states where the news reported early awareness: Michigan, New Hampshire, and

Colorado. The results we report in Table A.12 retain their statistical significance and

substantive interpretation. Although these are not dispositive tests, this set of results do

not surface any evidence to suggest that the differences in response rates we observe are

being caused by awareness.
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Table A.12: No Difference in Estimates in Interference States

Dependent variable:
GotResponse HitTracker

(1) (2) (3) (4) (5) (6) (7) (8)
Minority −0.045∗∗∗ −0.048∗∗∗ −0.033∗∗ −0.036∗∗

(0.013) (0.016) (0.014) (0.016)

Latino −0.028∗ −0.036∗ −0.005 −0.001
(0.016) (0.019) (0.017) (0.020)

Black 0.004 −0.002 −0.006 −0.016
(0.016) (0.019) (0.017) (0.020)

Arab −0.110∗∗∗ −0.107∗∗∗ −0.088∗∗∗ −0.092∗∗∗

(0.016) (0.019) (0.017) (0.020)

ln(pop dens) 0.152∗∗∗ 0.117∗∗∗ 0.149∗∗∗ 0.112∗∗∗ 0.063∗∗ 0.059∗ 0.060∗∗ 0.054
(0.029) (0.035) (0.029) (0.034) (0.029) (0.035) (0.029) (0.035)

Pct < 150 (0.693) (0.766) (0.689) (0.763) (0.700) (0.785) (0.698) (0.783)

Pct Black −0.498∗∗ −0.227 −0.483∗∗ −0.213 −0.033 0.508∗ −0.014 0.532∗

(0.236) (0.301) (0.235) (0.300) (0.239) (0.309) (0.238) (0.308)

Pct Latino −0.355∗ −0.161 −0.367∗ −0.179 −0.333 −0.177 −0.341∗ −0.192
(0.202) (0.241) (0.201) (0.240) (0.204) (0.247) (0.203) (0.246)

Obama Margin −0.006 0.058 −0.015 0.053 −0.031 0.006 −0.039 0.001
(0.084) (0.095) (0.083) (0.095) (0.085) (0.098) (0.084) (0.097)

Observations 6,439 4,552 6,439 4,552 6,439 4,552 6,439 4,552
R2 0.334 0.327 0.341 0.332 0.282 0.284 0.287 0.289
Adjusted R2 0.109 0.097 0.118 0.104 0.039 0.040 0.046 0.046

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.16. Limited District Characteristic Heterogeneity

In the following models, reported in Table A.13, Table A.14, Table A.15, we examine

whether officials’ response to treatment is different conditional on characteristics of their

district. In particular, one hypothesis is that officials who preside over jurisdictions that

hold a relatively large share of minority voters may be more likely to respond to a question

about voting from minority voters. Indeed, as we show in Table A.13 and Table A.14,

while there is little change in the responsiveness of election officials as the proportion of

voters in that jurisdiction becomes increasingly black (shown in Model (2) and Model (3) in

both Table A.13 and Table A.14), as we report in Model (1) in Table A.13 and Table A.14,

there is some evidence that officials’ responsiveness changes as the proportion of Latinos

in a jurisdiction increases.

Of particular interest is the possibility that the large treatment effects for the Arab/Muslim

cue are driven by the implausibility of the treatment, due to the very small proportion of

Arab Americans living in many jurisdictions. The results below are motivated by the fol-

lowing logic: if treatment effects for a given identity are driven by implausibility then they

should be smaller in places where individuals who have been ascribed that identity are

more numerous.

The distribution of Arab Americans is somewhat distinct from the distribution of blacks

and Latinos. Indeed, data from the current CPS suggests that just 8 percent of U.S.

counties have no Latino population, and 25 percent have no black population. In contrast,

fully half of the counties in the U.S. have no residents who identify with an Arab heritage.

Thus, it is possible that the lack of variation in the pct_arab population variable has made

it mechanically impossible for a regression to detect a heterogeneous treatment effect.

To examine whether this is possible, we rescale the percent of Arab population into a

three-level factor variable in the following way:
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Table A.13: TEH - Communities by Minority Share

Dependent variable:
GotResponse

(1) (2) (3)
Minority -0.052∗∗∗ -0.048∗∗∗ -0.044∗∗∗

(0.015) (0.015) (0.015)

Percent Latino -0.241
(0.236)

Percent Latino × Minority 0.093
(0.143)

Percent Black -0.163
(0.230)

Percent Black × Minority 0.013
(0.133)

Percent Arab 1.580
(2.440)

Percent Arab × Minority -1.270
(2.530)

Observations 6,439 6,439 6,406
R2 0.330 0.330 0.329
Adjusted R2 0.104 0.103 0.101

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table A.14: TEH - Communities by Ethnicity

Dependent variable:
GotResponse

(1) (2) (3)
Latino -0.049∗∗∗ -0.026 -0.028

(0.019) (0.018) (0.018)

Black 0.013 -0.003 0.003
(0.019) (0.018) (0.018)

Arab -0.121∗∗∗ -0.113∗∗∗ -0.109∗∗∗

(0.019) (0.018) (0.018)

Percent Latino -0.227
(0.233)

Percent Latino × Latino 0.345∗∗

(0.167)

Percent Latino × Black -0.199
(0.174)

Percent Latino × Arab 0.138
(0.168)

Percent Black -0.173
(0.234)

Percent Black × Latino -0.098
(0.162)

Percent Black × Black 0.119
(0.166)

Percent Black × Arab 0.008
(0.156)

Percent Arab 1.680
(2.460)

Percent Arab × Latino -0.850
(2.780)

Percent Arab × Black -0.657
(2.770)

Percent Arab × Arab -1.740
(2.670)

Block FE Yes Yes Yes
Observations 6,439 6,439 6,406
R2 0.339 0.337 0.337

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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• For geographies that have zero Arab population, we code the rescaled variable as

0. This represents the 0-50th percentile distribution of communities arranged by

Arab-American population;

• Among geographies that have at least one person who identified an Arab heritage,

we make a further split at the median.

– The lower of the two groups, the set of communities that represent the 50-75th

percentile distribution of communities; and,

– The higher of the two groups, the set of communities that represent the 75-100th

percentile distribution of communities.

As noted, this indicator splits the Arab population into three categories. The first

category covers the 50 percent of U.S. counties with no Arab population. The second

covers the 25 percent of U.S. counties whose Arab-American population is below the median

value for those counties in which any Arabs live. In these counties, Arab Americans still

represent a small part of the population: 0.12%. The third category covers the remaining

25 percent of counties whose Arab population is above this median. In these counties

with the greatest presence of Arab-Americans, this group represents, on average, 1% of the

county population. In the geographies corresponding to this quartile of the distribution,

it would not be uncommon for a local election official to be in the presence of an Arab-

American person or family at a community gathering of several hundred people – such as

a parade or high school graduation.

As we report in Table A.15 after rescaling the data in this way, there is little evidence

that our treatment effects were moderated in geographies in which census data records a

greater number of Arab Americans. Neither of the terms interacting the treatment with

the recoded covariate described above yield point estimates with p-values approaching
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Figure A.6: Flexible estimates of HTE across Arab/Muslim population (left plot)
and the three-level factor that indicates (0.0) zero arab/mulsim popula-
tion; (1.0) Less than 1% Arab/Muslim population; and (2.0) 1% or more
Arab/Muslim population.

standard thresholds of statistical significance. (We recognize that this failure to reject

could be driven by insufficient statistical power.)

To provide further evidence, Figure A.6 reports estimates of the treatment effect of

receiving an email from an Arab/Muslim sender rather than a white sender, using the

iterflex method that flexibly estimates and projects treatment effects across moderat-

ing variables (Hainmueller, Mummolo and Xu, 2018). We note in the left plot that the

uncertainty estimates rapidly expand among counties with larger arab populations due to

the sparse nature of the data: there are only 5 counties with an Arab/Muslim population

larger than 10%. On balance, the evidence presented here conforms to the logic presented

above in support of our argument: treatments were not more influential in those places

where Arab Americans are less numerous.
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Table A.15: TEH - Arab Communities

Dependent variable:
GotResponse

(1) (2)
Minority Cue -0.040∗∗

(0.021)

Latino Cue -0.020
(0.025)

Black Cue 0.004
(0.026)

Arab Cue -0.106∗∗∗

(0.025)

1-50pct Arab 0.073∗∗ 0.073∗∗

(0.032) (0.032)

51-100pct Arab 0.082∗∗ 0.081∗∗

(0.034) (0.034)

Minority Cue * 1-50pct Arab -0.026
(0.035)

Minority Cue * 51-100pct Arab 0.005
(0.036)

Latino Cue * 1-50pct Arab -0.024
(0.043)

Black Cue * 1-50pct Arab -0.004
(0.043)

Arab Cue * 1-50pct Arab -0.050
(0.043)

Latino Cue * 51-100pct Arab -0.008
(0.044)

Black Cue * 51-100pct Arab -0.0004
(0.044)

Arab Cue * 51-100pct Arab 0.026
(0.044)

Block FE Yes Yes
Observations 6,439 6,439
R2 0.332 0.340
Adjusted R2 0.107 0.115

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.17. Names and Assessment of Racial and Ethnic Group

Table A.16: Name Score Table

Name Ethnic Cue Mean White Mean Latino Mean Black Mean Arab

Daniel Nash White 97.6 0.9 1 0

Mathew Roberts White 95 0 3.7 0

Alex Steele White 94.6 0.4 5 0

Nicholas Austin White 94.6 0.4 4.6 0

Zachary Fitzpatrick White 94.3 0.7 4.1 0

Christopher Schmidt White 93.7 0.1 3.4 0.1

Ryan Thompson White 93.1 0 6.2 0

Timothy Bartlett White 93 0 6 0

Corey Kennedy White 93 0 7 0

Garrett Riddle White 92.9 0.4 6.6 0

Austin Walsh White 92.4 0.3 5.8 0

Christopher Rogers White 92.1 0 7.9 0

Jacob Gates White 92 0 6.7 0

Kyle Caldwell White 92 0 6 0

Matthew Pratt White 91.4 0 8.6 0

Joseph Mayer White 91.3 0 8.7 0

Ian Thornton White 90.5 0 9.5 0

Scott Sherman White 89.5 0.2 8.8 0

Daniel Horn White 89.3 0 2.5 0

Zachary Proctor White 89 0 7.5 0

Brandon Hart White 88.8 0 11.2 0

Nathan Brewer White 88.3 0 2.8 0

Garrett Allen White 87.5 0.6 11.9 0

John Miller White 87.3 0 10.9 0
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Robert Peterson White 87.2 0 11.7 0

Dylan Garrett White 86.9 0 7.5 0

Michael Quinn White 86.7 0 13.3 0

Justin Kramer White 86.4 0 8.2 0

Robert Todd White 86.1 0.4 12.1 0

Travis Roberts White 85.7 0.7 10.7 0

Richard Bowers White 85.7 1.3 6.7 0

Jason Gillespie White 85.4 0.4 7.1 0

Garrett Miller White 85.3 0 14.7 0

Kyle Thompson White 84.4 0 15 0

Dustin Lawson White 84.2 0 15.3 0

Sean Cooper White 84.1 0 15.3 0

James McPherson White 83.2 0 14.6 0

Brandon Pierce White 83.2 0.5 14.7 0

John Gregory White 83 2.9 10.2 0

David Cochran White 82.9 0 17.1 0

Seth Rodgers White 82.9 0.7 6.4 1.4

Christopher Anderson White 82.9 0.2 16.8 0

Tyler Reeves White 82.5 0.4 12.9 0

Justin McIntyre White 82.5 5.6 6.4 0

Matthew Moore White 82.4 0.7 16.6 0.1

Stephen Peterson White 81.9 0 16.2 0

Kyle French White 81.8 0.9 13.6 0

Timothy Middleton White 81.4 0 17.7 0

Ian Smith White 81.3 0 18.7 0

Tyler Larson White 81.1 0 18.9 0

Gregory Leblanc White 80.8 0.4 11.5 1.5

Ryan Chapman White 80.7 0.2 16.8 0

William Humphrey White 80.6 0 19.4 0

Justin Mullins White 80.5 0 11.4 0
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Joshua Burke White 80.4 0 14.2 0

Jacob Haas White 80 0 2.2 0

Levi Wolfe White 80 0 0 0

Kevin Patterson White 80 0 19.1 0

Jeremy Short White 79.6 0 18.7 0

Cody Lang White 79.4 0 3.1 0

Taylor Long White 79 0 17.7 0

Zachary Bailey White 78.8 0 12 0

Michael White White 77.8 0 16.7 0

Jeffrey Phillips White 77.1 0.4 21.7 0

Travis Miller White 77.0 0 23.0 0

Brian Bennett White 76.9 0 19.4 1.2

Robert Cochran White 76.4 2.3 12.7 4.5

Michael Hendrix White 76.2 0 17.9 0

Travis Osborn White 75.4 0.8 7.1 0

Michael Boyer White 75.3 0 15.3 1.3

Travis Collins White 75 0 24.3 0

Christopher Hebert White 74.7 0.7 22.7 0

Samuel Peters White 74.5 0 18.2 0

Shane Page White 74.4 1.2 24.4 0

Jeffrey Fox White 74.4 0.8 8.1 0

Anthony Underwood White 73.8 0 23.8 0

Justin Lyons White 73.5 6.7 18.0 0

Michael Rose White 71.9 3.8 23.1 0

Devin Foster White 71 0 27 0

Joshua Clark White 70 0 5 0

Jordan Rogers White 69.7 0 21.6 0

Joseph Graves White 68.8 0 17.8 6.2

Robert Reed White 68.2 1.7 10.2 16.7

Tyler Murray White 67.3 2 24 1.3
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James Marsh White 66.9 1.2 13.8 0

Travis Frye White 66.8 0 24.1 0

Cameron Young White 65.6 0 23.7 0

Stephen Sherman White 64.6 0 26.9 0

Benjamin Wood White 64 0 14.5 0

Eric Murray White 61 0 29 0

Andrew Allen White 60.9 0 28.4 0

Austin Hall White 59.5 0 24.1 1.8

Samuel Wood White 55.8 0 44.2 0

Marcus McFarland White 55.5 0 44.5 0

Michael Lang White 55.5 2.7 12.3 0

Samuel Hopkins White 51.2 0 34.6 1.7

Brandon Estes White 50.8 36.6 11.6 0

Sean Watts White 40.4 1.8 50.7 1.4

Jordan Smith White 39.6 0 50.4 0

Jose Hanson White 9.5 77.5 12.5 0

Jose Cruz Latino 0 100 0 0

Jorge Castro Latino 0 100 0 0

Cesar Marquez Latino 0 100 0 0

Jose Gutierrez Latino 0 100 0 0

Juan Campos Latino 0 100 0 0

Saul Gonzalez Latino 0 100 0 0

Miguel Salazar Latino 0 100 0 0

Jesus Perez Latino 0 100 0 0

Diego Velazquez Latino 0 100 0 0

Fernando Hernandez Latino 0 100 0 0

Juan Ramos Latino 0 99.6 0 0

Jose Valdez Latino 0 99.6 0.4 0

Edwin Vasquez Latino 0.6 99.4 0 0

Gerardo Escobar Latino 0.8 99.2 0 0

195



Esteban Herrera Latino 0 99.2 0 0

Jose Mendez Latino 0 98.2 0.7 0

Luis Gomez Latino 1.1 97.9 0.5 0

Fernando Acosta Latino 1.1 97.8 0 0

Adriel Hernandez Latino 0.8 97.3 1.2 0

Aldo Garcia Latino 0 97.3 0 0

Jaime Gonzalez Latino 1.4 97.1 1.4 0

Alejandro Rodriguez Latino 0 96.9 3.1 0

Emilio Gonzalez Latino 0.4 96.8 2.1 0

Esteban Contreras Latino 2.3 96.6 0 0

Dariel Valdez Latino 0 96.2 1.2 0

Enrique Lopez Latino 3.8 96.2 0 0

Camilo Lopez Latino 1.1 96.1 0 0

Miguel Barrera Latino 0.7 95.7 1.8 0

Angel Ruiz Latino 2 95.5 0.5 0

Roberto Reyes Latino 0 95 5 0

Edwin Santiago Latino 5.4 94.6 0 0

Angel Navarro Latino 0 94.4 5.6 0

Ricardo Gomez Latino 0.7 94.3 0.3 0

Marvin Lopez Latino 3.6 92.7 2.7 0

Alejandro Ibarra Latino 0.4 92.7 2.7 0

Jesus Hernandez Latino 1.3 92.3 1.7 1.3

Emilio Cabrera Latino 7.7 92.3 0 0

Cristian Ramirez Latino 1.2 92.2 0 0

Jesus Martinez Latino 2.1 92.1 1.4 1.4

Julio Morales Latino 0.4 92.1 0 7.1

Adan Perez Latino 2.5 91.5 0 0

Angel Maldonado Latino 3.8 91.2 0 0

Darwin Gonzales Latino 4.2 90.8 4.6 0

Dariel Garcia Latino 2.1 90.7 6.4 0
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Esteban Jimenez Latino 0 90.4 1.9 0

Alberto Mendoza Latino 0.7 90 1.4 0

Edgar Garcia Latino 9 90 1 0

Miguel Rubio Latino 0 89.1 9.1 0

Pablo Escobar Latino 5.6 88.9 0 5.6

Luis Martinez Latino 0 88.9 11.1 0

Carlos Villarreal Latino 1.9 88.8 0.8 0

Luis Gonzalez Latino 3.3 88.3 0 0

Jean Lopez Latino 7.9 88.2 2.6 0

Carlos Ramos Latino 1.4 88.2 0 0

Juan Perez Latino 2.5 86.7 10.8 0

Ricardo Garza Latino 5.8 86.7 1.7 1.7

Manuel Padilla Latino 0 86.4 0 4.3

Miguel Rodriguez Latino 1.8 86.4 0.9 0

Angel Pineda Latino 5 85 1.2 1.2

Luis Moreno Latino 2.5 84.6 0 0

Iker Martinez Latino 3.2 83.9 1.1 0.7

Edgar Cardenas Latino 8.7 83.7 1.7 0

Edwin Hernandez Latino 11.1 83.5 3 0.5

Mario Chavez Latino 3.6 82.1 1.4 1.4

Johan Estrada Latino 8.3 80.7 0.9 0.7

Jefferson Sanchez Latino 9.3 80.7 9.3 0

Johan Garcia Latino 11.7 80.6 3.9 0

Emiliano Lopez Latino 1.7 80 1.7 1.7

Erick Hernandez Latino 13.8 79.4 5.3 0

Giovani Herrera Latino 14.2 79.2 0 1.7

Luis Padilla Latino 3.5 78.8 1.9 0

Randy Munoz Latino 14.5 78.8 0 0

Jadiel Rodriguez Latino 1.7 78.8 15.8 0.4

Brayan Estrada Latino 2.8 78.2 9.5 1
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Erik Rodriguez Latino 7.7 78.2 0.5 0

Erick Suarez Latino 13.5 76.9 2.7 1.5

Maximo Flores Latino 9.7 76.1 3.2 0

Yaniel Campos Latino 1.2 74.4 5.9 1.2

Miguel Trevino Latino 0.9 72.6 5 0

Yair Fuentes Latino 0 69.5 4.1 18.2

Matias Murillo Latino 4.8 69 1 6

Anderson Guerrero Latino 18.8 68.8 2.5 1.2

Edwin Castaneda Latino 21.1 68.2 0 0

Kenny Rodriguez Latino 27.1 67.4 0.9 1.2

Damian Martinez Latino 13.7 66.8 18.2 0

Januel Aguilar Latino 7.2 66.1 8.3 1.7

Noel Torres Latino 22.3 65.9 11.8 0

Ismael Romero Latino 5.8 60.4 4.2 24.6

Derick Torres Latino 21.8 59.5 13.2 1.8

Julius Salazar Latino 8.8 58.4 2.2 8.8

Angel Ponce Latino 14.2 52.8 19.2 1.1

Thiago Zamora Latino 2 52.5 6.5 6

Junior Delgado Latino 15 50.4 30 0

Kenny Lozano Latino 35.4 45.7 8.9 0

Jael Calderon Latino 13.3 44 29.3 0

Darwin Guzman Latino 26.0 42.4 17.4 0.7

Edwin Zuniga Latino 12.7 38.7 22.7 3.3

Byron Salazar Latino 34.2 31.5 24.6 6.9

Jean Barrera Latino 45 23 5 2

Jefferson Ponce Latino 55.9 0.5 28.2 0

DeShawn Jackson Black 2.4 0 97.6 0

Tyrone Brown Black 1.2 1.7 96.7 0

DeShawn Harris Black 2.9 0.3 96.7 0

DeShawn Brown Black 2.1 0 96.7 0
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Darius Thomas Black 2.5 0 96.2 1.2

DeAndre Jackson Black 1.4 0.8 96.1 0

Jamal Jones Black 1.8 0 95.4 0

DeShawn Glover Black 4 1 95 0

Tyrone Thomas Black 3.9 0.6 94.7 0

Terrell Turner Black 4.4 0 94.4 0

Darnell Jackson Black 5.7 0 94.3 0

Terrell Watkins Black 5 0.8 93.1 0.4

Trevon Williams Black 7.1 0 92.9 0

Darius Haynes Black 6 0.7 92.7 0

DeAndre Wilkins Black 5.3 0.3 92.3 0

Darnell Haynes Black 7.5 1.1 91.4 0

DeShawn Ware Black 5.4 0 91.2 0

DeAndre Scott Black 5.8 0.4 91.2 0

Trevon Johnson Black 0.9 0 90.9 0

Tyrone Jones Black 9.2 0 90.8 0

Jalen Washington Black 6.9 0 90.8 0

Darius Davis Black 9.3 0 90.7 0

Darnell Alexander Black 8.3 0.5 90.4 0

DeShawn Anthony Black 3.5 0 90 0

Demetrius Jackson Black 10 0 90 0

Darnell Davis Black 11.8 0 88.2 0

Terrell Davis Black 10.9 0 88.2 0.9

Jamal Coleman Black 7.5 0.5 88 4

Tyrone Johnson Black 8.5 0 87.7 0

Darius Washington Black 11.8 0.6 87.6 0

Marquis Harris Black 6.5 5 87 0

Malik Johnson Black 5.5 0 86.4 6.4

Maurice Brown Black 13.8 0 86.2 0

Tyrone Harris Black 11.5 0.3 85.5 0
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DeShawn Johnson Black 13.6 0 85 0

DeAndre Davis Black 12.7 1 85 0

Terrell Ware Black 6 1.8 84.5 1.8

Andre Harris Black 13.1 1.5 84.2 0

Jamal Williams Black 10.5 1.1 84.2 1.1

Darnell Mitchell Black 15.4 0 83.9 0

Darnell Carter Black 10.3 0 83.8 0

Terrance Terrell Black 13.5 1.2 83.5 0

Terrell Scott Black 12.5 0.2 83 0

Terrance Johnson Black 17.5 0 80.8 0

Andre Johnson Black 19.3 0.2 80.4 0

Terrell Washington Black 12.3 0 80.3 0

Demetrius Johnson Black 14.5 0.5 79.1 0

Darryl Willis Black 20 0 79 0

Dominique Richardson Black 18.4 2.7 78.9 0

Darius Miles Black 20.5 0.5 78.6 0

Darius Willis Black 13 0 78.3 0

Dominique Brown Black 16.2 0 77.2 0

Darius Bryant Black 20 1.1 77.2 0

Trevon Grant Black 20 1.7 77.1 0

Trevon Henry Black 20.6 2.1 76.8 0

Reginald Brown Black 13 8.5 76.5 0

Marquis Williams Black 15 0.8 75.7 0

Dominique Walker Black 21.8 1.6 75.5 0

Malik Hawkins Black 15.9 0.3 75.3 8.3

Tyrone Dorsey Black 25 0 75 0

Terrance Robinson Black 16 0.2 73.8 0

Darius Byrd Black 20.4 0 73.5 0

Malik Williams Black 0.3 0.8 73.3 19.7

Jalen Walker Black 27.1 0 72.3 0
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Trevon Scott Black 25.8 0 71.7 0

Maurice Miles Black 25.2 0.5 71.5 0

Malik Mitchell Black 6.7 0 71 14

Jamal Johnson Black 6 0 71 3

Xavier Brown Black 16.2 6.9 70.3 0

Dominique Jones Black 22.7 4.5 70 0

DeAndre Mathis Black 16.3 3.7 69.7 0

Maurice Davis Black 29 0.6 69.4 0

Terrell Thomas Black 8.3 8.3 69.2 8.3

Reginald Coleman Black 33.3 0 66.7 0

Jalen Neal Black 20 0 65.8 0

Jalen Harris Black 17.8 2.8 65 0

Maurice Thomas Black 27 1.3 64.3 0

Darryl Brooks Black 28.9 7.1 62.1 0

Reginald Davis Black 39.2 0 60.8 0

Malik Robinson Black 14.4 0 60.6 18.9

Marquis Mitchell Black 17.7 3.1 60.4 0

Terrance Woods Black 39.3 0 60.4 0

Jalen Johnson Black 10 0 60 3.3

Demetrius Fields Black 23.5 2.4 60 0

Dominique Simmons Black 27.7 11.2 59.6 0

Jalen Thomas Black 26.8 4.5 59.5 0

Darryl Watkins Black 39.1 0 57.7 0

Jalen Carter Black 36 0 57.5 0

Xavier Scott Black 37.8 0.6 56.7 3.3

Xavier Willis Black 20.7 20 56.4 0

Willie Davis Black 40 1 56 0

Malik Neal Black 16.3 0 55.8 14.2

Xavier Brooks Black 28.1 0.8 55 0

Dominique Alexander Black 30.6 12.1 55 0
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Willie Brown Black 37.8 0.4 54.8 0.9

Darryl Williams Black 28 0 54.5 0

Willie Jones Black 39 2.5 54.5 0

Willie Williams Black 43.3 0 54.3 0

Dominique Matthews Black 34.7 8.8 53.5 0

Andre Miles Black 35.8 9.2 52.3 0

Xavier Davis Black 44 0.3 49 0

Darryl Brown Black 44.4 0.6 47.8 0

Darryl Davis Black 53.2 0 45 0

Willie Singleton Black 46.2 0 43.8 0

Reginald Turner Black 45 5.6 40.8 0

Jalen Holmes Black 33.6 0 40.5 0

Darryl Walker Black 57.3 0.7 40 0

Willie Nixon Black 71.4 0 13.6 0

Basir Albaf Arab 0 0 0 99.2

Botros Ahmed Arab 0 0 0 98.4

Sami El-Amin Arab 0 0 1.7 97.8

Salah Darzi Arab 0 0 2.2 97.8

Abd El-Mofty Arab 0 0.5 0.9 97.7

Sharif Abdullah Arab 0 0 2.9 97.1

Shahnaz Hussain Arab 0 0 0 96.8

Duha El-Amin Arab 0 0 1.5 95.8

Shams El-Amin Arab 0.1 0.1 3.3 95.6

Ibrahim El-Hashem Arab 0 0 1.8 95.5

Mahdi Albaf Arab 0 0 1.8 94.7

Bakr Abdullah Arab 0 0 0 94.5

Husain Sultan Arab 0 0 0 94.4

Sajjad Ahmed Arab 0.6 0 1.2 94.1

Fayiz Muhammad Arab 0 0 1 94

Ghassan Ahmed Arab 6.2 0 0 93.8
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Ghayth Abdullah Arab 0 0 4.7 93.6

Ramadan Muhammad Arab 0 0 4.4 93.3

Maalik El-Ghazzawy Arab 0 0 1.9 93.1

Hafeez Saab Arab 0 0 3 93

Tarik El-Amin Arab 0 0 5 93

Abbas Abdullah Arab 0 0 4.2 92.9

Imad Zaman Arab 0 0 1.4 92.9

Mohammed Ahmed Arab 0 0 3.8 92.5

Jabr Hussain Arab 5.9 0 1.8 92.4

Hikmat Ahmad Arab 1.2 0 0 92.2

Bahadur Abdullah Arab 0.7 0 0 92.1

Al-Amir Bousaid Arab 0 0 0.3 92.1

Shadi Bousaid Arab 0 0 0 91.7

Jalal El-Amin Arab 0 0 1.9 91.5

Nasim Abdullah Arab 0 0 2.6 90.9

Salil Albaf Arab 2.1 0 0.7 90.7

Hakim Ajam Arab 0 0 8.7 90.7

Boulos Amjad Arab 1.2 3.8 1.9 90.6

Baqir Ali Arab 3.3 0 0.8 89.2

Mohammed Boulos Arab 0 0 11.2 88.8

Bahij Nejem Arab 0 0 0.9 88.6

Zahi El-Mofty Arab 0 0 0.7 88.6

Gafar Hakim Arab 0 0 2.9 88.6

Hussein Darzi Arab 0.6 1.8 3.2 88.2

Basir Muhammad Arab 0 2.1 8.6 88.2

Sa’Di Albaf Arab 0 6.7 3.7 88

Mukhtar Amjad Arab 0.5 0 6.5 87.8

Tahir El-Amin Arab 0 4.6 2.4 87.6

Yuhanna El-Amin Arab 0 0 6.2 86.9

Aamir Abujamal Arab 0 0 0.8 86.7
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Husain El-Mofty Arab 10.9 0 0.9 86.4

Fadl Nejem Arab 0 0 0 85.7

Halim Zaman Arab 0 0 2 85.5

Imran Hakim Arab 7.7 1.5 1.5 85.4

Samir Abdulrashid Arab 0 0 1.1 84.6

Ihsan El-Mofty Arab 0 0 0 84.5

Tarek Saqqaf Arab 0.7 0 6 84

Abdul-Aziz El-Mofty Arab 0 0 1.6 83.2

Wadud Hakim Arab 1.2 0 13.8 82.5

Shukri Saqqaf Arab 0 0 3.8 82.3

Yaser Karimi Arab 0 0 3.2 81.6

Fakhri Ali Arab 0.1 0 5.3 80.8

Nabil Saab Arab 0.6 0 7.8 80.6

Ziauddin Muhammad Arab 0 0 1.2 80

Rayyan Albaf Arab 0 0 5 79.3

Rasul Ajam Arab 0 0.3 1.5 78.8

Nour El-Ghazzawy Arab 1.5 0 3.1 78.5

Rifat Alfarsi Arab 0 0 6.7 78.3

Sajjad El-Amin Arab 0 0 5 78.3

Sa’Di El-Ghazzawy Arab 0.7 0 8 77.3

Fayiz Samara Arab 1.5 0 2.3 76.2

Aali Hussain Arab 0 11.1 1.1 75

Imran Mohammed Arab 1.1 0 6.7 74.4

Nizar Kader Arab 0 0 2.8 73.9

Jaffer Bousaid Arab 6.9 0 1.2 73.8

Jafar Sultan Arab 0.3 0 17.6 73.2

Shafiq Samara Arab 0.9 0 16.8 73.2

Fayiz Nejem Arab 0 0.3 2.6 72.4

Salim Kader Arab 0 0 10.4 72.1

Wafi Sultan Arab 0 0 3.7 71.6
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Husni Zaman Arab 0 0 18 71.3

Adam Ahmad Arab 7.4 5.2 7.4 71.0

Khaled Samara Arab 0 3.3 14.7 70

Rasheed Zaman Arab 2.7 0.7 22.7 70

Fakhri El-Mofty Arab 1.8 0.3 12.9 68.8

Sameer Sultan Arab 6.2 0 9.6 68.5

Guda El-Mofty Arab 0 11 7.5 66.5

’Abbas Nagi Arab 0 0 15.5 65

Adnan El-Mofty Arab 0 0 8.3 64.2

Zaki Karim Arab 1.1 0 20.3 63.9

Mis’Id El-Ghazzawy Arab 0 0 0 63.3

Nurullah Nejem Arab 0 1.1 10.8 61.9

Latif El-Mofty Arab 0.5 3.2 29.2 61.6

Safi Boulos Arab 0.4 7.7 0.4 61.5

Tayeb Kader Arab 3.8 0 21.8 59.8

Waheed Bousaid Arab 1.5 0 14.4 58.5

Mansoor Amirmoez Arab 0 21.2 5.6 58.1

Dawud Karim Arab 0 1.2 35.6 52.9

Tal’At Tawfeek Arab 7.1 0 20 46.4

Murtaza Nagi Arab 0.4 0.7 4.6 42.5

Ayman Amirmoez Arab 0 28.1 0 41.9

Rusul Samara Arab 1.8 5.9 14.5 41.4

Rais Nagi Arab 0 0.1 1.9 40

Wafi Kader Arab 2.5 0 23.8 33.8
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Appendix B.Appendix for ‘Does

Religious Bias Shape

Access to Public Services?

A Large-Scale Audit

Experiment Among

Street-Level Bureaucrats’

B.1. Treatment effect heterogeneity

We might expect treatment effects to vary with the social context in which principals are

embedded. Examining treatment effect heterogeneity is complicated by the fact that we

have a number of different treatments and many covariates. We simplify our analysis by

collapsing the medium and high intensity levels, which, as shown in Figure 6.2, lead to very

similar effect estimates. We do the same with Protestant and Catholic religious affiliation,
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again for the same reason. Moreover, parametric models such as probit are poorly suited for

modeling a large number of interactions of unknown functional form (Berry, DeMeritt and

Esarey, 2010; Hainmueller, Mummolo and Xu, 2016). We therefore use Bayesian Additive

Regression Trees (BART), one of the best off-the-shelf statistical learning estimators, to

nonparametrically model treatment effect heterogeneity (Chipman et al., 2010; Hill, 2011).

We investigate how the treatment effects vary as a function of school-level characteristics

(the share of Asian, Hispanic, Black, and White students as well as school type (primary,

middle, high) and county-level characteristics (median household income, the share of

adults holding bachelor degrees, the share of residents with income below the poverty line,

Republican vote shares in the 2012 presidential elections, and religious adherence rates

from the RCMS). We also include a dummy variable for the South. Finally, since it is

possible that principals in schools/communities with greater diversity discriminate less, we

also compute Herfindahl indices for racial and religious diversity and investigate whether

treatment effects vary systematically with these indices. While it would be advantageous

to also incorporate covariates related to the characteristics of the principals themselves,

especially their religious identification (or lack thereof), such data are not available. We do

have principals’ names and so could potentially estimate their ethnicity using the method

proposed by Imai and Khanna (2016), but this approach does not work with religious

identification.

Figures B.5 and B.6 show treatment effect estimates from a BART fit with 95% credible

intervals. Despite our large sample size we find very little treatment effect heterogene-

ity. This is perhaps not too surprising given that covariates are measured at the school- or

county-level and do not directly measure attitudes toward minority religions, non-believers,

or the separation of church and state. (Fitting a linear probability model regressing the ex-

perimental outcome on all covariates produces an adjusted 𝑅2 of merely 0.029, indicating
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that covariates not only fail to capture treatment effect heterogeneity but also variation

in principals’ responsiveness more generally.) We thus conclude that we observe substan-

tively large levels of discrimination on average and that discrimination does not appear to

be unique to any single social context. The patterns of discrimination we observe appear

to be similar across schools.
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B.2. Generalizing impact estimates to NCES universe

We formally generalize our results to the NCES population of 78, 348 regular, non-charter

public schools in the 48 contiguous U.S. states without missing data. Following Kern et

al. (2016), we generalize effect estimates by reweighting our experimental sample so that it

matches the NCES target population in terms of covariate means for the covariates listed in

Table B.1. Weights are generated using maximum entropy weighting (Hainmueller, 2012),

which guarantees that reweighted sample covariate means equal the covariate means in the

NCES population. Estimates from Weighted Least Squares regressions are reported in Ta-

ble B.6. Reweighting the sample so that it matches the NCES population has a negligible

effect on our treatment effect estimates, in line with the earlier findings that our sample

and the NCES population match closely (Figures B.2–B.4) and that treatment effect het-

erogeneity is limited (Figures B.5 and B.6). Based on these results, it seems plausible that

the patterns of discrimination we observe in our experimental sample are not unique to

the schools in our experiment. It is likely that similar discrimination occurs across public

schools throughout the U.S.
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B.3. Ethics

Butler and Broockman (2011a) and McClendon (2012) provide a detailed discussion of

the ethical concerns involved in audit experiments like ours. We believe that our study

has minimized any potential risk to principals and the communities that they serve and

that this minimal risk was justified given the important contribution of our article. In

what follows, we touch on several potential ethical concerns with our audit study—and

audit studies in general—and summarize some responses to these issues. While our goal

is not to address all potential issues with audit studies—a worthy goal for trained polit-

ical theorists/ethicists—we do argue that our study was justified and well within bounds

ethically.

Before we begin, however, we briefly note that our sample of study (public school prin-

cipals) may be exempt from IRB review. Ethical principles outlined in federal guidelines

often label “elected or appointed public officials or candidates for public office” as exempt

from review requirements.110 While we think it reasonable to argue that public school

principals qualify under this category, the boundaries of what exactly constitutes an ap-

pointed public figure are somewhat fuzzy. Out of an abundance of caution, we still applied

for and were given approval of two IRBs before conducting our study. And we were very

careful in our study to try and minimize ethical concerns (as we discuss below). That said,

we think this important to briefly note.

Deception and Informed Consent

Perhaps the most common ethical concern with audit studies is that they involve decep-

tion of experimental subjects. Another related ethical concern is that they are conducted

110See, for example, “Exempt Review”, Northwestern University IRB.

210



without the informed consent of participants (Desposato, 2018).111 In reply to both objec-

tions, researchers point out that they cannot answer their research question(s) if subjects

are aware of the goals of the research since such awareness would change subjects’ be-

havior. Deception and informed consent are thus necessary to answer some theoretically

and normatively important questions. Federal ethics guidelines explicitly allow research

to be conducted without informed consent and using deception under such circumstances.

(Especially for public officials who are often labeled as exempt all together.) We believe

that our study falls into this category of studies (and both of the IRBs that approved

our project agree). Informing participants about the goals of our research would make it

impossible to study illegal behavior such as religious discrimination.

At the core of the defense of studies such as ours is the argument that the benefit of

knowing something new about the world outweighs the possible harms caused by deception

or enrolling participants without consent. This might not always be true, however. We

can imagine cases in which conducting research in this way might create considerable

psychological or physical harm for participants. There is little evidence that this is typically

the case with an audit study, however, since all that is usually required of respondents is

that they reply to basic questions via email or mail. The same is true for our study,

which simply contacted principals to ask for a face-to-face meeting with a prospective

parent concerning the enrollment of their child. We can also imagine the case in which

what is learned through deception and without informed consent does not outweigh even

the slightest ethical harm. We do not think that this is the case for our experimental

intervention, as it is the first to offer robust evidence of religious discrimination in the

American public school system.112 We believe that the results we obtain in our study are

111Using surveys of academics and potential study participants, Desposato (2018) shows that academics
place a much higher ethical premium on studies with informed consent and no deception that study
participants themselves.

112Even if the study were not novel, though, we might still think that conducting it would be worthwhile. A
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substantively and normatively significant given the constitutional and legal prohibitions

against religious discrimination by state institutions such as public schools and the lack of

rigorous experimental research documenting the extent and nature of this discrimination.

Consequently, we consider the minimal harms that our intervention could have caused to

be reasonable in relation to the benefits of our work to society. Both of our IRBs agreed

with this assessment.

Participant Duration

One additional ethical concern with audit studies is that they incur a time cost on partic-

ipants without their consent. The usual reply to this objection is that the time required

of participants in audit studies is minimal—participants are only asked to read a short

email and reply to it—and that deception is warranted (for the reasons outlined above).

The same applies to our study. In order to minimize the time principals spent in our

study, we only sent a single email to principals, with no follow-up in case of non-response.

Moreover, replies were entirely voluntary and failure to reply did not impose any costs on

subjects. We estimate that the average participant in our study spent much less than a

minute reading our email inquiry. Based on the length of email replies we received, we

estimate that those who responded to our emails probably took less than a minute doing

so. In total, the amount of time that any individual spent participating in our study was

very small and likely inconsequential to participants. As a result, we do not think that the

amount of time respondents spent in our study raises any ethical concerns.

A separate, but related, issue is the total time that all respondents combined spend

growing literature suggests that the results from many studies (experimental or observational) cannot
be reproduced. One reason why this might be the case is that study results are unique to specific
samples or geographic or temporal contexts. To help ensure that the results from any one audit study
are reproducible, we should want researchers to conduct similar studies with different participants and
in different places and times.
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in an audit study. The concern here is that large-scale audit studies of public officials,

such as ours, might impose a burden on the public by impeding officials from working on

more important tasks. This concern highlights a trade-off in audit study research. On the

one hand, researchers want to maximize the number of subjects enrolled in their studies.

Doing so helps ensure that researchers have sufficient power not only to estimate treatment

effects but also to investigate how treatment effects vary across subgroups or how well they

generalize to a given target population. On the other hand, the larger the subject pool

enrolled in an audit study, the more of a collective time burden the study imposes on

the public. Given that the time that any principal spent in our study was minimal, we

do not think that the total time burden was unreasonable either—especially given the

potentially large combined benefits. Indeed, we designed our experiment to take as little

time of principals as was possible. One should also keep in mind that the costs to society

of discriminatory behavior likewise scale with the size of the target population. The larger

the target population, the larger, ceteris paribus, the experimental sample can be, which

increases the total time burden. However, the importance of discovering discriminatory

behavior also scales with the size of the target population (in our case, U.S. principals). So

while our experimental sample was (of necessity) large compared to many audit studies,

the importance of documenting religious discrimination among American public school

principals is also of particular importance for the reasons outlined in our paper. (We are

somewhat skeptical of the aggregation of time costs argument as it is unclear to us who is

actually bearing this collective cost. That said, if one accepts the aggregation argument,

we assert that they should also agree to the aggregation of benefits of a study.)
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Downstream Consequences

Another set of ethical concerns revolves around the idea that audit studies might change the

behavior of public officials. The general idea here is that officials could become sensitized

to the possibility that they are being studied. Therefore, they could come to doubt the

origin and truthfulness of any correspondence they receive, which could in turn lead them

to ignore requests or respond to them in less helpful ways.

This outcome strikes us as extremely unlikely. The amount of time it would take officials

to determine the true source of an email is likely to be much greater than the time required

to simply respond to a request. So long as the total number of auditing emails arriving at

each office remains low, it seems unlikely that officials would change their behavior based

on assumptions about whether or not they are being audited. We have no reason to expect

that the principals in our sample receive numerous communications originating in audit

studies. We thus think that this concern is unwarranted.

That being said, based on this (very limited) possibility of negative downstream conse-

quences, we designed our study to not debrief subjects. IRBs often have exemptions for

debriefing when deception is involved; indeed, these assert that “debriefing may be inap-

propriate if debriefing regarding the deception may cause more harm to the participant

than the deception itself.”113 We argue that this holds in our case where the deception is

small (and warranted).

All in all, we think a further discussion of the ethical considerations in doing field exper-

iments like audit studies is worthwhile. Many of the concerns listed above are not unique

to audit studies, but apply equally to other field experimental methodologies (e.g. GOTV

studies) as well. In sum, we argue that our study was justified and well within bounds

ethically.
113See “Guidelines for Research involving Deception or Incomplete Disclosure,” Northwestern University

IRB.
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Table B.1: Balance
covariate 𝑝-value
% Asian students 0.97
% Hispanic students 0.28
% Black students 0.57
% White students 0.53
% Male students 0.48
School size 0.35
Pupil/teacher ratio 0.44
% Free or reduced price lunch students 0.57
% GOP (2012 Presidential election) 0.39
% Median household income 0.59
% Bachelor degree 0.40
% Below poverty line 0.75
% Total adherents 0.99
% Black protestant adherents 0.74
% Evangelical protestant adherents 0.52
% Mainline protestant adherents 0.15
% Catholic adherents 0.50
% Muslim adherents 0.56

Note: The table shows exact 𝑝-values from univariate randomization inference tests of the null hypothesis
that balance is as good as one would expect under block random assignment. Exact 𝑝-values are approx-
imated using 10,000 randomly chosen blocked treatment assignments. The test statistic is the maximum
Kolmogorov–Smirnov statistic across all two-way comparisons of treatment groups. The 𝑝-value is the
fraction of test statistics at least as large as the test statistic in our sample. For the religious adherence
covariates, the balance tests use the average of five multiply imputed datasets.
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Table B.2: Parameter estimates (probit)
est. se

intercept 0.131∗∗∗ (0.037)
Male parent −0.040∗∗∗ (0.014)
Male child −0.022∗ (0.012)
Protestant, low intensity 0.018 (0.026)
Protestant, medium intensity −0.137∗∗∗ (0.026)
Protestant, high intensity −0.141∗∗∗ (0.026)
Catholic, low intensity 0.032 (0.026)
Catholic, medium intensity −0.165∗∗∗ (0.025)
Catholic, high intensity −0.169∗∗∗ (0.027)
Muslim, low intensity −0.116∗∗∗ (0.026)
Muslim, medium intensity −0.220∗∗∗ (0.027)
Muslim, high intensity −0.200∗∗∗ (0.026)
Atheist, low intensity −0.118∗∗∗ (0.026)
Atheist, medium intensity −0.357∗∗∗ (0.027)
Atheist, high intensity −0.334∗∗∗ (0.027)

Note: 𝑁 = 45, 710. The table shows estimates and robust standard errors clustered at the school district
level from a probit model. The model contains email account fixed effects (not shown). Omitted categories
are female parent, female child, and no information given.
∗ denotes statistical significance at 0.10 level. ∗∗ denotes statistical significance at 0.05 level. ∗∗∗ denotes
statistical significance at 0.01 level.
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Table B.3: Parameter estimates (probit) controlling for blocks
est. se

intercept −0.411 (0.253)
Male parent −0.045∗∗∗ (0.014)
Male child −0.024∗∗ (0.012)
Protestant, low intensity 0.017 (0.028)
Protestant, medium intensity −0.147∗∗∗ (0.027)
Protestant, high intensity −0.156∗∗∗ (0.027)
Catholic, low intensity 0.032 (0.028)
Catholic, medium intensity −0.180∗∗∗ (0.027)
Catholic, high intensity −0.183∗∗∗ (0.028)
Muslim, low intensity −0.124∗∗∗ (0.027)
Muslim, medium intensity −0.241∗∗∗ (0.029)
Muslim, high intensity −0.217∗∗∗ (0.028)
Atheist, low intensity −0.127∗∗∗ (0.027)
Atheist, medium intensity −0.384∗∗∗ (0.028)
Atheist, high intensity −0.362∗∗∗ (0.028)

Note: 𝑁 = 45, 710. The table shows estimates and robust standard errors clustered at the school district
level from a probit model. The model contains email account fixed effects as well as block fixed effects
(not shown). Omitted categories are female parent, female child, and no information given.
∗ denotes statistical significance at 0.10 level. ∗∗ denotes statistical significance at 0.05 level. ∗∗∗ denotes
statistical significance at 0.01 level.
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Table B.4: Parameter estimates (OLS)
model (1) (2) (3)

est. se est. se est. se
intercept 0.551∗∗∗ (0.014) 0.353∗∗∗ (0.077) 0.670∗∗∗ (0.157)
Male parent −0.015∗∗∗ (0.005) −0.016∗∗∗ (0.005) −0.016∗∗∗ (0.005)
Male child −0.009∗ (0.004) −0.009∗∗ (0.004) −0.009∗∗ (0.004)
Protestant, low intensity 0.007 (0.011) 0.006 (0.010) 0.006 (0.010)
Protestant, medium intensity −0.054∗∗∗ (0.010) −0.053∗∗∗ (0.010) −0.053∗∗∗ (0.010)
Protestant, high intensity −0.056∗∗∗ (0.010) −0.056∗∗∗ (0.010) −0.056∗∗∗ (0.010)
Catholic, low intensity 0.013 (0.010) 0.012 (0.010) 0.012 (0.010)
Catholic, medium intensity −0.065∗∗∗ (0.010) −0.066∗∗∗ (0.010) −0.066∗∗∗ (0.010)
Catholic, high intensity −0.067∗∗∗ (0.010) −0.066∗∗∗ (0.010) −0.066∗∗∗ (0.010)
Muslim, low intensity −0.046∗∗∗ (0.010) −0.045∗∗∗ (0.010) −0.046∗∗∗ (0.010)
Muslim, medium intensity −0.086∗∗∗ (0.011) −0.087∗∗∗ (0.010) −0.086∗∗∗ (0.010)
Muslim, high intensity −0.079∗∗∗ (0.010) −0.079∗∗∗ (0.010) −0.079∗∗∗ (0.010)
Atheist, low intensity −0.047∗∗∗ (0.010) −0.046∗∗∗ (0.010) −0.045∗∗∗ (0.010)
Atheist, medium intensity −0.138∗∗∗ (0.010) −0.136∗∗∗ (0.010) −0.135∗∗∗ (0.010)
Atheist, high intensity −0.129∗∗∗ (0.010) −0.129∗∗∗ (0.010) −0.129∗∗∗ (0.010)
Email account fixed effects yes yes yes
Block fixed effects no yes yes
Covariates no no yes

Note: 𝑁 = 45, 710. The table shows estimates and robust standard errors clustered at the school district
level from three linear probability models. All models contain email account fixed effects (coefficients
not shown), model (2) additionally contains block fixed effects (coefficients not shown), and model (3)
additionally contains the covariates listed in Table B.1 (coefficients not shown). Omitted categories are
female parent, female child, and no information given.
∗ denotes statistical significance at 0.10 level. ∗∗ denotes statistical significance at 0.05 level. ∗∗∗ denotes
statistical significance at 0.01 level.
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Table B.5: Parameter estimates with MA omitted (OLS)
model (1) (2) (3)

est. se est. se est. se
intercept 0.555∗∗∗ (0.015) 0.355∗∗∗ (0.076) 0.655∗∗∗ (0.159)
Male parent −0.014∗∗∗ (0.005) −0.015∗∗∗ (0.005) −0.015∗∗∗ (0.005)
Male child −0.008∗ (0.005) −0.009∗∗ (0.004) −0.009∗∗ (0.004)
Protestant, low intensity 0.009 (0.011) 0.008 (0.010) 0.008 (0.010)
Protestant, medium intensity −0.055∗∗∗ (0.010) −0.054∗∗∗ (0.010) −0.054∗∗∗ (0.010)
Protestant, high intensity −0.052∗∗∗ (0.010) −0.053∗∗∗ (0.010) −0.052∗∗∗ (0.010)
Catholic, low intensity 0.014 (0.011) 0.013 (0.010) 0.013 (0.010)
Catholic, medium intensity −0.066∗∗∗ (0.010) −0.067∗∗∗ (0.010) −0.067∗∗∗ (0.010)
Catholic, high intensity −0.069∗∗∗ (0.011) −0.068∗∗∗ (0.010) −0.068∗∗∗ (0.010)
Muslim, low intensity −0.046∗∗∗ (0.010) −0.045∗∗∗ (0.010) −0.045∗∗∗ (0.010)
Muslim, medium intensity −0.087∗∗∗ (0.011) −0.088∗∗∗ (0.011) −0.087∗∗∗ (0.011)
Muslim, high intensity −0.079∗∗∗ (0.010) −0.079∗∗∗ (0.010) −0.079∗∗∗ (0.010)
Atheist, low intensity −0.048∗∗∗ (0.010) −0.047∗∗∗ (0.010) −0.047∗∗∗ (0.010)
Atheist, medium intensity −0.138∗∗∗ (0.010) −0.137∗∗∗ (0.010) −0.135∗∗∗ (0.010)
Atheist, high intensity −0.127∗∗∗ (0.010) −0.127∗∗∗ (0.010) −0.126∗∗∗ (0.010)
Email account fixed effects yes yes yes
Block fixed effects no yes yes
Covariates no no yes

Note: 𝑁 = 44, 396. The state of Massachusetts has been omitted from the sample. The table shows
estimates and robust standard errors clustered at the school district level from three linear probability
models. All models contain email account fixed effects (coefficients not shown), model (2) additionally
contains block fixed effects (coefficients not shown), and model (3) additionally contains the covariates
listed in Table B.1 (coefficients not shown). Omitted categories are female parent, female child, and no
information given.
∗ denotes statistical significance at 0.10 level. ∗∗ denotes statistical significance at 0.05 level. ∗∗∗ denotes
statistical significance at 0.01 level.
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Table B.6: Parameter estimates from population-weighted sample (WLS)
est. se

intercept 0.554∗∗∗ (0.017)
Male parent −0.012∗∗ (0.006)
Male child −0.009∗ (0.005)
Protestant, low fervor 0.014 (0.011)
Protestant, medium fervor −0.045∗∗∗ (0.011)
Protestant, high fervor −0.056∗∗∗ (0.011)
Catholic, low fervor 0.018 (0.011)
Catholic, medium fervor −0.063∗∗∗ (0.011)
Catholic, high fervor −0.066∗∗∗ (0.011)
Muslim, low fervor −0.038∗∗∗ (0.011)
Muslim, medium fervor −0.086∗∗∗ (0.011)
Muslim, high fervor −0.081∗∗∗ (0.011)
Atheist, low fervor −0.046∗∗∗ (0.011)
Atheist, medium fervor −0.139∗∗∗ (0.011)
Atheist, high fervor −0.124∗∗∗ (0.012)

Note: 𝑁 = 45, 710. The table shows estimates and robust standard errors clustered at the school district
level from a linear probability model weighted with maximum entropy weights (see text). The model
also contains email account fixed effects (coefficient estimates not shown). Omitted categories are female
parent, female child, and no information given.
∗ denotes statistical significance at 0.10 level. ∗∗ denotes statistical significance at 0.05 level. ∗∗∗ denotes
statistical significance at 0.01 level.
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Figure B.1: Estimated probabilities of reply based on model in Table B.2
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Note: The plot shows estimated probabilities of receiving a reply and 95% confidence
intervals based on the probit model in Table B.2. Robust standard errors are clustered at
the school district level.
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Figure B.2: Comparison between sample and NCES population I
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Note: The kernel density plots compare covariate distributions in the experimental sample
with the NCES population of 78, 348 regular, non-charter public schools without missing
data in the 48 contiguous U.S. states.
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Figure B.3: Comparison between sample and NCES population II
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Note: The kernel density plots compare covariate distributions in the experimental sample
with the NCES population of 78, 348 regular, non-charter public schools without missing
data in the 48 contiguous U.S. states.
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Figure B.4: Comparison between sample and NCES population III
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Note: The kernel density plots compare covariate distributions in the experimental sample
with the NCES population of 78, 348 regular, non-charter public schools without missing
data in the 48 contiguous U.S. states.
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Figure B.5: Treatment effect heterogeneity I
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Note: The plots show treatment effect heterogeneity as a function of covariates from a Bayesian Additive
Regression Tree (BART) fit, contrasting treatment effect estimates for when a given covariate is set to the
0.05 sample quantile and for when it is set to the 0.95 sample quantile.



Figure B.6: Treatment effect heterogeneity II
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Note: The plots show treatment effect heterogeneity as a function of covariates from a Bayesian Additive
Regression Tree (BART) fit, contrasting treatment effect estimates for when a given covariate is set to the
0.05 sample quantile and for when it is set to the 0.95 sample quantile.



Appendix C.Appendix for ‘Moving

Beyond Measurement:

Adapting Audit Studies to

Test Bias-Reducing

Interventions’

C.1. Census and ICMA Data

Note: The data on city officials’ race comes from the 2011 International City/County Man-

agement Association (ICMA) city survey. The data on the city’s white population comes

from the U.S. census. The cities in this Figure are restricted to cities where, according to

the Census, less than 15 percent of the population is Latino. The vertical red line shows

the cut point we used to determine which cities were included in the sampling frame.
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Figure C.1: Race of Officials by Race of Constituents

C.2. Treatment Email

Note: Identifying information has been redacted for the review.
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Figure C.2: Treatment Email 1
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C.3. Research Summary

Figure C.3: Site Screenshot - Research Summary Page 1

Note: Identifying information has been redacted for the review.
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Figure C.4: Site Screenshot - Research Summary Page 2

Note: Identifying information has been redacted for the review.
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Figure C.5: Site Screenshot - Research Summary Page 3

Note: Identifying information has been redacted for the review.
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Figure C.6: Site Screenshot - Home Page

Note: Identifying information has been redacted for the review.
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Appendix D: Survey Screenshot

Figure C.7: Survey
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Note: Identifying information has been redacted for the review.
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C.4. Aliases in Experiment

Figure C.8: Black-sounding Constituent Names
1. Alaliyah Booker

2. Alexus Banks

3. Darius Joseph

4. Darnell Banks

5. Tyreke Washington

6. DeAndre Jefferson

7. Deja Jefferson

8. Deja Mosley

9. DeShawn Korsey

10. Dominique Mosley

11. Ebony Mosley

12. Ebony Washington

13. Jada Mosley

14. Jamal Gaines

15. Jamal Rivers

16. Jasmin Jefferson

17. Jasmine Joseph

18. Jazmine Jefferson

19. Jermaine Gaines

20. Keisha Rivers

21. Kiara Jackson

22. Latonya Rivers

23. Latoya Rivers

24. LaShawn Banks

25. LaShawn Washington

26. Precious Washington

27. Rasheed Gaines

28. Raven Korsey

29. Shanice Booker

30. Terrance Booker

31. Tremayne Joseph

32. Trevon Jackson

33. Tyrone Booker

34. Tyrone Joseph

35. Xavier Jackson
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Figure C.9: White-sounding Constituent Names
1. Allison Nelson

2. Amy Mueller

3. Anne Evans

4. Bradley Schwartz

5. Brett Clark

6. Caitlin Schneider

7. Carly Smith

8. Carrie King

9. Claire Schwartz

10. Cody Anderson

11. Cole Krueger

12. Colin Smith

13. Connor Schwartz

14. Dylan Schwartz

15. Emily Schmidt

16. Garrett Novak

17. Geoffrey Martin

18. Greg Adams

19. Hannah Phillips

20. Heather Martin

21. Holly Schroeder

22. Hunter Miller

23. Jack Evans

24. Jake Clark

25. Jay Allen

26. Jenna Anderson

27. Jill Smith

28. Katherine Adams

29. Kathryn Evans

30. Katie Novak

31. Kristen Clark

32. Logan Allen

33. Madeline Haas

34. Matthew Anderson

35. Maxwell Haas

36. Molly Kruger

37. Sarah Miller

38. Scott King

39. Tanner Smith

40. Todd Mueller

41. Wyatt Smith
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C.5. List of Questions Used in Emails

1) Local Elections I was trying to figure out the election calendar, do you know where I

can find out when local elections are scheduled?

2) School Question I have a child who will be starting school soon and I’m wondering

what I need to do to enroll them? Thanks for any help you can provide.

3) No subject How do I apply for a marriage license?

4) Do not call list What steps do I take to be added to the do not call list?

5) No subject Do you know who I should talk to if I want to get my name changed?

Thanks in advance for the help,

6) Bldg. Permit Where can I find out more about applying for a permit to do a building

project on my home?

7) Question My nephew got a speeding ticket, what does he need to do to pay for it?

Sincerely,

8) Voting I recently moved and am wondering how long I need to live here before I can

register to vote in the next election. Do you know? Thank you,

9) Starting a business I’m looking into possibly trying to start a small business. Is there

anything I need to do in the city to apply for that?

10) Community events Is there a place that lists all of the upcoming events in our

community? I want to make sure I don’t miss anything.

11) Council Meetings Does the city council have any regularly scheduled meetings that

the public can attend? Where is the information about those meetings listed?

12) School performance Can I find out how well our schools are doing relative to other

schools in the state? Is there a good website with that kind of information? Sincerely,

13) Bulk Trash I recently moved into the area and am trying to figure out what to do

about bulk trash. Do you know what I should do with bulk trash? Thanks,
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14) Question If I am not happy with something one of my neighbors is building, is there

anything I can do about it? Best,

15) No Subject I have a complaint about a local road. Who do I speak to about that?

16) New Dog I just adopted a dog. Are there any city laws about dogs that I know

about? Regards,

17) City Budget I would like to see how the city spends its money. Where could I find

a copy of the budget?

18) Recycling I just moved here and I would like to know if recycling services are available.

Do you know who I should talk to about that? Thanks,

19) No Subject I was just wondering where the website is for our school district in

CITYNAME. Thanks!

20) Question about street sign I want to report a problem with a local street sign. Do

you know who I should talk to about this? Best,

21) Zoning How do I get a lot of land re-zoned? Thanks,

22) No Subject Is there anyway to find out when a road is going to be repaired? It would

just be nice to know the schedule.

23) Question In the last place I lived, I knew when the city collected leaves and cleaned

streets. Is there anyway to find out whether the city offers those types of services? Sincerely,

24) No Subject Does the city keep a list of the community organizations (e.g., churches,

service clubs, etcs)? Sincerely,

25) Crime reports Is there a convenient place to learn about recent crime incidents in

our community? I just feel that being informed is really useful.

26) Question Is the list of the city laws available somewhere online? I just wanted to

learn more about how things in the city work. Thanks,

27) Local Parks? I’m planning an event and want to find a list of parks in the area. Do
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you have any recommendations on where I could find out that information?
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Appendix D.Appendix for ‘How Public

Opinion Shapes

Discriminatory Policing’

D.1. Quantitative Analysis of Policing Literature

In what follows, I provide a brief overview of the general contours in the politics of polic-

ing literature within political science. Specifically, I focus on the frequency with which

the police have been the subject of political science research; I describe the geographic

coverage of the politics of policing research; and I identify the central topics that dominate

the existing literature.

Data: My survey of the literature draws on a large corpus of peer-reviewed publications

related to policing. Specifically, I collected the population of journal articles available on

JSTOR that include the terms ‘police’, ‘policing’, or ‘security agent’ from 1980 to 2018.114

This corpus comprises 65, 285 texts. After removing articles with incomplete metadata, I

114I gathered this data from JSTOR’s extremely useful, but relatively underused, Data for Research service.
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am left with a cleaned corpus of 58, 827 articles across 2, 365 journals.115 These articles

obviously appear in the journals of multiple disciplines. Once I limit myself to only those

articles that appear in political science journals, I am left with 14, 309 articles in 95 jour-

nals.116

To address the fact that not every article that includes the terms ‘police’, ‘policing’, or

‘security agent’ is focused on the politics of policing, I remove those articles that only in-

frequently include phrases related to law enforcement. Specifically, I count the number of

times that ‘police’ and the many derivatives of this word, such as ‘sheriff’ and ‘cop’, appear

in each article. I then calculate the 90𝑡ℎ percentile of this variable (5), and remove from

the corpus any articles that have a lower count than this. This leaves me with 1, 439 arti-

cles published in political science journals that make frequent mention of domestic security

agents. This final corpus contains 10, 689, 081 words, with an average of 7, 164 words per

article (𝜎 = 5, 861).

After identifying the corpus of interest, I transform it into a document-term matrix

(DTM) for analysis. This is a data frame where the rows are documents, the columns are

words, and the cell entries contain the counts of word occurrences. In doing this, I remove

a set of stopwords that include the 100 most frequently used words in the English language,

some additional words related to errors created in the article digitization process, and all

numbers from 1 to 1, 000, 000. Following standard practice, I also stem words, reducing

115The metadata that I collected for each article includes the name of the article, the names of its authors
and their institutional affiliations, the name of the journal that published it, the year in which it was
published, and the included citations.

116I used those journals listed by Giles and Garand (2007) to identify political science journals. I updated
the Giles and Garand list to include political science journals that have have appeared since its publi-
cation: the Journal of Experimental Political Science, the Journal of Global Security Studies, Political
Science Research & Methods, the Quarterly Journal of Political Science, and Research and Politics.
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them to their base forms.

How often do political science journals publish articles on policing? Figure D.1

shows the number of policing articles that have been published in political science journals

from 1980 to 2018. The black line refers to the articles in all political science journals,

whereas the orange line refers to only those articles published in the the American Journal

of Political Science, the American Political Science Review, and the Journal of Politics.

On average, only about 40 articles per year have been published on policing in political

science. This is an incredibly low number given the importance of the police to state gov-

ernance and the total number of articles published in all of political science. While the

overall volume remains low, the upward sloping black line in Figure D.1 does indicate a

steady increase in academic research on policing in political science.117 Interestingly, the

increased interest in policing in political science research is not reflected in the publications

that appear in the discipline’s top journals. Indeed, it is rare to see any articles on policing

in these journals in a given year. Overall, the information portrayed in Figure D.1 indicates

that despite its importance the police remains a peripheral topic in the political science

literature.

Where have we studied policing? Policing-related articles in political science tend to

focus on only a handful of countries around the world. Figure D.2 shows the geographic

coverage of political science research on policing. Countries shown in darker colors have

received more attention in the political science literature.118 Perhaps unsurprisingly, the

117While it might appear that there has been a sharp decline in published research on policing since 2012,
this is likely an artifact of the embargoes used by JSTOR. In effect, JSTOR embargoes access to the
articles published in some political science journals until a certain time period has elapsed. Indeed, the
length of this embargo period varies across journals.

118To determine the frequency with which different countries are mentioned in the political science literature
on policing, I use a dictionary-based approach in which I search my corpus for the 220 country names
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Figure D.1: Number of Policing Articles Published in Political Science Journals

Note: Figure D.1 presents the number of political science articles published on policing over time. The
vertical axis indicates the count of articles and the horizontal axis indicates the year. The black line
represents the number of articles published in all political science journals, while the orange line
represents the number of articles published in the American Journal of Political Science, the American
Political Science Review, and the Journal of Politics.
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United States is by far the most studied country in the policing literature. Specifically,

the United States is mentioned in 787 (54.7%) of the policing articles published in political

science journals. The next three most frequently studied countries are China (403), India
(386), and Russia (321). In contrast, the Global South receives very little attention in the

policing literature. Indeed, a number of countries there and elsewhere are not mentioned

at all.

On the whole, the map shown in Figure D.2 suggests that we probably know little about

the politics of policing in many areas of the world. Institutional and disciplinary incentives

naturally encourage researchers to examine law enforcement in the largest and most pow-

erful (economically, militarily, or otherwise) countries. But by focusing on these countries,

we are significantly limiting our understanding of police behavior and outcomes to a hand-

ful of particular contexts. This narrow scope likely impedes theoretical and conceptual

development, and poses questions about the generalizability of our empirical claims.

What are the central topics in the policing literature? To address this question

in an exploratory manner, I estimate a structural topic model using a Latent Dirichlet

allocation algorithm (Jockers, 2014; Blei, Ng and Jordan, 2003). This algorithm allows me

to identify both the mixture of topics in my corpus of policing articles and the mixture of

words in each topic. Using the approach outlined in Griffiths and Steyvers (2004), I am

able to identify four distinct topics in the policing literature. To determine the substantive

domain of these topics, I examine the most ‘relevant’ terms in each topic.119 The top ten

listed by the Correlates of War Project. I then count how many articles contain each country name.
This approach acknowledges that an article can focus on more than one country.

119‘Relevance’ is calculated as a weighted average of the probability that a term appears in a topic, and
a term’s lift, which is the ratio of a term’s probability of appearing within a topic and its marginal
probability of appearing in the corpus.

245

http://www.correlatesofwar.org/data-sets/cow-country-codes


Figure D.2: The Geographic Distribution of Political Science Research on Policing

Note: Figure D.2 maps the mentions of country names in policing articles published in political science
journals. Darker values represent more frequent country mentions.

most relevant stemmed terms for each topic are listed in Table D.1.

Based on the words listed in Table D.1, we can loosely define the different topics. Topic

1 appears to deal with the domestic security apparatus in communist countries, such as

the Soviet Union and the German Democratic Republic. This is indicated by the fact that

terms like ‘communist’, ‘union’, ‘class’, “soviet’, and ‘worker’ are among the most relevant

for this topic. Topic 2 seems to focus on policing in China and the Middle East. Other

relevant terms for this topic that are not displayed in Table D.1 include ‘iraq’ and ‘peac’.

Topic 3 clusters articles on the political institutions that shape policing practices. This

can be seen by the relevance of terms such as ‘court’, ‘legal’, ‘legisl’, and ‘elector’. We can

perhaps think of this topic as having to do with ‘who polices the police’. Finally, Topic

4 seems to center on issues dealing with race and ethnicity and policing, particularly in

the American context. We can perhaps think of this topic as having to to do with the
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Table D.1: Top 10 Most Relevant Stemmed Terms by Topic
Topic 1 Topic 2 Topic 3 Topic 4

1. movement china court app

2. soviet militari feder black

3. communist chines democraci counti

4. class minist model review

5. union foreign vote american

6. women us elector white

7. cultur arab legisl african

8. worker isra reform inc

9. german presid legal paper

10. war israel research citi

Note: Table D.1 lists the 10 most relevant stemmed terms for each of the four topics identified by an
LDA model.

characteristics and consequences of ‘who polices’.
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D.2. Principal Agent Description

In this section, I review a basic principal agent model. To fix ideas, let us think about the

principal as the median citizen in a unit of government (e.g., a city, a county, a state) —

and the agent as the primary policing force for that unit.

With these actors defined, we can now think about a couple of principal-agent scenarios

that differ in the extent to which the public supports racial equality in policing. Figure

D.3 presents these scenarios. The horizontal axis ranges from 0 to 10 with higher values

indicating increased levels of racial equality before the police and the plotted points on

this line represent different policy positions. ■ denotes the status quo, the agent’s ideal

point, and • the principal’s ideal point. The shaded blue area marks the areas between

the principal’s ideal point and the delegation outcome — the agency loss.

The top plot represents a scenario in which the principal is significantly more progressive

than the agent and wants considerable reform of policing practices. The status quo is 3,
but the principal wants it to be 9. The agent, however, only wants it to be 5. Since

the principal is 6 units of racial equality away from the status quo, they will accept any

proposal nearer their point than this, including the agent’s ideal point. So the agent will

propose 5, the principal will accept it, and the status quo will shift to that position. In this

situation, the principal gains some of the racial equality they want but still experiences

an agency loss of 4. The bottom plot, on the other hand, represents a scenario in which

the principal is more moderate. The principal has an ideal point of 6 and will accept any

position closer to this than 3. So again the agent proposes 5 and the principal moves the

status quo to that position. In this case, the agency loss is only 1.

These scenarios highlight an important point, which is that observed policing practices

on their own cannot tell us anything about the extent to which agency loss has occurred. To
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Figure D.3: Principal-Agent Scenarios

0 1 2 3 4 5 6 7 8 9 10
rs u b

0 1 2 3 4 5 6 7 8 9 10
rs u b

Note: ■ denotes the Status Quo, the agent’s ideal point, and • the principal’s ideal point. The shaded
blue area marks the areas between the principal’s ideal point and the delegation outcome — the agency
loss. The top plot represents a scenario in which the principal is significantly more progressive than the
agent and there is a large agency loss. The bottom plot represents a scenario in which the principal is
more moderate and there is a smaller agency loss.

measure agency loss we also need to know something about the principal’s preferences. In

other words, we need to consider how the preferences of the police and the public interact.
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D.3. Chain of Delegation

Figure D.4 presents a stylized version of the delegation chain that links these principals

and agents in policing.120 As seen here, voters are the ultimate principal, the first actor

to delegate, elected representatives and law enforcement administrators are intermediary

principals, actors who both delegate and are delegated to, and law enforcement personnel

are the ultimate agent, the last actor in the chain. In this view, any inequalities in how the

police use force are often described as an example of agency loss, or the difference between

what the police do and what the voters would have wanted them to do (Gailmard, 2012).

120In some contexts, the public directly delegate to elected law enforcement administrators.
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Figure D.4: Chain of Delegation

Note: Figure D.4 presents a stylized representation of the delegation chain that links voters to law
enforcement personnel. ‘…’ indicates the several additional levels of delegation that separate elected officials
from law enforcement administrators in some contexts.
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D.4. Email to Law Enforcement Administrators

In this appendix, I present the emails used to invite law enforcement administrators and

elected officials to complete my survey. The University of Michigan Institutional Review

Board required several small changes to the email sent to elected officials. Figure D.5

contains these messages.
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Figure D.5: Email InvitationsDear Law Enforcement Administrator,

Hello. I'm writing today on behalf of the Annual Law Enforcement Survey (ALES)
to ask if you would participate in our annual survey. The survey's purpose
is to better understand law enforcement administrators like you and the
issues that they face in their communities. Your answers to the questions
in this survey are anonymous and will be kept confidential. For every
completed survey, ALES will donate $1 to the National Law Enforcement
Officers Memorial Fund. The survey should take only 5-10 minutes to
complete. Here is a link to it - (link). While we understand that you are
very busy, we would greatly appreciate it if you would participate in this
survey. Please feel free to contact us if you have any questions or concerns.

Thank you,

Charles Crabtree
720.236.0778
ccrabtr@umich.edu

Dear Elected Official,

Hello. I'm writing today to ask if you would participate in a
survey. The survey's purpose is to better understand how political officials
like you view law enforcement issues. Your answers to the questions in this
survey will be kept confidential. For every completed survey, I will donate
$1 to the National Law Enforcement Officers Memorial Fund. The survey
should take about 12 minutes to complete. Here is a link to it - (link).
While I understand that you are very busy, I would greatly appreciate
it if you would participate in this survey. Please feel free to
contact me if you have any questions or concerns.

Thank you,

Charles Crabtree
PhD Candidate
University of Michigan
720.236.0778
ccrabtr@umich.edu

Note: Figure D.5 presents the email invitation sent to law enforcement administrators. See text for
more details.
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D.5. Email Pre-test

Before sending the email to law enforcement administrators, I asked Amazon Mechanical

Turk (MTurk) workers to rate several possible messages based on how respectful, polite,

and warm they seemed to be. The text in Figure ?? earned the highest scores across

these options. Figure D.6 presents kernel density plots for these scores, based on ratings

from 100 MTurk workers. The plots indicate that the message was consistently viewed

as respectful, polite, and warm in tone. Since the email I sent to elected officials is very

similar to the one I sent law enforcement administrators, I assume that MTurk workers

would have rated it similarly.
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Figure D.6: Paragraph Ratings

Note: Figure D.6 presents kernel density plots for how respectful, polite, and warm my email was consid-
ered. These data are based on ratings from 100 MTurk workers.
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D.6. Timeline for Surveys

Figure D.7 presents the timeline for each survey.

Figure D.7: Survey Timeline

Note: Figure D.7 presents the timeline for each survey.
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D.7. Location of Respondents

In this appendix, I present a map of the law enforcement administrators who completed my

survey. Each plotted point represents a respondent. Points are scaled in size by population

served. Not displayed are 2 respondents from Alaska.

The Institutional Review Board prohibited me from collecting locational information

for elected official respondents. They also mandated that I turned off Qualtrics’ latitude-

longitude tracking. As a result, I cannot create a similar map for my elected official

respondents. I only know the state in which elected officials serve. The elected officials in

my sample come from 47 different states.
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D.8. Law Enforcement Administrator Respondent Details

Below I provide information about the individual-level characteristics of the law enforce-

ment administrators who responded to my survey.
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Figure D.9: Law Enforcement Administrator Descriptive Statistics

Note: Figure D.9 presents additional information about my law enforcement administrator respondents,
including descriptive statistics.
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Figure D.10: Law Enforcement Administrator Descriptive Statistics (Continued)

Note: Figure D.10 presents additional information about my law enforcement administrator respondents,
including descriptive statistics.
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D.9. Elected Officials Respondent Details

Below I provide information about the individual-level characteristics of the elected officials

who responded to my survey.
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Figure D.11: Elected Official Descriptive Statistics

Note: Figure D.11 presents additional information about my elected official respondents, including
descriptive statistics.
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Figure D.12: Elected Official Descriptive Statistics (Continued)

Note: Figure D.12 presents additional information about my elected official respondents, including
descriptive statistics.
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D.10. Treatment Pretest

One potential concern with my Equality treatment is that participants might not notice

it. The issue here is that it is only 6 words — ‘Increasing racial equality in policing

outcomes’ — in a paragraph of about 170. To see if this might be a problem, I checked to

see if participants were more likely to remember the two concerns121 listed in the control

condition as opposed to the three conditions122 listed in the treatment condition. I did this

by asking 400 Amazon Mechnical Turk Workers (MTurkers) to complete a basic task. On

one page, they read the control or treatment paragraph. 200 different workers were assigned

to each condition. On the next page, they were asked the following question ‘According to

the vignette that you just read, citizens care about which of the following issues? You can

select more than one.’ They could select from four options: ‘crime rate’, ‘racial equality’,

‘police safety’, and ‘prison sentences’. I then created a binary measure, Correct, that

is coded 1if MTurkers selected only those issues presented as concerns on the prior page

0 otherwise. Figure D.13 presents the distributions for the Correct measure across the

two non-race treatment conditions embedded in the law enforcement administrator survey

experiment. We can see here that MTurkers assigned to read the Equality cue exhibit

higher recall of public concerns than those assigned to read the control condition.

121‘Lowering the crime rate’ and ‘Making police work less dangerous’.
122‘Lowering the crime rate’, ‘Increasing racial equality in policing outcomes’, and ‘Making police work less

dangerous’.
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Figure D.13: Treatment Recollection

Note: Figure D.13 presents the distributions for the Correct measure across the two non-race treatment
conditions embedded in the law enforcement administrator survey experiment.
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D.11. Public Demand for Equality Treatment

In this section of the appendix, I present the two paragraphs of instructions in which

the Equality factor was embedded. Figure D.14 presents the paragraphs seen by the law

enforcement administrators at the top and then the paragraphs seen by the elected officials

at the bottom. Words in brackets are randomized with equal probability.
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Figure D.14: Description of Public Interest
Text for Law Enforcement Administrators
In the last couple of years, the public have become increasingly interested in
policing practices. For example, polling data indicate that citizens in your
jurisdiction are concerned about:
- Lowering the crime rate - <Increasing racial equality in policing, (nothing),
Increasing harsher prison sentences> Making police work less dangerous
To help us better understand the issues that police face, and the types of decisions
that they make, we’d like to know a bit more about how you would react in some
fictional situations. In what follows, we’ll briefly describe four scenarios and
then ask you some questions about each. Each hypothetical situation occurs in a
different place and with different people. Since it is important to understand how
law enforcement officers like you might react to these scenarios, we’d appreciate
it if you would take a moment to reflect on each scenario before answering any
question(s).
As a reminder, I will keep your replies anonymous and will never share with
anyone how any respondent answers these questions.

Text for Elected Officials
In the last couple of years, the public have become increasingly interested in
policing practices. Polling data indicate that citizens in your constituency are
concerned about:
- Lowering the crime rate - <Increasing racial equality in policing, (nothing)>
Making police work less dangerous
To help us better understand what elected officials think about the issues that
police face, and the types of decisions that they make, we’d like to know a bit
more about how you would react in some fictional situations. In what follows,
we’ll briefly describe four scenarios and then ask you some questions about
each. Each hypothetical situation occurs in a different place and with different
people. Since it is important to understand how elect officials like you might
react to these scenarios, we’d appreciate it if you would take a moment to reflect
on each scenario before answering any question(s).
Once more, we’d like to remind you that your answers to these questions will
be kept anonymous.
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D.12. Name Selection

In this appendix, I describe my process for selecting the names of putative citizens described

in the survey experiment vignettes. As a starting point, I used data from Hughes et al.

(2017) on racial perceptions of Black, Latino, and White names. Hughes et al. (2017)

had workers on Amazon’s Mechnical Turk service (MTurkers) estimate their confidence

that an individual with a given name belonged to a specific racial or ethnic group. They

had MTurkers rate 100 different names for four different group identities: Arabs, Blacks,

Latinos, and Whites. I selected the 10 names that MTurkers were most certain belong to

Black, Latino, and White individuals as an initial list of potential identities.

As Hughes et al. (2017) show, though, MTurkers were less certain about classifying names

as belonging to Black individuals. One possible reason for this is that racial perceptions of

some last names typically used by Black individuals can vary across geography (Crabtree

and Chykina, 2018). The general idea here is “last names can signal different races in

different places” (Crabtree and Chykina, 2018, 23). To assess whether this was a problem

here, I use Bayes’ rule to generate the predicted probability of a name signaling a Black

identity across all 3,142 United States counties. Figure D.15 displays the distribution of

these probabilities across these counties. The probabilities of a name belonging to a race

sum to 1.

If a last name consistently denotes a Black identity across the United States, we would

expect the distribution of probabilities for that name to be tightly center on 1. Similarly,

if a surname does not consistently signal a Black identity across geographic contexts, we

would expect the distribution of probabilities to be closely grouped around 0. We can see

here that racial perceptions of the Black surnames listed in Table ?? might vary across

space.

To strengthen racial perceptions of Black names, I collected from the 2000 United States
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Figure D.15: Initial Black Last Names

Note: Figure D.15 presents the probability that a last name belongs to a Black individual given local
demographics.

census a list of the ten most common last names among Blacks.123 Table D.2 lists the sur-

names, the percentage of individuals with this last name that are black, and the percentage

of individuals with this last name that are white.

I then take these names and calculate the probability that they belong to a Black in-

dividual given local demographics. Figure D.16 presents these results. It shows that the

last names that most consistently signal a Black identity are ‘Washington’, ‘Jefferson’, and

123These data and a description of them can be found at goo.gl/UF2axb.
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Table D.2: Surnames and Occurrence Across Racial Groups
Surname % Black % White
Washington 89.87% 5.16%
Jefferson 75.24% 18.72%
Booker 65.57% 30.09%
Banks 54.24% 41.3%
Jackson 53.02% 41.93%
Mosley 52.83% 42.69%
Dorsey 51.81% 43.97%
Gaines 50.27% 45.12%
Rivers 50.21% 42.48%
Joseph 48.84% 35.48%

‘Booker’. The mean probabilities that these names denote a Black person across geograph-

ical units are 0.62, 0.45, and 0.37, respectively.
Next, I randomly assign one of these three last names to the ten Black first names

taken from Hughes et al. (2017). These new names are listed in Table D.3, along with

the 20 names used to indicate Latino and White individuals. I then ask 200 MTurkers to

assess the likelihood that an individual with one of these 30 names is Black, Latino, or

White individual. Figure D.17, Figure D.18, and Figure D.19 present the distribution of

these likelihoods for the names selected to denote Black, Latino, and White individuals,

respectively.

271



Table D.3: New Names and Racial Conditions

Name Racial condition
Dominique Washington Black
Andre Jefferson Black
Xavier Booker Black
Darryl Washington Black
Darryl Jefferson Black
Willie Booker Black
Reginald Washington Black
Jalen Jefferson Black
Darryl Booker Black
Willie Washington Black
Jose Cruz Latino
Jorge Castro Latino
Cesar Marquez Latino
Jose Gutierrez Latino
Juan Campos Latino
Saul Gonzalez Latino
Miguel Salazar Latino
Jesus Perez Latino
Diego Velazquez Latino
Fernando Hernandez Latino
Daniel Nash White
Matthew Roberts White
Alex Steele White
Nicholas Austin White
Zachary Fitzpatrick White
Christopher Schmidt White
Ryan Thompson White
Timothy Bartlett White
Corey Kennedy White
Garrett Riddle White
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Figure D.16: Black Last Names

Note: Figure D.17 presents the probability that last name belongs to a Black individual given local
demographics.
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Figure D.17: Black Names

Note: Figure D.17 presents the distribution of MTurker likelihoods that the names here denote a Black
identity.
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Figure D.18: Latino Names

Note: Figure D.18 presents the distribution of MTurker likelihoods that the names displayed here denote
a Latino identity.
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Figure D.19: White Names

Note: Figure D.19 presents the distribution of MTurker likelihoods that the names displayed here denote
a White identity.
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D.13. Elected Official Vignettes

In this appendix, I present the vignettes and response questions presented to elected offi-

cials. Words in brackets were randomly assigned, as was the order in which the vignettes

appeared.

[Use of Force vignette] You learn about the following incident in your con-

stituency. Two police officers on foot patrol surprise a 6’2” <Black / Latino /

White> man with a large build who appears to be breaking into an apartment.

The man flees, shouting at the officers. The officers chase after him for a

while, eventually succeeding in tackling him to the ground. After he is under

control, both officers punch him a couple of times as punishment for fleeing and

resisting.

How likely would you be on a scale of 1 to 10 (where 10 is most

likely) to investigate this incident?

[Traffic Stop vignette] A police officer pulls over a silver 2010 Ford Taurus

for 40mph in a 30mph zone. When the officer approaches the vehicle, he notices

that the driver seems very concerned. The man identifies himself as <Black /

Latino / White name> and explains that he is rushing to pick up his child from

school. It’s mid-afternoon, the school he mentions is nearby, and the driver is

very apologetic. The officer decided to issue a ticket.

How likely would you be on a scale of 1 to 10 (where 10 is most

likely) to approve of this action?
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D.14. Surveys

In this appendix, I provide links to the survey instruments presented to law enforcement

administrators and elected officials.

• Elected Officials Survey - charlescrabtree.com/market/elected_officials_survey.pdf

• Law Enforcement Survey - charlescrabtree.com/market/law_enforcement_survey.pdf

One noticeable difference across these surveys is that the survey for law enforcement

administrators uses the logo of the Annual Law Enforcement Survey and makes several

mentions to this organization. The original intention was to also deliver the elected officials

survey under the banner of ALES, but a change in the University of Michigan’s Institutional

Review Board guidelines prohibited this. The IRB required that I use UM branding in the

elected officials survey.

One concern might be that the different logos might induce sponsorship effects. Crabtree,

Kern and Pietryka (2018) find, however, that the university banners often included in

surveys do not influence respondent answers or effort. While they do not compare university

banners to banners of non-government organizations, such as ALES, their results suggest

that the different response patters I observe across surveys are not driven by sponsorship

effects.

D.14.1. ALES Website

In this sub-appendix, I present information about the Annual Law Enforcement Survey

(ALES) website, http://lawenforcementsurvey.org. Figures D.20, D.21, D.22, D.23, and

D.24 contain screenshots of the websites various pages. Before inviting law enforcement

administrators to participate in the survey, I asked MTurk workers to evaluate the site. I
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did this in two ways. First, I asked 151 workers to rate the site based on how respectful,

polite, and professional it seemed. Figure D.25 presents the data from their evaluations.

Second, I asked 600 MTurk workers to describe their impression of the site and its purpose.

The open-ended responses suggest that workers viewed the site positively and as belonging

to an organization interested in improving policing practices.
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Figure D.20: ALES Homepage

Note: Figure D.20 presents the homepage for http://lawenforcement.org.
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Figure D.21: ALES About Page

Note: Figure D.21 presents the about page for http://lawenforcement.org.
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Figure D.22: ALES Survey Page

Note: Figure D.22 presents the survey page for http://lawenforcement.org.
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Figure D.23: ALES People Page

Note: Figure D.23 presents the people page for http://lawenforcement.org.283
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Figure D.24: ALES Contact Page

Note: Figure D.24 presents the contact page for http://lawenforcement.org.
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Figure D.25: Site Evaluations

Note: Figure D.25 presents the data from 151 MTurk worker evaluations of http://lawenforcement.org.
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D.15. Dependent Variables

In this appendix, I present the dependent variables used in my models. Figure D.26 presents

the values of Beating or Ticketing for law enforcement administrators. Figure D.27

presents the values of Beating or Ticketing for elected officials.

286



Figure D.26: Dependent Variables for Law Enforcement Administrators

Note: Figure D.26 presents the values of Beating or Ticketing for law enforcement administrators.
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Figure D.27: Dependent Variables for Elected Officials

Note: Figure D.27presents the values of Beating or Ticketing for elected officials.
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D.16. Results - Elected Officials

Table D.4 presents the results from an OLS model that uses Beating as the dependent

variable (left column) and another that uses Ticketing as the dependent variable (right

column). Cell entries contain coefficient estimates and HC2 robust standard errors in

parentheses.

Table D.4: OLS Results - Elected Officials

Beating Ticketing
Black 0.82∗ -0.27

(0.46) (0.57)
Hispanic 0.49∗ 0.12

(0.29) (0.57)
Black × Equality -1.11∗∗ -0.43

(0.61) (0.77)
Hispanic × Equality -1.24∗∗ -1.08

(0.47) (0.83)
Equality 0.91∗∗ 0.68

(0.30) (0.57)
N 233 233

∗p < .1; ∗∗p < .05; ∗∗∗p < .01

Note: Table D.4 presents results from two OLS models. Cells contain estimated coefficients. HC2 robust
standard errors are in parentheses. The models contain pre-treatment covariates that capture whether
the respondent was a state official, whether they are a female, whether they are married, whether they
self-identify as a Democrat, and their level of education. Data come from 57 elected mayors and 176
elected state legislators. See text for more details about the data and model.
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D.17. Results - Law Enforcement Administrators

Table D.5 presents the results from a series of OLS models. The first and second columns

presents the results from models estimated with data from appointed law enforcement

administrators, while the third and fourth columns present the results from models esti-

mated with data from elected law enforcement administrators. The first and third columns

presents results from models that use Beating as the dependent variable, while the sec-

ond and fourth columns present results from models that use Ticketing as the depen-

dent variable. Cell entries contain coefficient estimates and HC2 robust standard errors in

parentheses.

Table D.5: OLS Results - Law Enforcement Administrators

Beating Ticketing Beating Ticketing
Black -0.14 -0.56 0.05 -1.09

(0.23) (0.41) (0.42) (1.25)
Hispanic 0.13 -0.75∗ -0.20 -0.27

(0.27) (0.40) (0.40) (1.28)
Black × Equality 0.39 0.37 -0.37 0.74

(0.43) (0.69) (0.83) (1.70)
Hispanic × Equality 0.01 0.61 0.75 -0.16

(0.38) (0.74) (0.89) (1.76)
Equality -0.15 -0.58 0.12 -0.61

(0.28) (0.51) (0.70) (1.15)
N 292 292 57 57

∗p < .1; ∗∗p < .05; ∗∗∗p < .01

Note: Table D.5 presents results from four OLS models. Cells contain estimated coefficients. HC2 robust
standard errors are in parentheses. Data come from 292 appointed law enforcement administrators and
57 elected law enforcement administrators. See text for more details about the data and model.
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