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ABSTRACT

The synthesis of nanoparticles and colloids with anisotropic interactions and intricate

shapes has led to the possibility of an assortment of complex self-assembled soft matter

phases. In the first part of this work, I construct a theoretical minimal model to investigate

the role of translational and rotational entropy in self-assembled solids of hard particles.

Using computer simulations, I calculate the frequency of each normal mode of the solid and

find the entropy contained in each translational and rotational wave. I show the entropy of a

solid of hard hexagons is distributed nontrivially at many length scales among translational

and rotational modes and construct maps in reciprocal space showing which fluctuations

have more entropy. In the second part, I show that a solid of hard squares, like hard regular

triangles, exhibit a strange high-density chiral symmetry-breaking transition. I show this

transition is in the Ising universality class and that it is driven by a competition between

rotational and translational entropy. In the third part of this work, I explore the origins of

photonic band gaps in a wide variety of crystal structures formed of dielectric spheres. This

problem has significant interest in the context of self-assembled soft matter as a route to

design color-changing colloidal materials. I examine what characteristics of electromagnetic

modes are responsible for opening a band gap in photonic materials. This problem is well-

understood for photonics in two dimensions, but my coauthors and I show that the design

heuristics developed for that problem do not hold in three dimensions.

xiv



CHAPTER I

Introduction

Plato’s dichotomy between order and chaos [8] has a long intellectual history that per-

vades both the public and the academic imagination. Entropy, the name given to the force

of disorder [24], is responsible for things generally falling apart. The basic principles of

statistical mechanics state that a system of particles will adopt a macroscopic configuration

that maximizes its entropy (subject to macroscopic constraints such as a constant temper-

ature or constant pressure). Entropy is maximized when particles have the most available

microstates, that is, options to configure themselves; it is said that there are many more

ways to have a disordered mess of things than there are to have an organized arrangement

of things. This definiton ostensibly names entropy as the quantifier of disorder.

A primary goal of the theory of statistical physics is to describe phase transitions, in

which entropy plays a large role. Phase transitions are macroscopic changes in the properties

of large systems of particles or constituents, and often entail a change in the degree of

order [56]. For example, liquids are more disordered and thus have more entropy than solids

do. However, maximizing the number of available configurations, that is, increasing the

entropy, can lead to order instead of disorder. In fact, many phase transitions to more

ordered states can be driven by entropy like rod-shaped liquid crystal particles [68, 53] and

hard disks and spheres [3, 88].

Entropy-driven phase transitions confront Plato’s dichotomy with an apparent paradox: a
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macroscopically ordered system can exhibit more microscopic disorder than a macroscopically

disordered system [35, 36]. For some transitions like entropy-driven liquid crystalline [35]

and crystalline order [82], the “order from disorder” can be rationalized through intuitive

arguments for simple enough model systems. For example, rod-like particles transit from an

isotropic fluid to a nematic liquid crystal phase, because they gain translational entropy by

aligning along one axis. Rotational entropy is “sacrificed” for translational entropy. However,

resolving the order-from-disorder paradox for more complex types of order [41, 28, 2, 43]

requires a detailed description of the entropy in an ordered system.

My first project attempts to address this question in Chapter II. Using a model system of

hard hexagonal particles, which self-organize into an ordered crystal lattice through entropy

alone, I decompose the entropy of the system into rotational and translational parts. This

decomposition can, in principle, be performed on any ordered crystal structure in order to

determine the relative contributions of rotation and translation to the solid’s entropy.

My second project examines a bizarre entropy-driven phase transition that was first ob-

served in hard triangles [89]. Hard triangles self-assemble into a honeycomb lattice and align

themselves face to face. However, at a high density of around 87% packing fraction, the

triangular particles prefer to twist some small angle while retaining the well-ordered honey-

comb lattice. The particles can twist either clockwise or counterclockwise, thus undergoing

chiral symmetry breaking. I show this transition also occurs in hard squares, and I explore

the nature of this phase transition that is driven solely by entropy in Chapter III.

My third project, seemingly unrelated to the role of entropy in colloidal solids, concerns

the properties of three-dimensional photonic crystals. A photonic crystal is a nano-structured

periodic arangement of material that interact with light, such as dielectrics or metals. A

lattice of dielectric material affects the motion of light through the material in much the

same way that a lattice of atoms affect the motion of electrons through a material. Photonic

crystals have a wide range of potential applications [62, 79, 52]. Two dimensional photonics

have well-founded theoretical design principles [61], but principles to design photonic crystals

2



in three dimensions are based on general heuristics. I worked with Rose Cersonsky and Julia

Dschemuchadse on an entropically stabilized colloidal crystal that exhibits a photonic band

gap [19]; a band gap is a range of frequencies of light that does not propagate through

the material, creating an ideal mirror. Motivated by this serendipitous discovery of a band

gap material, Rose worked to develop a large database of photonic materials. My part in

this project is to motivate design structural design principles by examining the motifs of

electromagnetic field lines within a material, presented in Chapter IV.

Lastly, all the data for all three projects was maintained with the data management

framework signac [1].
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CHAPTER II

Constructing entropy maps for hard particle colloidal

crystals

2.1 Introduction

The objective of this chapter is to characterize the entropy in an entropically stabi-

lized colloidal solid [7]. The system selected was a two-dimensional system of hard regular

hexagons. This is an ideal system to examine for a few reasons: 1) the group of rotations

in the plane is one-dimensional, governed by one angle, 2) the equilibrium lattice configu-

ration of hard regular hexagons has well-defined lattice positions and orientations, and 3)

the equilibrium configuration is a triangular lattice with only one particle per unit cell. The

large assumption to approach this system of hard particles is that the particles, rather than

rattling against each others’ hard surfaces, are interacting with each other via soft, differen-

tiable, effective entropic potentials. This supposition lets us bring to bear on the problem

all of the mathematical machinery used to describe the collective motion of atoms bound to

each other by smooth potentials [12]. The total entropy of the system in its solid phase is

governed by the thermal fluctuations of collective displacements and changes in orientation

of all of the particles together, so this chapter examines the physics of these collective modes.

In Section 2.2, I describe the model used to analyze this system in depth and additionally

describe the computational methods used. In Section 2.3, I present some data that supports
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the assumptions made in modeling the particles with smooth, effective interactions. In

Section 2.4, I present the dispersion relations for the system’s collective modes which are

used to calculate their contribution to the total entropy of the lattice.

2.2 Model and methods

In this section, I detail the mathematics of the harmonic model used to describe the

lattice dynamics of the hard hexagon solid. The statistical properties of the soft, harmonic

interaction potential is specified. I then detail the computational methods used to simulate

and analyze the system.

2.2.1 Modeling billiard interactions with soft potentials

A universal property of crystalline solids is the support of collective, wave-like elemen-

tary excitations, i.e. phonons [20]. The properties of phonons in solids provide information

about the potential that binds particles together. In a hard particle system, however, the

potential is mathematically pathological; the energy is 0 if two particles do not overlap and

∞ otherwise. Nevertheless, hard particle solids support collective wave-like excitations, and

the properties of these waves are determined by the effective entropic interactions between

particles in the solid [48, 72, 77, 87]. Solids of hard particles with shape are also interesting

in that they support librational waves or librons, wave-like excitations of the orientations of

particles [71]. This type of wave is also seen in molecular crystals [25, 26, 29, 45].

All of the thermodynamic properties of a hard particle crystal are governed by its partition

function, defined in the NV T ensemble as,

Z =
1

h3N

∫ ∏
i

d2pidLi e−βHkin

∫ ∏
i

d2ridθie−βHhard . (2.1)

The first integral over the linear and angular momenta of all the particles (indexed by i) con-

tains all of the temperature dependence of the system and is governed by the kinetic energy
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part of the Hamiltonian, Hkin =
∑

i(p
i)2/2m + (Li)2/2I. The second integral is governed

by the hard particle interaction Hhard(ri, θi), which is 0 for non-overlapping configurations

of particles and ∞ otherwise. Because we know the hard particle system under consider-

ation forms a well-ordered solid, we replace Hhard with an effective Hamiltonian Heff that

is quadratic in all the configurational degrees of freedom of the particles. This replacement

will hereupon be referred to as the harmonic approximation. The harmonic Hamiltonian

Heff is the leading order interaction that stabilizes a crystalline solid, so instead of a priori

coarse-graining the hard-particle interactions into an effective interaction, we posit post facto

that the hard-particle solid is governed by this type of effective interaction. The harmonic

interaction is fully characterized by the dynamical matrix Kij
µν ,

βHeff =
1

2
xiµK

ij
µνx

j
ν , xi =

(
uix uiy θi

)
. (2.2)

The generalized coordinate xi is introduced to contain ui, the displacement of particle i

from its equilibrium position, and θi, the angular displacement of particle i from its equi-

librium orientation; µ and ν index over the components of xi (Einstein summation notation

is implied here). The matrix Kij
µν is a matrix of coupling constants that contains all of the

information about which particles interact with which others and the strength of those ef-

fective interactions. This matrix is defined with an implicit factor of β to account for its

completely entropic origin.

The dynamical matrix Kij
µν is partially diagonalized by a discrete Fourier transform,

xµ(k) =
1√
N

∑
i

xiµe
ik·〈ri〉. (2.3)

Here, the average positions 〈ri〉 are taken to be on a triangular lattice with lattice spacing

a; the wavevectors k then live in the hexagonal first Brillouin zone of the triangular dual
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lattice. The effective harmonic Hamiltonian is then,

βHeff =
1

2

∑
k

xµ(k)Kµν(k)x∗ν(k). (2.4)

Using this effective Hamiltonian, the partition function is then,

Z =
1

Λ2NθNT

∏
k

∫ ∑
µ

dxµ(k) e−
1
2
xµ(k)Kµν(k)x∗ν(k). (2.5)

Using a change of variables uµ → uµ/Λ and θ → θ/θT , the thermal wavelength Λ and thermal

angle θT that result from integration over the particle momenta can be incorporated into the

matrix Kµν(k) to give all of its entries the same units:

Z =
∏
k

∫ ∑
µ

dxµ(k) e−
1
2
xµ(TK(k)T)µνx

∗
ν , T =


Λ 0 0

0 Λ 0

0 0 θT

 . (2.6)

This partition function is integrable exactly. Because there is no potential energy in the

system at all, the free energy F = U − TS = −TS, so defining kB = 1, the entropy is thus

S = −βF = logZ = −1

2

∑
k

log det

(
TK(k)T

2π

)
. (2.7)

The matrix T is comprised of thermal wavelength factors, Λ = h/
√

2πmkBT and θT =

h/
√

2πIkBT , where I is the moment of inertia of a hexagon. Setting ~ = kBT = 1, Λ =

1/
√

2πm and θT = 1/
√

2πI. In Section 2.3, I show that off-diagonal terms coupling uµ(k)

and θ(k) are zero under the harmonic approximation, so the matrix T commutes with all of

the matrices K(k). The product TKT is then equivalent to T2K, the eigenvalues of which

are frequencies of the normal modes of the crystal. The total entropy of the crystal is then

7



a sum of the logarithms of the normal mode frequencies,

S = −1

2

∑
k

∑
µ

logω2
µ. (2.8)

Note that the phonon and libron entropies contain factors of the mass and moment of inertia,

respectively, which account for the entropies of linear and angular momenta. The goal of

simulating the system of hexagons is then to determine the matrices K(k) and thus the

normal mode frequencies to compute contributions to the total entropy mode by mode.

2.2.2 Simulation and analysis methods

Simulations of hard hexagons were performed using the hard-particle Monte Carlo (HPMC)

module [6] for HOOMD-blue [4, 38] in the NV T ensemble. System sizes of N = 1002

hexagons were used for densities near the hexatic-solid transition [54, 65, 5], and 502 hexagons

for higher packing fractions (φ > 0.75). Systems were initialized into hexagonal lattices, ther-

malized and equilibrated at a selected density, and sampled over 1× 107 Monte Carlo (MC)

sweeps at high density, and 5 × 107 MC sweeps at low density. Four independent samples

were run at each density.

To extract the entries of the dynamical matrices K(k), a generalized equipartition theo-

rem is used. For a Hamiltonian harmonic in its degrees of freedom xµ, the matrix of second

order correlation functions is then related to the matrix of coupling constants K as

〈xµ(k)xν(k
′)〉 − 〈xµ(k)〉 〈xν(k′)〉 = kBTK

−1
µν (k)δk+k′,0. (2.9)

For the Fourier modes studied here, the mean 〈xµ(k)〉 = 0. The matrices Kµν(k) are then

taken from sufficiently sampled correlation functions; this method is often referred to as

displacement covariance analysis (DCA) [44]. For each density, 4000 total independent

frames are taken to calculate the correlation functions between Fourier modes.

There is a difficulty obtaining accurate estimates for the correlation functions 〈xµ(k)x∗ν(k)〉
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for densities lower than around φ = 0.75. Particles at this density have enough room to dif-

fuse away from the lattice sites that they began the simulation at, swapping positions with

other nearby particles. This confounds the calculation of a meaningful displacement vector,

ui = ri − 〈ri〉. At these densities a method for estimating the Fourier modes xµ(k) needs

to be agnostic of which particle distinguishably belongs to a particular equilibrium lattice

position. A method to do this was developed by Walz and Fuchs using Zwanzig-Mori hy-

drodynamic projection operators [64, 91, 83]. This method is detailed in Appendix B. Even

though it agrees with DCA at high densities, its implementation is significantly slower than

DCA, so it is only used to obtain the dynamical matrix elements at densities φ ≤ 0.75.

2.3 Validating assumptions

In this section, I validate two large assumptions that are made in formulating the mode-

by-mode entropy decomposition of the previous section. The first is that the harmonic

approximation accurately describes the physics of the hard hexagon solid. This assumption

can be verified post facto by measuring the degree of anharmonicity and by calculating the

system’s total entropy by an independent method. The second is that the libron and phonon

modes are decoupled from each other. I show that this assumption holds given a sufficiently

symmetric space group of the equilibrium solid state, and I measure the degree of coupling

between the two types of modes.

2.3.1 Measuring anharmonicity

To validate the harmonic approximation, the total entropy of the hard hexagon solid

as calculated by summing over normal modes is compared to the total entropy calculated

using the equation of state of the system, shown in Figure 2.1. For this system of hard

particles where interaction energies are either infinite or zero, the system pressure is directly

proportional to the temperature, so the total entropy can be computed by integrating the
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pressure via a Maxwell relation,

∂S

∂V

∣∣∣∣
N,T

=
∂P

∂T

∣∣∣∣
N,V

=
P

T
.

I find excellent agreement on the total entropy using both thermodynamic integration and

harmonic mode-by-mode decomposition until around φ = 0.72. Hard regular hexagons

transit to the hexatic phase around φ = 0.71, so the harmonic solid approximation is expected

to break down near this density. That the harmonic approximation quantifies the total

entropy of the system so well is consistent with the surprisingly harmonic behavior of a hard

sphere crystal shown in experiment by Cheng et al. [22].

Additionally, the degree of anharmonicity can be quantified mode-by-mode rather than

by its effect on the total entropy. For harmonic degrees of freedom, fourth-order correlation

functions 〈xµxνxσxγ〉 decompose into sums of products of second-order correlation functions

(for a reference of the properties of Gaussian distributions relevant here, see Appendix A).

For systems of 104 particles, this makes an intractible array withO(1016) entries (after having

accounted for the total permutation symmetry in the indices). Many of these entries are very

small compared to other entries, so we restrict our examination of this correlation function

to the following form:

Aµν(k1,k2) = 〈xµ(k1)x∗µ(k1)xν(k2)x∗ν(k2)〉. (2.10)

If the quadratic approximation is a good one, then Aµν(k1,k2) should break up into a sum

of three terms:

Aµν(k1,k2) ≈ Sµν(k1,k2) = 〈vµ(k1)v∗µ(k1)〉〈vν(k2)v∗ν(k2)〉

+ 〈vµ(k1)v∗ν(k2)〉〈vµ(k1)v∗ν(k2)〉+ 〈vµ(k1)vν(k2)〉〈v∗µ(k1)v∗j (k2)〉. (2.11)

In the harmonic approximation, the first term on the right-hand side is nonzero for all choices
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of k1 and k2. Therefore, restricting the generalized 4-point correlation function to the form

defined by Aµν(k1,k2) yields at least one term that’s generally nonzero. Even this restriction

gives us O(109) possible entries for a system of 104 particles, so we further only choose k-

vectors that lie along the high-symmetry paths shown in the plots of the original manuscript

(Γ→M → K → Γ).

We compute the array Aµν(k1,k2) and the sum of two-point functions Sµν(k1,k2) and

their ratio A/S. We histogram the ratio A/S at low, medium, and high densities (φ =

0.74, 0.8, 0.9), shown in Figure 2.2. The distribution of ratios has a standard deviation of

0.03 at all three densities, which supports the hypothesis that the harmonic approximation

captures the statistical behavior of the hard particle crystal’s degrees of freedom.

2.3.2 Measuring libron-phonon coupling

If there is coupling between the libron and phonon modes at second order, the eigenmodes

of the dynamical matrix will generally be linear combinations of rotational and translational

fluctuations. In this case, the total entropy, which breaks up into a sum of logarithms of the

eigenfrequencies, is not interpretable as a sum of purely translational and purely rotational

parts. In this section, I show that if the solid system is sufficiently symmetric, the harmonic

coupling between libron and phonon modes is guaranteed to be zero. It is easiest to find the

requisite symmetries that guarantee phonon and libron decoupling in a continuum elastic

picture of the solid, rather than a microscopic mechanical picture. The general elastic energy

for a solid with a particle orientation displacement field θ(r) and infinitesimal strain tensor

uij(r) to second order in these fields and up to second order in spatial derivatives is

U (2) =

∫
d2r

1

2
Cµνσγuµνuσγ +

1

2
B+θ

2 +
1

2
B− (∂θ)2 + Fµνuµνθ +Gµνσθ(∂µuνσ). (2.12)

Fµν and Gµνσ are tensors quantifying the cross-coupling between uµν and θ. Under a rotation

of the coordinate axes by φ, the tensor uµν(r) transforms to u′µν(r
′) = RµσRνγuσγ(r), where
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Figure 2.1: Total entropy per particle calculated both using the Maxwell relation ∂S
∂V

= ∂P
∂T

and by counting the individual entropic contributions of each harmonic mode.
The entropy is set to 0 arbitrarily at φ = 0.98 to better compare the two methods.
There is excellent agreement between the two methods that diverges only when
the system gets close to melting, where the harmonic approximation becomes
invalid.
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Figure 2.2: The ratio of four-point correlation functions to the sums of products of two-points
correlation functions. This quantity can be calculated for any four degrees of
freedom; presented here is a histogram of ratios of four-point functions to sums
of products of two-point functions. A value of 1 indicates perfect decomposition
of a four-point correlation function into products of two-points functions. That
the standard deviation of this quantity is small and constant for many densities
indicates the quality of the harmonic approximation.
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Rµσ is a rotation matrix. The field θ(r) transforms like a scalar under rotations, because the

equilibrium angle also rotates. However, under inversion through a mirror plane, the θ field

transforms with a minus sign, that is, θ′(r′) = −θ(r). This transformation can be written

as M =

1 0

0 −1

. If the crystal symmetry includes a mirror plane, the energy density

Fµνuµν(r)θ(r) must be invariant under uµν(r) → u′µν(r
′) = MµσMνγuσγ(r) and θ(r) →

θ′(r′) = −θ(r). This symmetry thus restricts the form of Fµν :

Fµν = −MµσMνγFσγ.

This condition requires F11 = F22 = 0 but does not restrict F12. However, if the crystal

structure also exhibits some rotational invariance, another condition on Fµν is generated:

Fµν = RµσRνγFσγ, R =

cos 2π
n
− sin 2π

n

sin 2π
n

cos 2π
n

 .

Here, the n-fold rotational symmetry of the structure is expressed in R. For F11 = F22 = 0,

this condition reduces to
(
cos 4π

n
− 1
)
F = 0 which restricts F = 0 for n ≥ 3. Thus, the plane

groups with point groups D3,4,6 guarantee Fij = 0—in this work, the hard hexagon solid

exhibits D6 symmetry. This symmetry condition is sufficient but not necessary to produce

zero libron-phonon coupling. Likewise, Gµνσ is constrained by at least two mirror planes

to be equal to zero, leading to the decoupling of the phonon and libron modes. In general,

higher order, anharmonic couplings involving three or more factors of uµν and θ or three or

more derivatives can introduce couplings between the phonons and librons. For example,

an anharmonic term proportional to uµµθ
2, which would be permitted under the symmetries

that disallow a term such as uµµθ, would generate nonzero couplings between phonons and

librons at harmonic order.

To quantify these anharmonic contributions to the dynamical matrix at harmonic order,
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the total entropy of the system is calculated using Equation 2.7. The eigenvalues are cal-

culated using the dynamical matrices K(k) and then calculated again explicitly neglecting

the off-diagonal components coupling the phonons and librons. The difference between these

two total entropies, shown in Figure 2.3, then quantifies the contribution of phonon-libron

coupling to the frequency spectrum of the solid. That the difference in entropy is on the

order of 0.01kBT for all densities, even densities near melting where the harmonic approx-

imation is less reliable, shows the coupling between phonons and librons to be sufficiently

small to be neglected at harmonic order.
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Figure 2.3: Difference in the total entropy per particle if harmonic coupling between librons
and phonons are neglected or included. The difference is less than 0.01kBT for
all densities sufficiently above melting, which shows that any harmonic-order
cross-coupling is attributable to higher-order interactions.
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2.4 Mapping the entropy from dispersion relations

In this section, I explore the decomposition of the total entropy of the hard hexagon solid

mode by mode, justified by the analysis of the previous section.

2.4.1 Computing dispersion relations at all densities

The dispersion relation, the relation that gives the frequency of a wave as a function

of its wavevector, determines the total entropy of a hard particle solid, as discussed in

Section 2.2. The wavevector for the hard hexagon solid lives in the first Brillouin zone (BZ)

of the triangular lattice, which is a hexagonal region of k-space.

Presented in Figure 2.4 are phonon and libron dispersion relations for a range of densities

for high symmetry points in the Brillouin zone. The dispersion relations shown also contain

dashed lines signifying a theoretical prediction for the form of the curves fit to the data.

This theoretical prediction is based on a micromechanical balls-and-springs-like model of the

hexagons on a triangular lattice interacting with each other’s nearest neighbors by a harmonic

spring interaction with spring constants A, B+, and B−. In this model, each hexagon has

six neighbors defined by the real space lattice vectors {±a1,±a2,±a3 = ±(a1 + a2)} , the

dynamical matrix Kµν(k) is

K11(k) = 2A
∑
ai

âi,xâi,x sin2 k · ai
2

. (2.13)

K12(k) = 2A
∑
ai

âi,xâi,y sin2 k · ai
2

. (2.14)

K22(k) = 2A
∑
ai

âi,yâi,y sin2 k · ai
2

. (2.15)

K33(k) = 2B−
∑
ai

sin2 k · ai
2

+ 2B+

∑
ai

cos2 k · ai
2

. (2.16)

Here, the sum
∑

ai
represents the sum over all six neighbor vectors. The off-diagonal compo-

nents coupling phonons and librons K13 = K23 = 0, as discussed in Section 2.3.2. Inclusion
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of next-nearest neighbor interactions would furnish terms proportional to new coupling con-

stants A2 and B2,±, and those terms would depend on sums over lattice vectors joining

next-nearest neighbors. A model including these second-neighbor coupling constants can be

used to fit the dispersion curves from simulation, but are generally an order of magnitude

smaller than the first-neighbor constants, as shown in Figure 2.5.

There are several features of the dispersion relations that are common at all densities.

First, we find deviations between our simulation data and the linear elastic model are only

appreciable near the edge of the Brillouin zone. The edges correspond to short distances,

and is precisely where we would expect a linear elastic model of hard interactions to break

down. Although deviations increase with density as expected, we find that the linear elastic

model provides a good approximation for most of the Brillouin zone, even for relatively

high densities of 0.9. Second, we find that phonon modes are always ungapped, which is

guaranteed by Goldstone’s theorem. Third, we find that the libron modes are gapped at all

densities, but that their group velocity increases rapidly with system density.

Now with the dispersion relations, with Equation 2.7, the entropy of each individual

mode is calculated.

2.4.2 Mode-by-mode decomposition of the total entropy

The entropy of any mode with frequency ω is simply − logω, as determined in Equa-

tion 2.7. The entropy thus can be plotted over the entire Brillouin zone, shown in Figure 2.6.

Brillouin zones are shown in this figure as “entropy maps,” in which all points are colored

according to the mode that provides more entropy than any other mode at that wavevector,

using Eq. 2.7.

A similar entropy map results at densities just above the hexatic-solid transition (φ =

0.722) and close to dense packing (φ = 0.9) in which entropy at all wavevectors comes

predominantly from translational disorder, though for different reasons. The predominance

of translational disorder just above the hexatic-solid transition arises because, although the
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Figure 2.4: Dispersion relation for hard hexagon crystals at various packing fractions across
a high-symmetry path in the first Brillouin zone. All dispersion relations de-
crease with decreasing density, but the phonon dispersions become ill-defined
at densities close to the hexatic-solid phase transition. Dashed lines indicate
theoretical dispersion relations with best-fit stiffness parameters. Error bars are
1-σ sample standard deviations of the dispersion frequencies averaged from four
independent simulations.
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Figure 2.5: Second-neighbor elastic constants compared to those from nearest-neighbor inter-
actions. Second-neighbor interactions are generally much weaker than nearest-
neighbor interactions, but become more important nearer the melting point.
Though, at these densities, the harmonic approximation loses validity.

libron group velocity (the slope of its dispersion relation) is small, the libron mass gap

remains robust while the phonon frequencies soften as the hexatic phase is approached,

which is orientationally ordered but translationally disordered [65]. This behavior is in

contrast to what occurs at high densities, though the entropy map is the same. At high

densities the phonon and libron group velocity are comparable, but the libron mass gap

pushes its frequencies above those of the transverse phonon. That the libron is gapped is a

generic feature of orientationally ordered anisotropic solids [85, 16], so I expect this feature

to generalize to other hard particle solids. However, the hexatic-solid transition is not a

generic feature of all hard particle solids; in fact, hard polygons demonstrate rich melting

behavior [5], and their entropy maps could offer useful insight into distinguishing the melting

behavior of different systems without the need for large and long melting simulations.

I end this chapter with a few qualitative remarks on the hard hexagon system used

to illustrate the mode-by-mode entropy decomposition approach. The entropy maps in
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Figure 2.6: Contributions to the total entropy of the hard hexagon solid decomposed mode
by mode. The entropy of each mode is − logω. Error bars are smaller than
the line thickness. Dashed lines indicate entropies from theoretical dispersion
relations with best-fit stiffness parameters. Right panels are the first Brillouin
zone where each k-point is colored orange if the frequency of the libron is lower
than that of the transverse phonon and blue otherwise. This coloring offers a
“map” of k-space that identifies which modes have the highest entropy (lowest
frequency). At both high and low densities, phonons are mostly always of lower
frequency than librons at any k-point, so their entropies are always larger than
libron entropies regardless of length scale. However, at intermediate densities,
the entropy (frequency) map has nontrivial structure where librons contribute
more to the system entropy at short wavelengths. Here we are interested in com-
parisons between entropies of different modes, but for the purposes of plotting
the entropies we arbitrarily define the total entropy of the hard hexagon solid to
be 0 at φ = 0.98, the highest density simulated.
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Figure 2.6 provide insight into both the long-wavelength and short-wavelength physics of

the hexagon solid. At long wavelengths (small k), translational entropy contributes by far

the most to the entropy of the solid. Long-wavelength properties such as elastic moduli are

therefore likely insensitive to properties of the solid characterized by particle rotations, like

detailed particle shape. On the other hand, short-wavelength physics (k near the edge of the

BZ), is governed by both rotational and translational entropy nearly equally. It is thus on

short length scales that particle shape becomes important.

In the next chapter, I apply some of the tools used in this project to analyze two other

systems of hard polygon solids: the hard square solid and the hard triangle solid, particularly

at very high density where they exhibit a strange chiral symmetry-breaking phase transition.
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CHAPTER III

Chiral symmetry breaking in hard regular polygons

3.1 Introduction

A variety of achiral hard particles have been previously shown to form chiral struc-

tures. Zhao et al. found in experiment that rounded regular triangles exhibit a chiral sym-

metry breaking transition [89], and Zhao and Mason found a similar transition in hard

square crosses [90]. Carmichael and Shell demonstrated in simulation that rounded trian-

gles, rounded rectangles and rounded squares undergo phase transitions at high densities

to chiral structures due to the dependence of the densest packing structure on density and

particle roundness [17]. Mayoral and Mason showed in simulation that hard rhombs exhibit

chiral symmetry breaking and provided a mean-field argument for the favorability of the

chiral state based on the phase space volume available to a single rhomb in a frozen cage of

its neighbors [60]. Gantapara, Qi, and Dijkstra find a chiral transition for both regular and

right isosceles triangles in simulation [37]. Additionally, Pakalidou et al. observed a chiral

symmetry breaking transition in concave platelets [70].

In this chapter, I show that hard squares undergo the same chiral transition as found

in hard regular triangles in [37]. I additionally corroborate the results of Gantapara et al.

with my own simulations of hard triangles. In Section 3.2, I describe the hard particle

systems under study, the approaches I use to analyze them, and the computational methods

used to simulate them. In Section 3.3, I provide and examine the data that identifies the
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chiral transition, such as equations of state and the density dependence of moments of the

order paramter. In Section 3.4, I characterize the chiral transition by performing finite-size

scaling analysis on both the square and triangle systems. I find that, for squares, the critical

exponent ν associated with the diverging correlation length is 0.97± 0.08 and the exponent

β governing the decay of the order parameter is 0.13 ± 0.03. The triangle exponents are

ν = 0.98 ± 0.08 and β = 0.15 ± 0.008. These exponents are consistent with the exponents

of the 2D Ising order-disorder transition, which has ν = 1 and β = 1
8
. In Section 3.5, I use

the methods of Chapter II to compute the rotational and translational entropy through the

chiral transition.

3.2 Model and methods

In this section, I review the theory of continuous phase transitions and scaling theory in

finite-sized systems, referring mostly to Nightingale, Binder, and Fisher among others [55,

66, 13]. This theory is required to determine the critical exponents of the chiral transition

and identify its universality class, i.e., what other continuous transitions it behaves like near

the critical point [39]. Then, I describe the computational methods used to simulate and

analyze the transitions.

3.2.1 Continuous phase transitions at finite system size

A phase transition can be characterized by an order parameter that distinguishes two

phases with a value of zero in the disordered phase and a nonzero value in the ordered phase.

A continuous transition occurs when this order parameter changes continuously from zero to

nonzero as a tuning parameter is changed [39]. In the commonly treated Ising transition, the

order parameter is the total magnetization, and the tuning parameter is the temperature; the

magnetization is zero for temperatures above the critical temperature TC and nonzero below

it. The tuning parameter, usually denoted t = (T − TC)/TC , is a dimensionless distance to

criticality. For the hard particle system in this chapter, I use t = (φ−φC)/φC , as the system
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density φ is the tuning parameter for the chiral transition.

The order parameter that characterizes the chiral transition is θ, the mean chiral angle,

θ =
1

N

∑
i

θi. (3.1)

Here, θi is the angle the ith particle’s body makes with respect to the equilibrium orientation

θ0 modulo the rotational symmetry of the particle. For squares, θ0 can be set to zero gen-

erally, but the hard triangle solid exhibits a unit cell with antiparallel particle constituents,

so θ0 is zero for one particle and π for the other.

Continuous phase transitions are characterized by a diverging correlation length as the

system approaches its critical point. Fluctuations of particle motion become correlated over

extremely long distances, and that distance becomes infinite at the critical point. In an

infinite system, in the ordered phase, the order parameter follows a power law near the

critical point,

θ(t) ∼ |t|β . (3.2)

The value of the exponent β is the same for any transition said to belong to the same

universality class. The divergence of the correlation length is governed by another exponent

ν:

ξ(t) ∼ |t|−ν . (3.3)

The correlation length is defined above and below the critical density, so I use the notation

|t| to take care of when t is positive or negative.

In finite systems, this divergence poses difficulties for transitions in finite-sized systems,

like those necessarily run on computers that may only contain a few thousand particles rather

than 1023. Because the correlation length ξ cannot grow beyond the size of the system L,

the above scaling relations are modified by scaling functions described by finite size scaling

theory. The system is no longer governed by a single length scale ξ near the critical point,
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but rather the ratio L/ξ. The order paramter θ(t), now a function of L, behaves as,

θ(t, L) = |t|β f
(
Lξ−1

)
= |t|β f (Ltν) = L−β/νf ′ (Ltν) . (3.4)

f (Lξ−1) is some scaling function that depends only on the nondimensionalized quantitiy

L/ξ, but using the scaling relationship between ξ and t from Equation 3.3, f can be written

as a function of Ltν , or equivalently, tL1/ν . By multiplying this function by (tL1/ν)−β/ν ,

the prefactor |t|β can be eliminated in favor of L−β/ν , implicitly specifying a new scaling

function f ′(tL1/ν). This manipulation, seemingly cosmetic, leads to the important practical

result that the function

f ′(tL1/ν) = Lβ/νθ(t, L), (3.5)

is only a function of the combined variable tL1/ν .

Plotting the combined quantity Lβ/νθ(t, L) against the combined quantity x = tL1/ν for

many system sizes L yields one universal curve f ′(x). This technique, referred to as data

collapse, is a straightforward approach to identify not only the critical density φC implicitly

defined in t, but also the values of the exponents β and ν. The values φC , β, and ν are

manipulated until all curves for each L lay on top of each other, that is, they collapse to a

universal curve.

Scaling forms can be found for the nth moment of the order parameter θ. The nth moment

is calculated as,

Mn(t, L) = 〈θn〉L =

〈
1

N

∑
i

(θi)n

〉
L

. (3.6)

Here, 〈·〉L signifies an ensemble average in a system of linear dimension L (in simulations,

this ensemble average is an average over independent frames of a simulation). L = a
√
N

for squares and L = a
√

N
2

for triangles, where a is the lattice constant at packing fraction

φ. Finite-size scaling theory shows that the quantity Mn(φ, L) takes the following form near
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the critical point φC [55, 13]:

Mn(t, L) = L−nβ/νfn
(
tL1/ν

)
. (3.7)

Here, fn(x) are more universal scaling functions. The Binder cumulant [13] is a useful

quantity to compute to determine φC with high accuracy and to determine ν; it is defined

in terms of the second and fourth moments:

U(t, L) = 1− M4(t, L)

3M2
2 (t, L)

= fU
(
tL1/ν

)
. (3.8)

Here, fU(x) is another universal scaling function that is some combination of f2(x) and

f4(x). The exponent β has been eliminated, so only the two quantities φC and ν need to

be tuned. Furthermore, U(t, L) achieves the universal value U∗ at φ = φC or t = x = 0

regardless of the system size L. Plotting U(t, L) as a function of φ for many values of L

thus identifies the critical density φC as the density at which all the U(φ, L) are equal and

intersect, circumventing the need to do any fitting or collapsing. With a sufficiently good

estimate for φC , performing a collapse of U(t, L) for multiple values of L is significantly

easier and provides a good estimate for ν. Alternatively, collapses can be performed on the

moments Mn(t, L) directly to obtain both ν and β.

3.2.2 Simulation methods

Simulations were run with the hard particle Monte Carlo (HPMC) module of HOOMD-

blue [4, 6] in the NV T ensemble with fixed box sides and angles under periodic boundary

conditions, the same conditions used in Chapter II. A random translation or rotation is

proposed for a particle, then that proposed move is accepted if the particle overlaps no other

particles and rejected otherwise; a single MC sweep is comprised of one proposed move per

particle. Systems are initialized in their close-packed lattice structure and run for 3 × 108

MC sweeps for squares and for 2.4×108 MC sweeps for triangles. The first 5×107 sweeps for
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squares (4× 107 for triangles) equilibrate the system, then 103 snapshots were taken in the

remainder of the simulation. These simulations are long to ensure statistically independent

sample snapshots; the chiral transition occurs at high packing fraction, which entails long

vibrational autocorrelation times (τ ≈ 104 MC sweeps for long wavelength vibrations). For

each density, four independent replicas were run with different initial random seeds. Square

systems were run with particle numbers N = 322, 642, 1282, 1922, and 2562, and triangle

systems were run with N = 2× 642, 2× 1282, and 2× 2562 to account for the two-particle

unit cell of their close-packed structure. The pressure was calculated at each packing fraction

using the scale distribution function method available in HOOMD [33]; the equation of

state is shown in Figures 3.3 and 3.4. This simulation protocol ensures 4000 statistically

independent sample snapshots for each tested density and system size, which is sufficient to

study the chiral transition using finite-size scaling techniques.

3.3 Identifying the chiral transition

The chiral transition for hard squares and triangles is a continuous transition that: 1)

maintains the underlying crystal lattice, 2) leaves no discernible signal in the equation of

state, and 3) is described by an order parameter that has statistical behavior typical of

an Ising-like transition. Figure 3.1 plots the angle the simulation box makes in an NPT

simulation of hard squares, where the box edges are allowed to flexibly fluctuate in length

and angle. That the angle remains 90◦ through the transition indicates the underlying

Bravais lattice is preserved, if only compressed as the density increased. Figure 3.2 shows

for N = 2562 hard squares the critical fluctuations of the order parameter near the critical

point.

In the following subsections, I explain that the equation of state is typical of continuous

transitions. Then I show some raw data, the moments of the order parameter for both

systems. These statistical quantities help identify the critical density.
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Figure 3.1: The angle between the two vectors defining the periodic boundary conditions in
an NPT simulation of hard squares. 322 squares were equilibrated with “floppy”
box boundary conditions at βP = 200, corresponding to a density of φ = 0.971,
well into the chiral phase. The two box vectors were allowed to independently
fluctuate, and trial moves for each vector were proposed once every sweep. The
angle γ between the two box vectors over 107 sweeps is 90.0◦ ± 0.3◦; the box
maintains an equilibrium square shape even in the chiral phase.
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Figure 3.2: Snapshot of 2562 hard squares at φ = 0.954, very near the critical point deter-
mined to be φ = 0.9537. Red particles have chiral angles tilted to the clockwise
and blue particles have chiral angles tilted counterclockwise. Large critical fluc-
tuations span the system, and chiral and achiral phases do not coexist separately;
this chiral transition is continuous.
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Figure 3.3: Equation of state for hard squares at several system sizes. Each system is com-
posed of L2 squares in a square lattice. All system sizes show the same equation
of state. 1-σ error bars are smaller than the plot markers.

3.3.1 Equation of state

Typically, phase transitions are easy to identify from the equation of state, the rela-

tionship between pressure and volume (here for hard particle systems, packing fraction is a

more convenient variable). In first order transitions (discontinuous transitions), as pressure

is changed, the volume jumps discontinuously by some ∆V , so in the equation of state, the

transition is characterized by a discontinuity. For continuous transitions, there is no jump

in the volume, and it remains continuous as pressure is changed.

The equations of state for squares and triangles are taken from simulation and shown in

Figures 3.3 and 3.4. Both curves show no signature of a first order phase transition, and

it is difficult to discern if there is a small inflection point, which is a common feature in

continuous transitions. This is unsurprising considering that there is very little structural

change between the achiral and chiral phases. This apparent lack of an inflection point will

be explored in Section 3.5.
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Figure 3.4: Equation of state for hard triangles at several system sizes. Each system is
composed of 2L2 triangles in a honeycomb lattice. All system sizes show the
same equation of state. 1-σ error bars are smaller than the plot markers.

3.3.2 Moments of the chiral order parameter

As explained in Section 3.2, the moments of the order parameter θ are useful in identifying

the chiral phase transition. In Figure 3.5, I plot the absolute value of the order parameter

〈|θ|〉L. In the insets of Figure 3.6 are the Binder cumulant U(t, L) and the second moment

M2(t, L). The fourth moment M4(t, L) in principle does not provide more information than

the second moment, but for completeness is shown in Figure 3.7.

Figure 3.5 shows the absolute value of the order parameter 〈|θ|〉L as a function of density

for different system sizes. The order parameter 〈θ〉L is problematic in finite system sizes,

because, while it is well-behaved in the achiral phase, it jumps from positive to negative

abruptly in the chiral phase. The transition breaks the chiral symmetry, and both +θ and

−θ are equally probable global configurations for the order parameter. In the thermodynamic

limit, a system undergoing this symmetry breaking chooses one or the other, as the energy

barrier to switch is O(N). In finite systems, however, these jumps are observable over long

enough observation times, though they become less frequent for larger system sizes. The
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Figure 3.5: Absolute value of the order parameter 〈|θ|〉L for squares (top) and triangles
(bottom).

32



0.5 0.0 0.5 1.0
( C)L 1/

0.2

0.4

0.6

B
in

de
r c

um
ul

an
t U

((
C

)L
1/

)
a

0.952 0.954 0.956 0.958
Packing fraction 

0.2

0.4

0.6

B
in

de
r c

um
ul

an
t U

L = 32
L = 64
L = 128
L = 192
L = 256

0.5 0.0 0.5 1.0
( C)L 1/

0.0

0.5

1.0

1.5

2.0

L2
/

M
2((

C
)L

1/
)

×10 3b

0.952 0.954 0.956 0.958
Packing fraction 

0.0

2.5

5.0

Se
co

nd
 m

om
en

t M
2

×10 4

L = 32
L = 64
L = 128
L = 192
L = 256

2 1 0 1 2
( C)L 1/

0.0

0.2

0.4

0.6

B
in

de
r c

um
ul

an
t U

((
C

)L
1/

)

c

0.870 0.874 0.878 0.882 0.886
Packing fraction 

0.0

0.2

0.4

0.6

B
in

de
r c

um
ul

an
t U

L = 64
L = 128
L = 256

2 1 0 1 2
( C)L 1/

0.0

0.2

0.4

0.6

0.8

1.0

L2
/

M
2((

C
)L

1/
)

×10 2d

0.870 0.874 0.878 0.882 0.886
Packing fraction 

0

2

Se
co

nd
 m

om
en

t M
2

×10 3

L = 64
L = 128
L = 256

Figure 3.6: Binder cumulants (insets) and collapses (main figure) for squares (a) and trian-
gles (c) and second moments of the order paramter (insets) and collapses (main
figure) for squares (b) and triangles (d). The point of intersection of all curves
in the insets of (a) and (c) identifies the critical density.

quantity 〈|θ|〉L → 〈θ〉L as L→∞.

The insets of Figure 3.6(a,c) show the Binder cumulant for squares and triangles at each

L; the cumulants are calculated as ratios of the second and fourth moments shown in the

inset of Figure 3.6(b,d) and 3.7 respectively. The point of mutual intersection of the Binder

cumulants for each system size indicates the phase transition point. For squares, the system

size L = 32 turns out to be too small to be used to collapse the curves; in the remaining

analysis, this size is presented but not used to analyze the critical point.
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Figure 3.7: Fourth moment of the order parameter 〈θ4〉 for squares (top) and triangles (bot-
tom).
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3.4 Characterizing the chiral transition

In this section, I present the data collapses of the Binder cumulant, the second moment,

and, for completeness, the fourth moment of the order parameter. These collapses provide

sufficient precision to identify that the critical exponents ν and β are consistent with those

of the 2D Ising model.

A plot of the collapse of the Binder cumulant U(L, t) is shown in Figure 3.6(a,c). The

second moment M2(t, L) and the fourth moment M4(t, L) are collapsed in Figure 3.6(b,d) and

Figure 3.8. Each collapse is shown using the critical density φC taken from the intersection

of the Binder cumulants and using the values of ν and β from the exact solution to the 2D

Ising model.

3.4.1 Critical density and exponents

Figures 3.6 and 3.8 show collapses using the Ising exponents, which visually corroborate

the consistency of this phase transition with the Ising universality class. To quantify the

exponents, I used the python package pyfssa [63, 76]. To perform a collapse of, for example,

the second moment, this package first calculates the mean universal curve f̄(x) from the set

of all scaled curves {f2(tL
1/ν
1 ), f2(tL

1/ν
2 ) . . . f2(tL

1/ν
j )} for a set of j system sizes. The sum of

the square deviations from f̄(x) for each L is minimized with respect to φC , ν, and β; this

computation is outlined in more detail in the appendix of reference [49]. The minimization

process produces the mean scaling form f̄(x), critical exponents β and ν, the critical density

φC , and standard errors on these quantities. The exponents and critical densities obtained

from these collapses are shown in Table 3.1.

The critical density for squares is between 0.9537 and 0.9540, and all three collapses for

the triangles yield a critical density of 0.8774. All the collapses esimate ν to be slightly under

1, but with relatively large error bars of ±0.1, this estimate is consistent with the exact Ising

exponent. Larger systems could be used to pinpoint ν with further accuracy, though I would

not expect the estimate for ν to vary significantly from 1 even if more costly simulations
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Figure 3.8: Fourth moment collapses for squares (top) and triangles (bottom) using Ising
exponents. Critical densities are 0.9540 and 0.8447 respectively.
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Binder cumulant 2nd moment 4th moment
� 4 � 4 � 4

φC 0.9537(2) 0.8774(2) 0.95400(4) 0.8774(1) 0.9540(3) 0.8774(2)
ν 0.91(9) 0.95(10) 1.00(4) 0.98(4) 1.0(1) 1.0(1)
β 0.13(2) 0.149(6) 0.13(3) 0.15(1)

Table 3.1: Critical exponents calculated from various data collapses for each shape.

were run. Estimates for β from the squares are consistent with those of the Ising model,

1/8 = 0.125, though the triangles overestimate this exponent by about 20%.

3.5 Mapping the entropy through the transition

In the context of hard particle solids, it is natural to ask what happens to the entropy

as the system transits from the achiral to the chiral state. Using the methods of Chapter II,

we can decompose the total system entropy mode by mode. Figure 3.9 shows the dispersion

relation for 1282 hard squares for a range of densities that spans the chiral transition. The

dispersion relations change very little in form, except that all of the frequencies increase with

density. For all tested densities, the libron frequencies are all much larger than those of the

phonons.

The rotational and translational free energy can be computed from the dispersion rela-

tions with Equation 2.7 from Section 2.2. This free energy is shown in Figure 3.10 parti-

tioned by rotation and translation. There is no signature of the chiral phase transition at

φ = 0.9537, just as there is no signature in the equation of state (Figures 3.3 and 3.4). The

continuous phase transition would manifest itself as an inflection point in the free energy,

or equivalently, a kink in the first derivative of the free energy, the pressure. The inset of

Figure 3.11 shows the pressure calculated from the free energy of the harmonic modes along

with the pressure calculated directly from the NV T simulations. The pressure is calculated

from the free energy using the simple relation −P = ∂F/∂A and A = NAp/φ, where F is

the Helmholtz free energy, A is the area of the simulation box, Ap is the area of one particle
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Figure 3.9: Dispersion relations for hard square solid at all densities in the range 0.945–
0.958. Frequencies increase with density, and the brightness of the colors of the
curves indicate closeness to the critical density φC = 0.9537. The bottom axis
is a walk through the high symmetry points of the square-shape Brillouin zone,
with Γ = (0, 0), X = (0, π/a), and M = (π/a, π/a), with a the lattice spacing.
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(set to Ap = 0.5), φ is the packing fraction, and N is the particle number. There is a small

discrepancy between the two pressures, likely because the free energy of the system is not

fully captured by the simple harmonic approximation, which is expected near the critical

point.

Because rotational and translational modes are decoupled at harmonic order, they con-

tribute separately to the free energy and thus the pressure. The main figure of Figure 3.11

shows the partial pressures of rotational and translational modes. Upon transiting to the

chiral state, rotational modes stiffen and contribute more partial pressure, whereas rota-

tional modes soften and their corresponding partial pressure decreases. A similar transition,

the isotropic-nematic transition of hard rods first investigated by Onsager [68], is caused by

an interchange of rotational entropy for translational entropy; we find a similar picture for

this chiral transition. In the same sense that hard rods sacrifice their rotational entropy for

translational entropy in transiting to the nematic phase, hard squares and triangles sacrifice

translational entropy for rotational entropy when transiting to the chiral phase.

Still, the microscopic mechanism for the transition is not determined. That the chiral

transition exhibits Ising-like features suggests the microscopic mechanism responsible for the

transition is similar; there is a driving force that becomes stronger as density is increased that

favors the ordered (chiral) state over the disordered (achiral) state. At any given density,

particles in the chiral state have their facets closer together and their vertices farther apart

than in the achiral state. It is already known that hard particles self-assemble via facet

alignment; large facets play the role of effective entropic attractive patches whereas vertices

are sources of effective entropic repulsion [27, 81]. As density increases, the vertices become

more repulsive, eventually inducing the chiral transition to force them apart. That this

transition happens at around φ = 0.88 for triangles and slightly higher at φ = 0.95 for

squares is likely because the triangles’ vertices are much sharper, and six vertices meet at

a point rather than four for squares. Furthermore, this type of lattice-preserving chiral

transition is completely suppressed by a slight amount of corner rounding, provided the
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Figure 3.10: Free energy per particle partitioned by mode. The translational free energy is
divided by a factor of 2 to account for the two polarizations of the phonons.
There is little indication that a phase transition occurs at φ = 0.9537. Dashed
line indicates the critical density. 1-σ error bars are smaller than the plot
markers.
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Figure 3.11: Partial pressures from rotational (orange) and translational (blue) modes.
Translational pressure is shown divided by a factor of 2 to account for the
two polarizations of phonons. Error bars signify 1-σ uncertainty. Dotted line
signifies the chiral transition density. Inset: total reduced pressure calculated
from sum over contributions from harmonic modes (purple) and from the pres-
sure calculated by the SDF method over the course of the NV T simulations.
1-σ error bars are smaller than the marker size. No easily discernible kink in the
pressure is seen. The chiral transition results in a very subtle structural change
and does not affect the total system pressure much at all, but the individual
partial pressures show clear kinks, demonstrating a tradeoff of pressure.
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Figure 3.12: Snapshot at φ = 0.98 of rounded squares with rounding radius r = 0.05. Colors
indicate orientation away from the achiral state; red is counterclockwise and
blue is clockwise. No chiral symmetry breaking is seen for the rounded squares.

lattice is preserved by fixed commensurate boundary conditions, rather than in the work

of Carmichael and Shell [17]. In Figure 3.12, I present a snapshot of a simulation (NV T

with N = 642) with a small amount of particle rounding at φ = 0.98. The curvature of the

corners of the rounded squares is defined by a rounding radius of r = 0.05, compared to the

particle circumradius of 0.5. That this small rounding effect suppresses the chiral transition

completely suggests that effective entropic vertex repulsion is the microscopic cause of this

transition. This picture of corner repulsion is consistent with the findings of Zhao and

Mason [90] in the context of densely-packed square cross-shaped particles. They showed

that the phase behavior is governed by the effective excluded volume swept out by the arms

of the crosses averaged over particle orientations—the authors term the effective excluded

volume a “crossoid.” The effective excluded volume of the cross arms plays the same role

as effective vertex repulsion, leading to the same close-packed chiral square lattice at high

densities. Further work could be done to sweep across multiple rounding radii; at some

radius even smaller than that tested here, the system must recover the chiral transition.

I have demonstrated that regular hard squares undergo a lattice-preserving chiral sym-

metry breaking transition. I have shown this transition, also exhibited by regular triangles,
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falls in the 2D Ising universality class. This transition is driven by an increase in rotational

entropy at the expense of a loss in translational entropy.
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CHAPTER IV

Characteristic features of photonic band gaps in 3D

4.1 Introduction

My work is a part of a larger collaboration with Rose Cersonsky and Bradley Dice to

understand the common structural features of photonic band gap materials [18]. My part

in this large project was to examine the configuration of the magnetic and electric fields in

detail for a small number of representative structures. In Section 4.2, I provide the necessary

theoretical background to understand the electromagnetic problem with Maxwell’s equations.

In Section 4.3, I explain the computational methods of producing band structures and detail

how structural data was gathered and used. In Section 4.4, I motivate and explain my

approach to analyze the fields in structures with band gaps.

4.2 Theoretical background

The problem of finding materials with photonic band gaps begins with Maxwell’s equa-

tions; first I show that Maxwell’s equations in macroscopic linear dielectric media can be

reduced to an eigenvalue problem. This eigenvalue problem cannot be solved exactly for a

general distribution of dielectric material, but it can be greatly simplified for periodic media.

Much of this discussion follows Joannopoulos [50].
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4.2.1 Maxwell’s equations in periodic media and photonic crystals

The band structure of a photonic material is determined by Maxwell’s equations. For

materials specified by a permittivity function ε0ε(r) (neglecting materials composed of, for

example, metals or dielectrics with frequency dependent permittivity), the Maxwell’s equa-

tions in macroscopic media are,

∇×H =
∂D

∂t
∇× E = −∂B

∂t
(4.1)

∇ ·B = 0 ∇ ·D = 0, (4.2)

and the constitutive relations are,

D = ε0ε(r)E B = µ0H. (4.3)

A few assumptions are implied in this formulation of Maxwell’s equations. First, the dielec-

tric medium defined by the dielectric function ε(r) is linear and frequency independent, so

the constitutive relation D = ε0ε(r)E does not involve higher powers of E or time derivatives

of E. Second, the magnetic permeability of the dielectric material is assumed to be equal

to the vacuum permeability µ0, which is a good approximation for most dielectrics used in

photonic applications. Third, we are interested in the band structure of a dielectric material,

so there is no free charge or current.

With the above assumptions, the Maxwell’s equations and constitutive relations can be

combined into an eigenvalue equation for the magnetic field H,

∇× 1

ε(r)
∇×H(r, t) = −ε0µ0

∂2H

∂t2
. (4.4)

Assuming time harmonic fields, H(r, t) = e−iωtH(r), and using the relationship ε0µ0 = 1/c2

45



with c the speed of light,

∇× 1

ε(r)
∇×H(r) =

(ω
c

)2

H(r). (4.5)

∇ ·H(r) = 0. (4.6)

The operator on the left-hand side can be written succinctly as Θ,

ΘH(r) =
(ω
c

)2

H(r).

Θ = ∇× 1

ε(r)
∇× . (4.7)

Equivalent eigenvalue equations can be derived for the other fields E(r) and D(r):

1

ε(r)
∇×∇× E(r) =

(ω
c

)2

E(r). (4.8)

∇×∇× 1

ε(r)
D(r) =

(ω
c

)2

D(r). (4.9)

In periodic media, where ε(r) = ε(r+R) with R a lattice vector, the eigenfunctions H(r)

obey Bloch’s theorem:

H(r) = u(r)eik·r, u(r + R) = u(r). (4.10)

R is again any real space lattice vector of the periodic medium, and k is any wavevector

that lives in the first Brillouin zone of the reciprocal lattice.

The eigenmodes Hk(r) are found by then solving the eigenvalue problem

(∇+ ik)× 1

ε(r)
(∇+ ik)× uk(r) =

(ω
c

)2

uk(r). (4.11)

(∇+ ik) · uk(r) = 0. (4.12)
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There are an infinite number of solutions for each value of k, and each solution sits in

a band, numbered n, that varies across the Brillouin zone as k is varied. In practice, we

calculate only the first 20 or 30 bands. The eigenequation for Hk(r) is Hermitian, and the

solutions Hk,n(r) are orthogonal to each other with respect to the inner product,

(Hk,m(r),Hk,n(r)) =

∫
V

d3r H∗k,m(r) ·Hk,n(r) = δmn. (4.13)

Here, the volume V is the volume of the unit cell, and the units and amplitude of H have been

chosen such that the inner product (Hk,n,Hk,n) = 1. The eigenfrequency of a mode Hk,n

can be calculated in terms of this inner product. By dotting each side of the Equation 4.6

with H∗k,n(r) and integrating over the unit cell:

∫
V

d3r H∗k,n · ∇ ×
1

ε(r)
∇×Hk,n =

ω2

c2

∫
V

d3r H∗k,n ·Hk,n.

(ΘHk,n,Hk,n)

(Hk,n,Hk,n)
=
ω2

c2
. (4.14)

The frequency bands in any material can generally intersect, and at a given frequency

ω, there are a number of different k and n for which the frequency of Hk,n is ω. However,

structures with a photonic band gap exhibit a range of frequency ∆ω for which no eigenmode

has a frequency within the gap. To find a band gap, it is necessary to calculate the band

structure over all of the first Brillouin zone and for sufficiently many bands. It is useful to

note that the Maxwell eigenproblem, Equation 4.6, scales simply with the length scale of the

dielectric structure; increasing each lattice constant by a factor of a scales the wavevectors

k and the frequencies by a factor of 1/a. For this reason, it is useful to describe photonic

band gaps nondimensionally as ∆ω∗ = ∆ω/ωmid, where ωmid is the frequency at the center

of the gap.

The band structure, and thus the presence and size of a band gap (or multiple gaps), is
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highly dependent on the magnitude of ε(r) and the symmetry group of the crystal. The the-

ory of the relationship between the crystal space group and the band structure is summarized

briefly in Appendix C.

4.3 Methods

4.3.1 Numerical methods

In practice, the eigenproblem Equation 4.12 is solved numerically with an iterative plane-

wave expansion using MIT Photonic Bands (MPB) [51]. A trial mode H(r) is expanded as a

sum of plane waves vKe
iK·r where K is a reciprocal lattice vector, and each individual plane

wave satisfies the transversality constraint on the magnetic field, ∇ · vKe
iK·r = 0. Any trial

mode Hk is necessarily a linear combination of the eigenmodes α1Hk,1+α2Hk,2+α3Hk,3+. . ..

Therefore, the inner product of the trial function satisfies:

(ΘHk,Hk)

(Hk,Hk)
=
ω2

c2
≥ ω2

1

c2
. (4.15)

MPB then finds the first eigenvalue ω1 by minimizing ω with respect to the plane-wave

coefficients of the trial function Hk. This minimization process furnishes the first eigenmode

Hk,1. MPB then produces another trial function; the frequency of this new trial function

is minimized—subject to the constraint that the trial function is orthogonal to the first

eigenmode Hk,1—to provide the next eigenfrequency ω2 and the next eigenmode Hk,2. This

procedure is continued until N eigenmodes are found; typically N is 20 or 30.

The fields E, D and B can be obtained from H using Maxwell’s equations and the

constitutive relations, Equations 4.2 and 4.3.

4.3.2 Data production and selection

A data set of 1355 unique structures were compiled from real atomic structures from the

Crystallographic Open Database (COD) [40] and the Inorganic Crystal Structure Database
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(ICSD) [42]. These structures cover all Bravais lattices, span 227 of the 230 space groups,

and are comprised of unit cells with between 1 and 784 particles.

For each structure, each atom is replaced with a sphere of radius r and dielectric constant

ε. Overlaps between spheres are allowed for when 2r is greater than the nearest neighbor

distance; these configurations lead to connected dielectric space. The sphere radius r is swept

over a range from 0 to rmax, where rmax is a structure-dependent radius beyond which the

entire unit cell is homogeneously filled with dielectric; between 20 and 100 different radii

are chosen in this range depending on the structure. This procedure generates a “direct”

structure; additionally, “inverse” structures are constructed, where the spheres are filled with

air and the dielectric constant of the surrounding medium is set to ε.

The dielectric constant ε is chosen to be 16, in parallel with previous computational

studies of theoretical photonic materials [80, 30, 14, 21]; if a structure at some radius is

found to have a band gap when ε = 16, ε is reduced until that gap disappears. Generally,

it is unlikely that a structure that does not exhibit a gap at ε = 16 would exhibit one

with ε < 16. This procedure of data generation produces a rich space of around 150,000

unique materials; the band structure and eigenmodes are solved for with MPB. Of the 2710

structures (counting both direct and inverse structures), 351 yield a band gap greater than

0.1% at some dielectric filling fraction and dielectric constant, shown in Figure 4.1. For each

of these structures with band gaps, a “band atlas” is constructed; a diagram of the band

gaps ∆ω∗ as a function of filling fraction φ.

Additionally, four structures, face-centered cubic, body-centered cubic, simple cubic, and

diamond cubic, are modified to systematically explore the role of dielectric connectivity in the

creation of a photonic band gap. For each of these structures, dielectric spheres of radius r are

placed at the lattice sites, then m additional spheres of radius r along the lines joining nearest

neighbors. As m increases, these interpolating spheres better approximate rod connections,

a structure morphology often studied to achieve good band gaps [69, 47, 58]. For small m

and large r, the dielectric can be connected but be comprised of large spheres with small
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channels connecting each other. For large m and small r, the dielectric is connected but the

channel width is approximately uniform; the “rods” connecting lattice sites are less lumpy

than for small m. These parameters provide direct control over the degree of connectivity of

the dielectric space comprising the crystal. Figures 4.1c,d shows the band atlases for these

“interpolated” structures.

This large data space was used to glean general structural properties of photonic crystals

in a symmetry-agnostic way, in contrast with some previous studies that restricted structures

to a small subset of space groups [59].

4.4 Field analysis in two and three dimensions

The frequency of an eigenmode can be cast in terms of the displacement field using

Maxwell’s equations: ∫
V
ddr (∇×D∗) ·

(
∇× 1

ε
D
)∫

V
ddr |D|2

=
ω2

c2
. (4.16)

Heuristically, the frequencies of eigenmodes are lower if the D field is confined to the higher

dielectric region, and they are lower if D has little curl. However, it is not always geomet-

rically possible for an eigenmode to confine its electric energy density in the high dielectric

reigon while remaining orthogonal to the modes lower in frequency. The geometric analysis

of field lines is the topic of this section. Meade et al. performed this geometric analysis in [61]

for two-dimensional photonic crystals, and I present their work here as a starting point for

the discussion in three dimensions.

4.4.1 Two dimensions: role of connectivity

In general, Maxwell’s equations (without sources) guarantee that the electric and mag-

netic fields are perpendicular to each other. In two dimensions, polarizations with the

magnetic field aligned in the plane of periodicity (transverse magnetic or TM) and polar-

izations with the electric field aligned in the plane of periodicity (transverse electric or TE)
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Figure 4.1: (a) Overview of the data produced at the high dielectric constant ε = 16. Circle
areas are proportional to the band gap size; colors correspond to the location
of the gap. Some structures are shown more than once, because the structure
was found to exhibit band gaps in two different locations at different filling
fraction. (b) Data for lower dielectric constants, with gaps found in systems
with ε as low as 4. The photonic gap atlas for the structures (c) diamond
cubic, (d) face-centered cubic, (e) simple cubic, and (f) body-centered cubic for
different interpolations, from the original structure (shown to the left) to the
rod-connected version (shown to the right), shown at consistent filling fractions.
For each structure, the gap size as a function of number of interpolating spheres
is shown, with insets giving the gap atlas for a single interpolation. Each atlas
is plotted with the x-axis corresponding to filling fraction φ ∈ [0, 1] and y-axis
corresponding to frequency ω ∈ [0, 1].
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are decoupled from each other. If the two-dimensional crystal is uniform in the z direction,

then for TM modes, the electric field is aligned along the z axis and is only a function of x

and y. Likewise, for TE modes, the magnetic field is aligned along the z axis and is only a

function of x and y. These symmetries greatly simplify the Maxwell eigenproblem:

∇× 1

ε(x, y)
∇× ẑHz(x, y) =

ω2

c2
ẑHz(x, y), (TE modes), (4.17)

1

ε(x, y)
∇×∇× ẑEz(x, y) =

ω2

c2
ẑEz(x, y), (TM modes). (4.18)

These reduce to eigenvalue problems for scalar functions of two variables, x and y:

−
(
∂x

1

ε(x, y)
∂x + ∂y

1

ε(x, y)
∂y

)
Hz(x, y) =

ω2

c2
Hz(x, y), (TE modes), (4.19)

− 1

ε(x, y)

(
∂2
x + ∂2

y

)
Ez(x, y) =

ω2

c2
Ez(x, y), (TM modes). (4.20)

Meade et al. studied the configurations of electric field lines in two-dimensional photonic

crystals using the above eigenvalue equations for both the TM and TE polarizations [61]. The

group studied two structures: cylindrical rods of dielectric arranged in a square lattice and

square-shaped holes drilled through a bulk dielectric arranged in a square lattice. Figure 4.2

shows the band structure for both TE and TM modes in both structures; insets are diagrams

of the lattice. Full band gaps—frequency gaps in both polarizations—are difficult to configure

in only two dimensions, but Figure 4.2a shows a large gap in the TM mode and Figure 4.2b

shows a large one in the TE mode separately.

Meade et al. show that the geometric properties of the field lines along with the constraint

that modes in different bands must be orthogonal to each other sufficiently explain the

frequency gaps for each structure. As shown in Figure 4.3, in the case of the cylinders, the

TM mode below the gap is almost completely confined to the high dielectric medium, but

the next orthogonal mode is necessarily forced out into the low dielectric air space, pushing

the frequency up. However, for the TE modes shown in Figure 4.4, both field configurations
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Photonic Band Structure of
Square Lattice of Dielectric Cylinders

X M
(a)

Photonic Band Structure of
Square Lattice of Square Holes

M

(b)
Fig. 1. Photonic band structures, showing the relationship 
tween frequency and wave vector for the lowest-frequency pror
gating electromagnetic modes. Solid curves represent T
modes, with fields along (Es, H_, H), and dashed curves represe
TE modes, with fields along (Hz, E, E,). The left-hand inset
each figure shows the high-symmetry points within the tw
dimensional Brillouin zone. The right-hand insets show a cro,
sectional view of the dielectric function, with the shaded ar
representing high dielectric constant. (a) Modes inside a squa
array of high-dielectric (E = 8.9) cylinders. (b) Modes inside
square array of square holes in a high-dielectric material.

then expanded in a basis of transverse plane wave
eA exp[i(k + G) r], where eA are the unit vectors pE
pendicular to wave vector k + G. In this basis Eq.
becomes a matrix eigenvalue equation,

E E (GA),(GA)' h(GA)' = 
2h(GA), (

(GA)'

where hGA is the coefficient of the plane wave eA exp[i(k
G) r] and the matrix ) is defined by

(GA),(GA = [(k + G) x eA] [(k + G') x eA ]E (G, G)

In this expression E-'(G,G') is the inverse of the Fouri
transform of the dielectric function e(r). This eigenval
equation can now be solved by standard numerical tec
niques, yielding the normal mode coefficients and fr

quencies of the electromagnetic modes. Because of the
two-dimensional nature of the problems considered, con-
vergence was achieved with a relatively small number of
plane waves. We estimate that with the 1600 plane waves
per polarization the electromagnetic mode frequencies
were calculated to an accuracy of better than 1%. This
technique provides a simple way to solve problems in elec-
trodynamics that takes full account of the vector nature
of electromagnetic radiation.

The band structures are calculated for two dielectric
lattices. The first structure is created by orienting
an array of cylinders of high dielectric strength (e = 8.9,
the dielectric constant of alumina) in a square lattice.
A cross section of this crystal is shown as an inset to
Fig. 1(a). The radius of the cylinders is chosen to be 0.2a,
where a is the crystal lattice constant. This structure

r corresponds to the experimental setup of Robertson
et al. 4 The second structure is created by beginning
with a high-dielectric (e = 8.9) material and removing a
square array of square holes from it. A cross-sectional
view of this structure is shown as an inset to Fig. 1(b).
The square holes were chosen to have length 0.84a on a
side.

The photonic band structures for the two dielectric
arrays are shown in Fig. 1. Clearly the lattice of dielec-
tric cylinders has a complete gap for TM modes (solid
curves) but not for TE modes (dashed curves). The re-
verse is true for the array of square holes, which has a gap
for TE modes but not for TM modes. It is important to
note that all these structures still exhibit small splittings
between all bands at the X point and most bands at the M
point. This is a consequence of band repulsion, which is
well known in electronic band structures. Because all
these bands exhibit some splitting, our goal in this investi-

r gation is to discover why some splittings are large and oth-
ers are small.

:e- To investigate the size of the splitting, we examine the
pa- field patterns of states for each polarization of each struc-
M ture, shown in Figs. 2-5. Each of these figures shows the
nt displacement field, D(r). For the TM modes this dis-
of placement field is oriented normal to the plane, D(r) =
,v~os d(r)z, where d(r) is a real scalar function. In Figs. 2 and
rea 4 the height of the surface represents d(r), the size of the
.re z component of D(r). For the TE modes this displace-
a ment field is oriented in the plane, D(r) * 2 = 0. In

Figs. 3 and 5 the displacement field is represented by field
es, lines. In all cases the fields are shown at the M point,
'r- k = (G/2,0). The fields at those zone-edge states have
(1) opposite phases in each unit cell in the direction of the

wave vector (x) and constant phases in each unit cell per-
pendicular to the wave vector.

2)

(3)

er
Lue

re-

TM Modes in Dielectric-Rod Array
The TM modes of this structure have a large gap. In
Fig. 2(a) we see that the fields associated with the dielec-
tric material are strongly concentrated in the dielectric
regions. This contrasts strongly with Fig. 2(b), which
shows the field pattern of the air band. Here a nodal
plane cuts through all the dielectric cylinders, expelling
some of the displacement field amplitude from the dielec-
tric region.

Clearly the frequency of light for a given wavelength is
lower in dielectric material than in air. It seems reason-
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Meade et al.

Figure 4.2: Dispersion relations for photonic crystals shown in insets. (a) is a square lattice
of dielectric cylinders; (b) is a square lattice of square-shaped voids, forming
square window frame-like channels of dielectric. Dielectric constants in each
structure is ε = 8.9. Dashed lines indicate TE modes and solid lines indicate
TM modes. Figure reproduced from [61].
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x direction

y direction
(a)

0
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0

y direction
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Fig. 2. Displacement fields of X-point TM states inside a square
array of high-dielectric (e = 8.9) cylinders. TM modes have D
normal to the plane, D(r) = d(r)2. The height of the surface
represents the size of the z component of the displacement field.
Positive peaks represent displacement fields pointing up the
cylinders, and negative peaks show displacement fields pointing
down the cylinders. (a) Dielectric-band state; (b) air-band state.

able, then, that eigenmodes that have most of their char-
acter in the dielectric region have lower frequency than
those with most of their energy in air. This simple obser-
vation explains the large splitting between these two
bands: the first band has most of its character in the
dielectric regions and has a low frequency, while the sec-
ond has most of its character in the air and a higher fre-
quency. This behavior is corroborated by comparing the
fill factor for these two bands, defined as

F Kg
E*(r) D(r)d3 r

(4)
f E*(r) D(r)d3 r

The fill factor, which measures the amount of electric-
field energy located inside the high-dielectric region, is
shown in Table 1. Note that f is large for the dielectric
band but small for the air band, as we would expect from
our qualitative analysis of the field patterns.

TE Modes in Dielectric-Rod Array
The TE modes of the rod, for which there is only a small
band gap, are displayed in Fig. 3. Like the TM modes,
the TE modes would tend to be concentrated inside the
dielectric regions to lower their frequency. However,

there is no continuous pathway between the dielectric
rods to contain the fields. Since the field lines must be
continuous, they must penetrate the air regions. For this
reason neither band is strongly concentrated in the dielec-
tric region. Since the bands do not contrast strongly with
each other, they do not have a large frequency splitting.
Note that the vector nature of the electromagnetic field is
crucial to understanding the band gap in this case. The
scalar D field of the TM modes could easily be localized

(a)

I

(b)
Fig. 3. Displacement fields of X-point TE states inside a square
array of high-dielectric (e = 8.9) cylinders. TE modes have D in
the plane D(r) 2 = 0, and the figure shows the field lines of D.
Cylinders of high-dielectric material are enclosed by dotted
circles, and the displacement field lines are shown as solid curves.
(a) Dielectric-band state; (b) air-band state.

/ N~~~~~~~~~~~~

. .

Meade et al.

/
I

Figure 4.3: TM Displacement field configurations (a) below and (b) above the band gap for
the cylinder array. The D field is in the z-direction, so it is plotted here as a
surface plot over the x-y plane. Figure reproduced from [61].

look similar; the D field must traverse both the dielectric and air regions because of the

constraint that ∇·D = 0—the vector nature of D ensures both modes are not too dissimilar

in frequency. Meade et al. thus argue that the disconnected nature of the high dielectric

space contributes to the frequency gap in the TM modes.

In the case of the square array of square holes, the situation is exactly the opposite.

Shown in Figure 4.5, the TM modes below and above the gap are confined well to the

dielectric in similar ways, though they remain orthogonal, so their frequencies are similar.

In Figure 4.6, however, the TE mode below the gap can continuously traverse the unit cell

without exiting the high dielectric medium, ensuring its frequency is low. The mode above

the gap is forced out of the high dielectric region to ensure orthogonality with the lower

frequency mode, and a large gap forms. In this way, that the dielectric space is connected

ensures a large gap in the TE modes.

For band gaps in two dimensions, because the band just below the gap exhibits good
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Fig. 2. Displacement fields of X-point TM states inside a square
array of high-dielectric (e = 8.9) cylinders. TM modes have D
normal to the plane, D(r) = d(r)2. The height of the surface
represents the size of the z component of the displacement field.
Positive peaks represent displacement fields pointing up the
cylinders, and negative peaks show displacement fields pointing
down the cylinders. (a) Dielectric-band state; (b) air-band state.

able, then, that eigenmodes that have most of their char-
acter in the dielectric region have lower frequency than
those with most of their energy in air. This simple obser-
vation explains the large splitting between these two
bands: the first band has most of its character in the
dielectric regions and has a low frequency, while the sec-
ond has most of its character in the air and a higher fre-
quency. This behavior is corroborated by comparing the
fill factor for these two bands, defined as

F Kg
E*(r) D(r)d3 r

(4)
f E*(r) D(r)d3 r

The fill factor, which measures the amount of electric-
field energy located inside the high-dielectric region, is
shown in Table 1. Note that f is large for the dielectric
band but small for the air band, as we would expect from
our qualitative analysis of the field patterns.

TE Modes in Dielectric-Rod Array
The TE modes of the rod, for which there is only a small
band gap, are displayed in Fig. 3. Like the TM modes,
the TE modes would tend to be concentrated inside the
dielectric regions to lower their frequency. However,

there is no continuous pathway between the dielectric
rods to contain the fields. Since the field lines must be
continuous, they must penetrate the air regions. For this
reason neither band is strongly concentrated in the dielec-
tric region. Since the bands do not contrast strongly with
each other, they do not have a large frequency splitting.
Note that the vector nature of the electromagnetic field is
crucial to understanding the band gap in this case. The
scalar D field of the TM modes could easily be localized
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Fig. 3. Displacement fields of X-point TE states inside a square
array of high-dielectric (e = 8.9) cylinders. TE modes have D in
the plane D(r) 2 = 0, and the figure shows the field lines of D.
Cylinders of high-dielectric material are enclosed by dotted
circles, and the displacement field lines are shown as solid curves.
(a) Dielectric-band state; (b) air-band state.
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Figure 4.4: TE Displacement field configurations (a) below and (b) above the band gap
for the cylinder array. The D field is in the x-y plane and obeys the Maxwell
equation ∇ ·D = 0, so it is divergenceless and continuous. Both modes are of
similar frequency. Figure reproduced from [61].
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TE Modes in Square-Hole Array
In Fig. 5 we see the displacement field lines for the TE
modes of the square lattice, which do exhibit a photonic
band gap. Unlike its counterpart in the rod lattice, the
dielectric band of the square-hole array can extend its D
field to neighboring lattice sites without ever leaving the
dielectric regions. This situation is clearly shown in
Fig. 5(a), which shows the field lines contained within the
dielectric veins connecting the sites of the lattice. How-n-
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Fig. 4. Displacement fields of X-point TM states inside a square
array of square holes in a high-dielectric ( = 8.9) material. TM
modes have D normal to the plane, D(r) = d(r)2. The height of
the surface represents the size of the z component of the displace-
ment field. Positive peaks represent displacement fields point-
ing up the veins between square holes, and negative peaks show
displacement fields pointing down the veins between square
holes. (a) Dielectric-band state; (b) air-band state.

in the rods, but the continuous field lines of the TE modes
must penetrate the air regions to connect neighboring
rods.

The low fill factors for the modes shown in Fig. 3 con-
firm that both are concentrated in the air. It is confusing
that the fields at the M point show a large difference in fill
factor but a small splitting. Fortunately, this is the only
case that breaks the trend.

TM Modes in Square-Hole Array
A study of the displacement field patterns in the square-
hole array is equally revealing. Figure 4 shows the fields
associated with the dielectric and the air bands of the TM
mode for which there is only a small splitting. In this
case both bands are contained predominantly within the
dielectric regions. The fields of the dielectric band are
confined to the square lattice of dielectric crosses,
whereas the air band is contained in dielectric veins con-
necting the sites of the square lattice. The similarity of
dielectric and air bands accounts for the lack of a TM gap.
Again, this qualitative picture of the modes is confirmed
by the fill factors shown in Table 2. Thus, in this case it
was the lack of concentrated regions of dielectric material
that prohibited us from forming a photonic band gap.

(a)

(b)
Fig. 5. Displacement fields of X-point TE states inside a square
array of square holes in a high-dielectric (e = 8.9) constant. TE
modes have D in the plane D(r) * . = 0, and the figure shows the
field lines of D. The regions of high-dielectric strength are en-
closed by dotted curves, and the displacement field lines are
shown as solid curves. (a) Dielectric-band state; (b) air-band
state.
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Figure 4.5: TM Displacement field configurations (a) below and (b) above the band gap for
the square hole array. Figure reproduced from [61].
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TE Modes in Square-Hole Array
In Fig. 5 we see the displacement field lines for the TE
modes of the square lattice, which do exhibit a photonic
band gap. Unlike its counterpart in the rod lattice, the
dielectric band of the square-hole array can extend its D
field to neighboring lattice sites without ever leaving the
dielectric regions. This situation is clearly shown in
Fig. 5(a), which shows the field lines contained within the
dielectric veins connecting the sites of the lattice. How-n-
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Fig. 4. Displacement fields of X-point TM states inside a square
array of square holes in a high-dielectric ( = 8.9) material. TM
modes have D normal to the plane, D(r) = d(r)2. The height of
the surface represents the size of the z component of the displace-
ment field. Positive peaks represent displacement fields point-
ing up the veins between square holes, and negative peaks show
displacement fields pointing down the veins between square
holes. (a) Dielectric-band state; (b) air-band state.

in the rods, but the continuous field lines of the TE modes
must penetrate the air regions to connect neighboring
rods.

The low fill factors for the modes shown in Fig. 3 con-
firm that both are concentrated in the air. It is confusing
that the fields at the M point show a large difference in fill
factor but a small splitting. Fortunately, this is the only
case that breaks the trend.

TM Modes in Square-Hole Array
A study of the displacement field patterns in the square-
hole array is equally revealing. Figure 4 shows the fields
associated with the dielectric and the air bands of the TM
mode for which there is only a small splitting. In this
case both bands are contained predominantly within the
dielectric regions. The fields of the dielectric band are
confined to the square lattice of dielectric crosses,
whereas the air band is contained in dielectric veins con-
necting the sites of the square lattice. The similarity of
dielectric and air bands accounts for the lack of a TM gap.
Again, this qualitative picture of the modes is confirmed
by the fill factors shown in Table 2. Thus, in this case it
was the lack of concentrated regions of dielectric material
that prohibited us from forming a photonic band gap.

(a)

(b)
Fig. 5. Displacement fields of X-point TE states inside a square
array of square holes in a high-dielectric (e = 8.9) constant. TE
modes have D in the plane D(r) * . = 0, and the figure shows the
field lines of D. The regions of high-dielectric strength are en-
closed by dotted curves, and the displacement field lines are
shown as solid curves. (a) Dielectric-band state; (b) air-band
state.

Meade et al.

Figure 4.6: TE Displacement field configurations (a) below and (b) above the band gap for
the square hole array. Figure reproduced from [61].

confinement of the displacement field to the high dielectric medium, it is called the “dielectric

band.” The band just above the gap shows modes with fields that penetrate appreciably into

the void space, so it is the “air band.” This confinement can be quantified with the what

Meade terms the fill factor, though I will use the term concentration factor so to not confuse

it with the dielectric fill fraction φ. The concentration factor is a dimensionless measure of

the proportion of electric energy density confined to the high dielectric region,

f =

∫
Vε
ddr 1

ε
|D|2∫

V
ddr 1

ε
|D|2

. (4.21)

Here, V is the volume of the unit cell and Vε is the volume occupied by the high dielectric

material. Tables 4.1 and 4.2 show the concentration factors for the modes at the X and

M points in bands just below and just above the band gap, recreated from [61]. For most

bands, the concentration factor goes down as the band number goes up; decreasing the

concentration factor generally increases the frequency. Band gaps for these structures occur

between modes with the greatest difference in concentration factor.
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k point fdiel fair

TM
X 0.83 0.32

M 0.91 0.60

TE
X 0.09 0.23
M 0.60 0.10

Table 4.1: Concentration factors for square lattice of dielectric cylinders for the band below
the gap (dielectric band) and just above the gap (air band). The band gap for
this structure lies above the M point and below the X point in the TM mode,
highlighted in pink. Table reproduced from [61].

k point fdiel fair

TM
X 0.89 0.77
M 0.92 0.86

TE
X 0.83 0.14

M 0.84 0.25

Table 4.2: Concentration factors for square lattice of square holes for the band below the gap
(dielectric band) and just above the gap (air band). The band gap for this struc-
ture lies above the M point and below the X point in the TE mode, highlighted
in pink. Table reproduced from [61].

It is generally difficult—though possible—to form a full band gap in two dimensions,

because the high dielectric space has to be sufficiently disconnected to open a gap in the TM

modes but also sufficiently connected to open a gap in the TE modes. In three dimensions,

the prospect of such a design is much easier, but the analysis of the fields is necessarily

fully vectorial and harder to visualize. In the next subsection, I will examine the field

configurations for a small number of representative structures.

4.4.2 Extensions of connectivity principle to three dimensions: examples and

counterexamples

The principle of a “dielectric” and an “air” band is sufficient to explain the appearance

of gaps in two dimensions, and we find examples in three dimensions where it is also a good

framework. In our data are examples of materials that show good confinement to the high

dielectric region below the gap and poor confinement above. In this section, I will give a

qualitative overview of the modes below and above some selected band gaps in our large
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database. For the examples chosen, Table 4.3 lists the concentration factors and band gap

sizes.

Configurations of the D field are shown in Figures 4.7–4.14. Each mode is normalized

such that
∫
V
d3r |D|2 = 1. The magnitude of each vector is signified by both its length and

its color; green vectors have a large magnitude than blue ones. The regions bound by gray

contour are high dielectric material with ε = 16. These visualizations were created using

Mayavi [73].

Figure 4.7 shows two modes below and above the gap for the structure tP12-O2Si, or

cristobalite, a commonly studied photonic band gap structure [75, 57]. For a sufficiently

large dielectric sphere radius, this structure exhibits a completely connected region of high

dielectric, such as in the two-dimensional example of the square void structure. The mode

below the gap shows smooth, slowly varying field lines flowing through the high dielectric

medium, whereas above the gap, field lines are pushed out of the medium into the void

space, and field lines within the dielectric are significantly more curled. This structure

exhibits a large band gap of 24.3%, likely due to this large difference in concentration factor

of ∆f = 0.34.

The three-dimensional analog of the square lattice of voids is a simple cubic lattice

of voids; Figure 4.8 shows the modes below and above the band gap for this structure,

inverse cP1. Scooping out spherical sections of dielectric on a simple cubic lattice leaves

high dielectric regions roughly in the shape of octahedra connected by thin channels. Below

the gap, field lines are arranged in a large closed loop that is isolated from other unit cells,

unlike tP12-O2Si which has continuous and connected field configurations. Above the gap,

significant field density is found outside the dielectric. The differences in concentration factor

above and below the gap is 0.3 and the gap is 11.6%.

Finally, the structure tI4-MnY with a radius of r = 0.20 exhibits a band gap between

bands 14 and 15, relatively high frequency, and the mode profiles are shown in Figure 4.9.

Good confinement to the dielectric is achieved in the lower band by each isolated dielectric
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sphere hosting a swirling motif of D field lines. Above the gap, field lines occur in dipole-like

motifs, and the symmetry axes of each sphere are misaligned with all the other spheres. This

misalignment ensures the fields need to penetrate significantly into the void space, raising

the frequency and opening the gap. Here, the concentration factor difference is 0.43 but the

gap size is only 4.8%.

In addition to these three structures that exhibit good concentration factor differences

that open their band gaps, we have examples of structures that show gaps without exhibiting

significant concentration factor differences. In fact, the same structure tI4-MnY that shows a

gap of 4.8% with ∆f = 0.43 shows a gap of 6.1% with only a ∆f of 0.12 at a higher dielectric

sphere radius. Increasing the radius to r = 0.29 connects the dielectric space, and a gap is

opened between bands 2 and 3; mode profiles are shown in Figure 4.10. The mode below the

gap is characterized by slowly varying, gently curling field lines that connect between unit

cells. Above the gap, there are two “lanes” of field lines that run anti-parallel to each other,

causing significant local curl inside the dielectric.

Perhaps the most archetypal structure for photonic band gap materials [46, 23, 58, 86, 30],

diamond cubic (cF2-C), is capable of exhibiting multiple different band gaps between a

variety of different bands; this structure, however, does not open its gaps by optimizing ∆f .

Diamond cubic is shown for r = 0.26 in Figure 4.11 and for r = 0.33 in Figures 4.12 and 4.13.

At r = 0.26, diamond exhibits a gap of 14.5% between bands 8 and 9, but the concentration

factors above and below the gap are both 0.74. At this radius, the dielectric spheres are

nearly touching but do not connect. Band 8 is characterized by isolated swirling motifs, and

band 9 is characterized by isolated dipole-like motifs.

At r = 0.33, Figure 4.12 shows modes in bands 2 and 3, which exhibit a gap of 15.2%; the

concenration factor difference is ∆f = 0.11. At this density, the dielectric forms a connected

network. The picture here is almost the inverse of Figure 4.11; the band below the gap is

characterized by a dipole-like configuration that spans both spheres in the unit cell, and the

mode above the gap shows swirling modes. The vast difference in curl between these two
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Figure 4.7: Modes in tP12-O2Si, with radius r = 0.2. Left is band 4, below the gap; D field
lines follow the dielectric channels and bend slowly, curling little. Right is band
5, just above the gap; D field lines escape the dielectric and fill the void space,
raising the frequency significantly above that of band 4. Field lines within the
dielectric have much more curl than the mode in band 4.

configurations is likely responsible for opening the gap.

Figure 4.13 shows modes in bands 24 and 25 at the same sphere radius, which exhibit

a gap of 4.1%, and the concentration factor difference here is ∆f = 0.15. At these high

band numbers, the modes are significantly more complex than at lower bands, and it is not

evident from the field configurations what opens this small gap.

Finally, there is a strange example in the structure tP4-PdO that exhibits a small gap of

1.3% between bands 18 and 19 that displays a negative difference in concentration factors;

the field of the “dielectric band” has more energy density outside of the dielectric than

the “air band” does. Figure 4.14 shows that these modes have a complicated configuration

composed of both dipole-like and swirling motifs.

The concentration factor difference is a good explanation of band gap opening in two

dimensions, but appears to be an incomplete heuristic in three dimensions. In all of the
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Figure 4.8: Modes in inverse cP1, with void radius of r = 0.61. Left is band 5, below the
gap; D field lines are isolated to a single unit cell in a closed loop. Right is band
6, just above the gap; D field lines escape the dielectric, raising the frequency
above that of band 5.

Figure 4.9: Modes in tI4-MnY, with radius r = 0.20. Left is band 14, just below the gap;
D field is well confined in isolated swirling motifs. Right is band 15, just above
the gap; D field is arranged in dipole-like motifs in isolated dielectric regions.
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Figure 4.10: Modes in tI4-MnY, with radius r = 0.29. Left is band 2, just below the gap;
field lines are slowly varying and flow continuously between unit cells. Right is
band 3, just above the gap; field lines need to flow past each other, generating
local curl, increasing the frequency, and opening the gap.

Figure 4.11: Modes in cF2-C, diamond cubic, with r = 0.26. Left is band 8, below the gap;
swirling motifs are isolated to the disconnected dielectric spheres and little field
escapes. Right is band 9, just above the gap; modes are still confined to the
dielectric spheres, but exhibit dipole-like configurations.
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Figure 4.12: Modes in cF2-C, diamond cubic, with r = 0.33. Left is band 2, below the gap;
field lines flow from one sphere to the other in a large dipole-like configuration.
Right is band 3, just above the gap; though the spheres are connected, field
lines curl in isolated swirling motifs.

fdiel fair ∆ω∗ Band no.
tP12-O2Si 0.93 0.59 0.243 4–5
cP1 (inv) 0.97 0.67 0.116 5–6
tI4-MnY, r = 0.20 0.98 0.55 0.048 14–15
tI4-MnY, r = 0.29 0.98 0.86 0.061 2–3
cF2-C, r = 0.26 0.74 0.74 0.145 8–9
cF2-C, r = 0.33 0.95 0.84 0.152 2–3
cF2-C, r = 0.33 0.99 0.84 0.041 24–25
tP4-PdO 0.53 0.64 0.013 18–19

Table 4.3: Concentration factors for modes just below and just above band gaps in a vari-
ety of structures. ∆ω∗ is the nondimensionalized gap width, and band number
signifies the location of the gap with how many bands are below the gap.
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Figure 4.13: Modes in cF2-C, diamond cubic, with r = 0.33. Left is band 24, below the gap;
field lines are arranged in double-swirl configurations in each sphere. Right is
band 25, just above the gap; the field configurations are highly contorted and
do not exhibit isolated swirling motifs.

Figure 4.14: Modes in tP4-PdO, with radius r = 0.25. Left is band 18, just below the gap;
two isolated spheres exhibit a dipole-like motif with axes aligned, one sphere
exhibits a swirling motif, and the left-most sphere has little confined field at
all. Right is band 19, just above the gap; two spheres again have a dipole-
like motif, but at right angles to each other. The remaining two spheres have
swirling motifs.
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structures shown, however, there is a significant change in symmetry and topology of the

mode configurations, even if there is not a large change in concentration factor. Modes can

change from swirling to dipole motifs or vice versa across a band gap (Figures 4.9, 4.11,

4.14), or the modes can change from continuous to isolated (Figures 4.7, 4.8, 4.12). In the

next section, I will discuss these motifs in the context of vector spherical harmonics.

4.4.3 Common field motifs: vector spherical harmonics

Ohtaka and Tanabe discuss that the iterative solution of the Maxwell eigenproblem is

easier basis functions other than plane waves are used. For periodic dielectric media com-

posed of dielectric spheres, vector spherical harmonic waves are good basis functions to solve

Maxwell’s equations with [67]. To briefly review, two types of vector spherical harmonics,

guaranteed to have zero divergence, are used in the context of electromagnetism:

DM(r) = iL̂Y m
` (θ, φ), (4.22)

DN(r) =
1

q
∇× iL̂Y m

` (θ, φ), (4.23)

iL̂ = r×∇. (4.24)

Because the spherical harmonics are solutions the Helmholtz equation, the solutions DM(r)

and DN(r) are also guaranteed to be solutions to the Helmholtz equation:

(
∇2 + q2

)
Y m
` (θ, φ) = 0, (4.25)

(
∇2 + q2

)DM(r)

DN(r)

 = 0. (4.26)

In constant dielectric media, ε(r) = ε, the Maxwell eigenproblem reduces simply to this

Helmholtz equation, identifying qc = ω
√
ε. The notation M and N is taken from Ohtaka

and Tanabe [67], who follow the notation of Stratton [78]. For the dielectric media studied
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here composed of spherical regions of constant dielectric, it is not surprising that good basis

functions for expansion are these vector spherical harmonics.

These vector spherical harmonics are prevalent in many structures we have discussed, dia-

mond cubic at r = 0.26 displays both in Figure 4.11. The band below the gap is characterized

by M -waves with ` = 1, the swirling motifs, and the band above the gap is characterized by

N -waves with ` = 1, the dipole-like motifs. These types of spherical harmonics are excellent

approximations when dielectric spheres are well separated, even up to band 18 in the case

of tP4-PdO (Figure 4.14). When the dielectric space becomes connected, the motifs must

merge and blend together, as demonstrated for diamond cubic at r = 0.33 in Figure 4.12.

Here, the band below the gap is characterized by two N -like spherical waves that have merged

together along the same axis. The band above the gap shows two M -like spherical waves

swirling in opposite directions, like two connected rotating gears, which ensures little curl

of the D-field at the junction between two spheres. In the very high band number gap of

diamond cubic with r = 0.33, shown in Figure 4.13, the spherical waves are higher order in

`. The band below the gap shows M modes with ` = 2 and m = 0 or m = ±2 (changing

the value of m simply reorients the primary axis). The band above the gap shows N modes

with the same values of ` and m.

M and N spherical waves transform differently under inversion, a symmetry group el-

ement in many space groups. The swirling M modes transform into themselves under in-

version, whereas the N modes pick up a minus sign. The space group symmetry of the

photonic crystal strongly constrains the form of the band structure by constraining the rep-

resentations of the space group under which the eigenmodes transform (for a brief overview

of representation theory relevant to this band structure problem, see Appendix C). If, in a

particular structure, M -like modes are very low energy and N -like modes cause field lines

to bleed out into the void space, as in Figure 4.9, the bands belonging to representations

even under inversion would likely be comprised mostly of M waves and bands belonging to

representations odd under inversion would likely be N waves. Thus, the M -like band would
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be far lower in frequency than the N -like band, possibly opening up a gap.

Watanabe and Lu [84] used group theoretical techniques to constrain the band structures

of dielectric photonics that exhibit gaps. They determined, for each of the 230 space groups,

the minimum number of bands required to connect with each other below and above band

gaps, M and M ′ (not to be confused with the vector spherical harmonic index M). M is

the minimum number of bands that must connect with each other and the Γ point below

the first band gap. M ′ is the minimum number of bands that must connect with each other

between the first band gap and any second band gap. This theoretical result is useful to

constrain the locations of possible band gaps. However, group theoretical predictions must

be combined with physics-based intuition; for example, Figures 4.9 and 4.10 show different

band gaps and motifs, but belong to the same structure and thus the same space group.

Further work on this problem will certainly involve the combination of group theory and the

vector spherical harmonic expansion of the eigenmodes. In two dimensions, the presence of

a band gap is determined by the behavior of TM and TE polarized modes; it may be the

case that M and N spherical waves are the relevant polarizations for investigating 3D band

gaps.
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CHAPTER V

Conclusions and outlook

In Chapter II, I approximated an entropically stabilized hard particle crystal as a har-

monic solid and computed its entropy as contributions from fluctuations of normal modes. A

priori, the hard hexagon solid had no reason to be approximately harmonic; in fact it seems

like a remarkable fact in itself that the structure acted like it was bound by entropic springs.

The hexagon solid is a good choice for this approximation, because it exhibits well defined

equilibrium positions and orientations. This requirement means that harmonic analysis of

liquids, liquid crystals, or plastic crystals, which lack well-defined equilibrium orientations,

aren’t meaningful. For example, hard pentagons exhibit two solid phases: one is a crystal

and one is a rotator crystal. Harmonic mode analysis would only be applicable in the crystal

phase, unless the entropy of the orientational degrees of freedom can be estimated another

way in the rotator crystal phase.

Regardless of these limitations, harmonic mode analysis is a simple tool to examine the

rotational and translational contributions to the entropy. This could find use in analyzing

the driving force of solid-solid phase transitions exhibited by some hard particles [32], where

harmonic analysis is a good approximation in each phase. The extension to three dimen-

sions is straightforward, though it may be the case that care must be taken to correctly

incorporate the non-Abelian nature of the rotation group in three dimensions. Rotations in

three dimensions are described by unit quaternions (or equivalently, Pauli matrices), which
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are non-commutative. Thus, a harmonic theory for small deviations around an equilibrium

quaternion may require more sophisticated mathematical tools than a simple matrix of sec-

ond derivatives used in two dimensions.

In Chapter III, I reviewed the chiral symmetry breaking transition that hard triangles

undergo at high density, and I showed this transition also occurs in hard squares. This

continuous transition was shown to belong to the two-dimensional Ising universality class,

exhibiting critical exponents β = 1/8 and ν = 1. Partitioning the entropy by mode across

the phase transition showed the system sacrifices translational entropy for rotational entropy

in transiting to the chiral phase. I posited the microscopic mechanism likely has to do with

the increase of effective vertex repulsion as particles are forced closer together at higher

densities, because the phase transition disappears when the polygon corners are rounded.

Future work could map out a phase diagram as a function of system density and particle

roundness; it must be the case that at some nonzero rounding radius the chiral transition

vanishes. Though, rounded polygons may exhibit different kinds of phase transitions at high

density that do alter the underlying lattice, as Carmichael and Shell found [17], so this phase

diagram may confound the problem rather than illuminate it. Three-dimensional structures

can also be examined; hard cubes, for example, could be found to exhibit a chiral symmetry

breaking at high densities.

In Chapter IV, I explored the physics of electromagnetic fields in photonic crystals.

Along with Rose Cersonsky and Bradley Dice, we found that the heuristics used in two

dimensions to form good photonic band gaps are incomplete in three dimensions. I showed

counter-examples and motivated them from the perspective of the Maxwell eigenproblem.

Immediate work to be done still is a systematic, and likely automated, group theoretical

treatment of the band structures from our vast data space.

This problem is afflicted with richness and depth; the design space of potential photonic

materials is so vast, and even the data set Rose Cersonsky produced of 2710 structures does

not touch on the possibility of metallic photonic crystals, dielectric crystals with anisotropic
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dielectric constants, or frequency-dependent dielectric constants. Though, it may be that

expanding the search for photonic crystals to those higher-dimensional search spaces would

not yield further insight into the electromagnetic eigenproblem. Much more work can be

done with the vast database we already have at our disposal. Like the paper that inspired

our search into photonics [19], future work could involve a directed search for designer phase

transitions for reconfigurable photonic materials.
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APPENDIX A

Properties of Gaussian-distributed random variables

The statistical physics of harmonic Hamiltonians are governed by the statistical properties

of Gaussian distributions. Here, I derive rudimentary properties of Gaussian distributions

useful for calculating physical properties of harmonic systems.

A general Hamiltonian second order in degrees of freedom xµ is

βH =
1

2
xµKµνxν . (A.1)

The indices µ and ν run from 1 to N , the number of degrees of freedom, and Kµν is a sym-

metric, positive-definite matrix, that is, Kµν = Kνµ and xµKµνxν > 0 for all configurations

xµ. The partition function of this Hamiltonian is then

Z =

∫ ∏
µ

dxµ e
− 1

2
xµKµνxν =

(2π)N/2√
det K

. (A.2)

Therefore, the probability density over the phase space of xµ is

ρ(xµ) =
e−

1
2
xµKµνxν

Z
. (A.3)

The moments of this Gaussian distribution can be computed easily by formulating the mo-
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ment generating function:

Z(J) =

∫ ∏
µ

dxµ e
− 1

2
xµKµνxν+Jµxµ . (A.4)

Derivatives of the function Z(J) with respect to J generate unnormalized moments of the

distribution ρ(xµ) when J → 0.

∂Z(J)

∂Jµ
=

∫ ∏
µ

dxµ
∂

∂Jµ
e−

1
2
xµKµνxν+Jµxµ =

∫ ∏
µ

dxµ xµe
− 1

2
xµKµνxν+Jµxµ =

J→0
Z 〈xµ〉 . (A.5)

Any moment 〈xi1xi2 . . . xin〉 is then generated by sequential derivatives of Z(J) with respect

to Ji1 , Ji2 . . . Jin . The generating function Z(J) can be calculated exactly by completing the

square,

Z(J) =

∫ ∏
µ

dxµ e
− 1

2
Kµν(xµ+K−1

µσ Jσ)(xν+K−1
νγ Jγ)+ 1

2
JσK

−1
σγ Jγ .

Z(J) =
(2π)N√
det K

e
1
2
JσK

−1
σγ Jγ = Z(0)e

1
2
JσK

−1
σγ Jγ . (A.6)

As an example, here we can show the fourth order correlation function 〈xµxνxσxγ〉 breaks

up into a sum of products of two-point functions.

〈xµxν〉 =
1

Z(0)

(
∂

∂Jµ

∂

∂Jν
Z(0)e

1
2
JσK

−1
σγ Jγ

)∣∣∣∣
J=0

=
(
e

1
2
JσK

−1
σγ Jγ

[
K−1
µν +K−1

µσK
−1
νγ JσJγ

])∣∣∣
J=0

.

〈xµxν〉 = K−1
µν . (A.7)

〈xµxνxσxγ〉 =

(
∂

∂Jµ

∂

∂Jν

∂

∂Jσ

∂

∂Jγ
e

1
2
JσK

−1
σγ Jγ

)∣∣∣∣
J=0

.
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〈xµxνxσxγ〉 = K−1
µνK

−1
σγ +K−1

µσK
−1
νγ +K−1

µγK
−1
νσ = 〈xµxν〉 〈xσxγ〉+〈xµxσ〉 〈xνxγ〉+〈xµxγ〉 〈xνxσ〉 .

(A.8)

It is a general property of this Gaussian distribution that moments of order 2n break up into

sums of products of n two-point functions.
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APPENDIX B

Hydrodynamic projection operator method for

harmonic mode analysis

For a lattice of particles interacting harmonically and not straying too far from their

lattice positions, the displacement covariance analysis methods of Section 2.2 are sufficient

to calculate correlation functions of normal modes and thus dispersion relations. However,

as the system density is decreased, dislocation pairs begin to populate the crystal and allow

particles to diffuse. As particles wander arbitrarily far away from their prescribed lattice

site, their associated crystal displacement vectors become ill-defined, rendering the Fourier

transform in Equation 2.3 of the main text invalid. To say it another way, 〈ri〉, the equilib-

rium position of particle i becomes undefined over long times. This is not to say that the

crystal is ill-defined, because it still has well-defined lattice positions. The particle indices

become ill-defined, and so a method that is agnostic to particle identity is required. At these

densities, we use the method of Walz and Fuchs [83] which uses the formalism of Zwanzig-

Mori projection operators [64, 91] to calculate longitudinal phonon, transverse phonon, and

libron modes. Here, we sketch the method briefly and define relevant quantities used to

calculate modes with this method.

A liquid in two dimensions has four hydrodynamic modes which arise from four conserved

quantities: mass, energy, and both components of momentum. Hydrodynamic modes also
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arise in the presence of broken symmetry [34]. In the solid phase the translational order

parameters defined by

ng =
1

V

N∑
i

〈e−ig·ri〉 (B.1)

are nonzero and thus correspond to hydrodynamic variables when g is any nonzero reciprocal

lattice vector (ng=0 is simply the hydrodynamic variable associated with mass conservation,

not broken symmetry). The Zwanzig-Mori formalism systematically furnishes the time de-

pendence of any (sufficiently large) set of hydrodynamic variables. In the case of this work,

the set of hydrodynamic variables of interest are the density and the translational order

parameters ng. The density waves at any given time are defined as

δng(k, t) =
N∑
i

e−i(g+k)·ri − δk,0ng. (B.2)

The Zwanzig-Mori formalism better predicts the time dependence of these density waves

when k is small, so the properties of waves near the center of the Brillouin zone (k ≈ g) will

be better estimated than those of waves near the edge. Walz and Fuchs show that this set

of hydrodynamic modes can be re-expressed in terms of longitudinal and transverse crystal

displacement modes,

uµ(k, t) = iN−1
µν

∑
g

n∗ggνδng(k, t). (B.3)

The 2× 2 matrix N normalizes the sum over g and is defined as

Nµν =
∑
g

|ng|2 gµgν . (B.4)

We use the above definition of the wave amplitudes to compute the dynamical matrix at

densities where the definition of ui from Equation 2.3 of the main text is ill-defined. The

sum over reciprocal lattice vectors g is, in principle, an unrestricted sum over all possible

lattice vectors. In practice, we truncate this sum after including the smallest six g vectors,

which produces dynamical matrices consistent with the DCA method at high densities where
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the DCA method is applicable.

The libron modes are found simply with a traditional Fourier transform, as there is no

issue defining the equilibrium orientation for each particle even if particles diffuse across

lattice sites:

θ(k, t) =
1√
V

∑
i

∆θi(t)e−ik·r
i(t). (B.5)

Here, ∆θi(t) is the difference between θ(t) and the equilibrium orientation modulo 2π/6 for

hexagons.
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APPENDIX C

Group theory, representation theory, and band

structure

In the context of any band structure problem, the behavior of the frequency bands ωk,n

is strongly constrained by the space group of the crystal. In this appendix, I use traditional

group theory and representation theory tools to examine the Maxwell eigenproblem for

photonic crystals. This material is taken from two excellent textbook sources: Dresselhaus,

Dresselhaus and Jorio [31] and Sakoda [74].

Following the notation of Section 4.2, for the Maxwell eigenproblem defined by ΘH =

(ω2/c2)H (Equation 4.6), a symmetry operation g belonging to the space group G of the

crystal can be shown to leave the entire operator Θ invariant,

gΘHk = ΘgHk =
ω2

c2
gHk. (C.1)

The action of g on the eigenmode Hk produces a new mode H′gk with the same frequency.

The action of all the elements g of G on the wavevector k produces the “star” of k, the

set of inequivalent k-points in the Brillouin zone that host modes of the same frequency.

However, if g transforms k into some k′ that is equivalent to k, that is, if k′ = k+K with K

some reciprocal lattice vector, then g belongs to the group of the wavevector k, Gk. These
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operations in Gk either leave the eigenmode Hk invariant or produce another eigenmode

gHk = H′k with the same eigenfrequency at the same point the Brillouin zone k. The group

structure of Gk thus governs the patterns of degeneracy at high-symmetry points in the

Brillouin zone.

Representation theory is used to determine the degeneracies and the behavior of bands

in photonic crystals, which I will briefly review here. In general, there is a set of degenerate

eigenmodes {H(1)
k ,H

(2)
k . . .H

(j)
k } all with the same frequency ωk that transform into each

other under the group elements of Gk. Any mode at k with frequency ωk can be written

as a linear combination of the H
(i)
k which can then be considered to be the basis functions

for a j-dimensional vector space. The action of a group element gk on some basis function

H
(1)
k produces some linear combination of the basis functions, so gk acts like a rotation in

the vector space of H
(j)
k . The action of gk can then be described by a j × j matrix R(gk),

a representation of the group element gk. Each element in Gk is mapped to a matrix R(gk)

such that,

gk,1gk,2 = gk,3 → R(gk,1)R(gk,2) = R(gk,3). (C.2)

It also follows that,

R(gk,1gk,2) = R(gk,1)R(gk,2). (C.3)

If we instead choose a different set of basis functions {H′(1)
k ,H

′(2)
k . . .H

′(j)
k }, these are

necessarily linear combinations of the original unprimed basis functions such that U{H} =

{H′}. The representations R(gk) then transform to UR(gk)U−1. Though the entries of the

matrix have changed, this transformation preserves the trace of the matrix, referred to as

the character χ of the matrix R(gk).

χΓ(gk) = TrR(gk). (C.4)

Here, Γ signifies the particular representation.

A representation is reducible if it can be transformed by some choice of U into a block
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diagonal form:

RΓ1+Γ2 =

RΓ1 0

0 RΓ2

 . (C.5)

The representation Γ1 +Γ2 is a direct sum of the representations Γ1 and Γ2. If no transforma-

tion exists to bring a representation to block diagonal form, the representation is irreducible.

The groups Gk have a finite number of irreducible representations (irreps). Furthermore,

the character of a reducible representation is the sum of the characters of the irreducible

representations that comprise it.

If g1,k = hkg2,kh
−1
k for hk any arbitrary element of Gk, then g1,k and g2,k belong to the

same conjugacy class, or they are conjugate. Representations of group elements that belong

to the same class have the same character, using Equation C.2 and the properties of the

trace, (briefly suppressing the k subscripts)

TrR(g1) = TrR(hg2h
−1) = Tr

[
R(h)R(g2)R(h−1)

]
= TrR(h)TrR(g2)TrR(h−1) = TrR(g2).

(C.6)

It can be shown that the number of conjugacy classes of a group is equal to the number of

irreps. The relationship between the the conjugacy classes of a group, the group’s irreps,

and the characters of those irreps is summarized by a character table. As an example, the

character table of the point group Oh, which is the symmetry group Gk for simple cubic at

k = 0 (signified as the Γ point in k-space) is shown in Table C.1. The identity operation, E,

under any representation is the unit matrix, so the character of E is simply the dimension

of the representation (the trace of a unit matrix is its dimension). The group Oh has ten

irreps of one, two, or three dimensions; it thus will never be the case that four or more modes

related to each other by symmetry operations of Oh have the same degenerate frequency.

Off of the Γ-point, the group of the wavevector Gk is generally reduced. For example,

at the ∆-point when k = (2π/a, 0, 0), the point group characterizing the symmetry opera-

tions that leave this wavevector invariant is C4v, which has only eight elements (Oh has 48
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Oh E 3C2
4 6C4 6C2 8C3 i 3iC2

4 6iC4 6iC2 8iC3

Γ+
1 1 1 1 1 1 1 1 1 1 1

Γ+
2 1 1 −1 −1 1 1 1 −1 −1 1

Γ+
12 2 2 0 0 −1 2 2 0 0 −1

Γ+
15 3 −1 1 −1 0 3 −1 1 −1 0

Γ+
25 3 −1 −1 1 0 3 −1 −1 1 0

Γ−1 1 1 1 1 1 −1 −1 −1 −1 −1
Γ−2 1 1 −1 −1 1 −1 −1 1 1 −1
Γ−12 2 2 0 0 −1 −2 −2 0 0 1
Γ−15 3 −1 1 −1 0 −3 1 −1 1 0
Γ−25 3 −1 −1 1 0 −3 1 1 −1 0

Table C.1: Character table for the point group Oh, which characterizes the symmetries of
simple cubic at the Γ point (k = 0). The columns are labeled by the operations
of each conjugacy class: E is the identity operation, 3C2

4 are rotations by π
around the three four-fold axes (100), 6C4 are rotations by π/2 or −π/2 around
the three four-fold axes, 6C2 are rotations by π around the six two-fold axes
(110), 8C3 are rotations by 2π/3 around the eight three-fold axes (111), and i is
inversion about the center. Each rotation can be compounded with inversion to
form roto-inversions. The rows are listed by the ten irreps of Oh, labeled under
the Bouckaert notation [15]. There are four 1d irreps, two 2d irreps, and four 3d
irreps; these are the only allowed number of degeneracies at the Γ point. The
structure of the Oh group prohibits, for example, four-fold degeneracies.

C4v E C2
4 2C4 2iC2

4 2iC2

∆1 1 1 1 1 1
∆2 1 1 −1 1 −1
∆′1 1 1 −1 −1 1
∆′2 1 1 1 −1 −1
∆5 2 −2 0 0 0

Table C.2: Character table for the point group C4v, which characterizes the symmetries of
simple cubic at the ∆ point (k = (2π/a, 0, 0)). The columns are labeled by the
operations of each conjugacy class: E is the identity operation, C2

4 are rotations
by π around the four-fold axis along the x-axis (100), C4 are rotations by π/2 or
−π/2 around the four-fold axis along the (100) axis, 2iC2

4 are rotoinversions by
π around either the (010) or (001) axis, and 2iC2 are rotoinversions by π around
either the (011) or (011̄) axis. The rows are listed by the five irreps of C4v. There
are four 1d irreps and only one 2d irrep.
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elements). The character table for this group is shown in Table C.2. Generally, modes that

are degenerate at one high-symmetry point can split when the symmetry is reduced; moving

off from Γ to ∆ in the Brillouin zone reduces the symmetry and lifts degeneracies. In a

band diagram, bands that converge at Γ will diverge when moving onto ∆. Representation

theory can also be used to determine how degeneracies will be lifted when moving from a

high symmetry point to a lower one. C4v is a subgroup of Oh, so some symmetry operations

are preserved under the symmetry reduction, and so are the characters of those symmetry

operations. For symmetry operations in both Oh and C4v, representations of Oh must be

reducible to representations of C4v. For example, the Oh irrep Γ+
15 must break up into at

least two irreps of C4v, because C4v does not have any 3d irreps. By comparing characters

for the operations common to both Oh and C4v, it must be the case that Γ+
15 → ∆1 + ∆5.

This decomposition is unique, and these relations that describe how representations of higher

order symmetries break up into representations of lower order ones are called compatibility

relations. The compatibility relations for any group Gk to any other group Gk′ are known

for all 230 space groups [10, 9, 11]. Γ+
15 → ∆1 +∆5 entails that the triple degeneracy at k = 0

(described by Γ+
15) is lifted to a two-fold degeneracy (described by ∆5) and a non-degenerate

mode (described by ∆1).

Each band can be labeled by its representation at each point in the Brillouin zone, and

the compatibility relations determine how the representations of a group of bands change

over the Brillouin zone. In general, the highest frequency below a band gap (and the lowest

frequency above the gap) can occur at any point in the Brillouin zone; representation theory

allows a unique connection from those arbitrary points to, for example, the Γ-point. This

unique connection to the Γ-point classifies the bands below and above band gaps by their

representations. Using group theory and representation theory provides a theoretically well-

founded way to determine the role space group symmetries play in determining the band

gaps of photonic crystals.
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