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Abstract 

This dissertation looks at how organizations manage sustainability issues, with an emphasis on the 

uncertainty in the environment. Chapter 1 explores how firms make investment decisions in 

Corporate Social Responsibility (CSR). Chapter 2 and Chapter 3 focus on a very timely and 

important sustainability issue: safe drinking water. 

Chapter 1 uses real options theories to examine how two types of uncertainty influence 

Corporate Social Responsibility (CSR) activities, based on CSRôs unique features of enhancing 

revenue growth and insuring against negative events. In particular, I capture uncertainty over firmsô 

negative social, environmental, or political events (negative event uncertainty) using sentiment 

embedded in news reports, and uncertainty in firmsô product or financial market (market 

uncertainty) using crude oil price shocks. I find that publicly-traded U.S. firms increase CSR 

activities when facing negative event uncertainty, but reduce CSR activities when facing market 

uncertainty1. These relationships are moderated by firmsô innovative productivity, which 

influences the opportunity cost of CSR investment, firmsô brand equity, which influences the 

damage of negative events, and the competitiveness of firmsô product markets, which influences 

CSRôs value to the firm. The findings support the view of CSR as a strategic investment. 

Chapter 2 is motivated by the observation that for-profit organizations have high-powered 

incentives to cut costs, and may degrade quality as a result. Prior work offers neither an integrated 

                                                           
1 As a matter of fact, firms in our sample reduce all types of investment (not just CSR) under conditions of negative 

market uncertainty. CSR is distinct among all types of investments because investment in CSR drops as a result of 

both negative market uncertainty and positive market uncertainty. 
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theory of the comparative advantage of for-profit and non-profit management in providing quality 

nor consistent empirical conclusions. We hypothesize that quality depends on the relative access 

to resources of different ownership forms, and test our hypotheses using data on ownership 

changes. Our context is the safety of U.S. drinking water supply, using a panel of 65,025 water 

systems from 2006 to 2014. By combining matching and difference-in-differences methods to 

construct comparable counterfactual control groups, we present the first large-scale empirical 

study of the ownership-service quality relationship that examines both privatization and 

municipalization. We find support for several hypotheses on the comparative advantages of public 

and private ownership. Nevertheless, privatization exhibits an absolute advantage: it consistently 

produces quality improvements but municipalization does not. We discuss potential explanations.  

Chapter 3 extends Chapter 2 to study why general deterrence effect of regulatory 

enforcement actions exists, using data on the quality violations and regulatory enforcement records 

of all 141,290 drinking water systems in the U.S. between 1980 and 2017. We argue that general 

deterrence is a response to two kinds of new information about the regulator, revealed through its 

past enforcement actions. The first kind of information is the regulator's type, i.e., how pro-

corporate vs. pro-environment the regulator is. The second kind of information is the regulator's 

level of resource constraints, since regulators become more strategic in enforcement when they are 

subject to resource constraints. In support of both stories, we find that general deterrence is more 

prominent during regulator turnover, when uncertainty about the regulatorôs type is high, and that 

general deterrence is more prominent for regulators with tighter budget constraints, especially 

when the budget constraints exhibit high intertemporal uncertainty. However, further exploration 

of the regulatory enforcement actions only supports the regulator type story but contradicts the 

resource constraints story. Finally, we find general deterrence is more prominent when the 



xi 
 

enforcement actions are coercive in nature, whereas prior cooperative enforcement actions may 

induce more violations by neighbors2.    

                                                           
2 One possible explanation for this phenomenon is that the regulator is teaching the neighbor how to come into 

compliance, and a cooperative enforcement action acts as a signal that the regulator will teach the neighbor next. 
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Chapter 1 

The Effect of Uncertainty on Corporate Social 

Responsibility: A Real Options Perspective 
 

1 Introduction  

Uncertainty has a crucial impact on firm decisions regarding costly irreversible investment 

(Handley and Limao, 2015). The decision-making becomes particularly tricky when the 

investment is subject to different types of uncertainty. This paper sheds light on one type of 

investment that falls into this category - engagement in Corporate Social Responsibility (CSR). 

With practices like impact investing as well as public awareness about sustainability on the rise, 

corporations are increasingly recognizing the value of CSR. CSR has also generated increasing 

interest from scholars in multiple disciplines, like economics (Bagnoli and Watts, 2003; Baron, 

2001; Bénabou and Tirole, 2006; Kitzmueller and Shimshack, 2012; Lyon and Maxwell, 2008), 

finance (Brammer, Brooks, and Pavelin, 2006; Deng, Kang, and Low, 2013; Di Giuli and 

Kostovetsky, 2014; Goss and Roberts, 2011; Lins, Servaes, and Tamayo, 2017), and strategy 

(Flammer, 2013; Hiatt, Grandy, and Lee, 2015; Kaul and Luo, 2017).  

In particular, I study how CSR activities are shaped by two types of uncertainty ï 

uncertainty in firmsô product or financial market (market uncertainty) and uncertainty over firmsô 

negative social, environmental, or political events (negative event uncertainty). This dynamic 

between CSR and uncertainty has to do with the ways CSR may benefit firms. First, CSR generates 
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competitive resources that enhance growth in revenue (and hence shareholder value) (Barnett, 

2007; Deng et al., 2013; Russo and Fouts, 1997). For example, Ciscoôs Networking Academy has 

trained millions of IT and network professionals for underprivileged communities (Cisco, 2018). 

The program significantly improved Ciscoôs brand image and market size (Porter and Kramer, 

2002). Second, CSR provides insurance limiting losses from negative events (McGuire, Sundgren, 

and Schneeweis, 1988; Lins et al., 2017; Luo, Kaul, and Seo, 2018). This is because when these 

negative events emerge, stakeholders may perceive a firm with a commendable CSR track record 

less negatively (Godfrey, Merrill, and Hansen 2009). For example, Nike, after decades of supply 

chain scandals (Forbes, 2010), reported significant involvement in CSR initiatives ñto address 

critical human rights risks across different levels of the supply chainò (Nike, 2018), a practice that 

many claimed ñacts as an insurance policyò against potential future negative events (Esposito, 

2009). I argue these two ways CSR benefits firms will manifest themselves through CSRôs 

response to uncertainty since according to the ñCSR as strategyò view, CSR is essentially about 

taking a long-term perspective to maximizing profit (Bénabou and Tirole, 2010).  

On this premise, I develop a model to frame the CSR investment decision as one of valuing 

two real options - the option to postpone (an investment) and the option to follow up (with more 

investment after the initial investment to generate additional returns) (Leiblein, 2003; McGrath, 

Ferrier, and Mendelow, 2004). First, firms have the option to use previous CSR investment to 

insure against the damage of negative events. Greater negative event uncertainty raises the 

insurance value of investing in CSR. Accordingly, I hypothesize that firms will expedite CSR 

investment when they face greater negative event uncertainty. Second, firms can wait and invest 

in CSR only when the investment generates sufficient growth in revenue (from, e.g., enhanced 

customer demand). Greater market uncertainty raises the dispersion of future returns, and thus the 
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option value of postponing until the expected benefits of the CSR investment on future revenue 

can be more certain. Accordingly, I hypothesize that firms will postpone CSR investment when 

they face greater market uncertainty. In reality, firms may not make optimal decisions on their 

CSR engagements and either overspend or underspend on CSR because they fail to take into 

account both sets of uncertainties. 

To test the mechanisms underlying the two main hypotheses, I hypothesize that firms with 

higher innovative productivity are more likely to postpone CSR investment in the face of market 

uncertainty. This is because the resources required for CSR can be put to more productive use of 

investing in R&D and therefore these firms incur a higher opportunity cost for CSR investment. 

In addition, I hypothesize that firms with greater brand equity are more likely to expedite CSR 

investment in the face of negative event uncertainty. This is because firms with greater brand 

equity are more likely to be dependent on stakeholdersô perception and therefore value CSRôs 

insurance value more in the face of negative event uncertainty. Finally, I hypothesize that fi rms 

with more competitive product markets are less likely to postpone CSR investment in the face of 

market uncertainty and more likely to expedite CSR investment in the face of negative event 

uncertainty. This is because the more competitive the market, the more valuable CSR is to the firm. 

I test these hypotheses with three empirical models using Kinder, Lydenberg, and Domini 

(KLD) 3 CSR ratings between 1997 and 2010. The first model measures negative event uncertainty 

using sentiment analysis of news reports about firms. Using both a fixed effects model and a 

system generalized method-of-moments (GMM) estimator, I find support for Hypothesis 1 that 

                                                           
3 KLD ratings capture many CSR investment/activities such as charitable giving and pollution prevention programs 

directly. For KLD-rated issues that are more performance-oriented, we can also assume a close connection between 

CSR investment and CSR performance. 
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negative event uncertainty expedites CSR investment.4 The second model captures crude oil price 

uncertainty with implied volatility of options on crude oil5. Oil price shocks are exogenous (Kilian, 

2009) and have been established as a major contributor to volatilities and uncertainty (Friedman, 

1977). I find that CSR activities of firms in crude oil related industries (derived using input-output 

tables from the U.S. Bureau of Labor Statistics) decrease more than those in other industries when 

this uncertainty increases. This supports Hypothesis 2 that market uncertainty postpones CSR 

investment. The third model utilizes difference in differences (DID) matching. The treatment 

group contains, again, firms in crude oil related industries. The external shock (treatment) is an oil 

price volatility hike. I use propensity score matching and find that relative to control group firms 

matched on pre-shock characteristics, the oil-related firmsô CSR activities decrease during both 

years with hikes and years with crashes in oil futures prices, again supporting Hypothesis 2. These 

findings support the view of CSR as a strategic investment. Subgroup analysis results also support 

the hypotheses about the moderating effects. 

This paper makes a few contributions to the literature. It extends the real options literature 

by introducing a dual-uncertainty, dual-option framework. Despite the attention paid to the option 

to postpone (Mason and Weeds, 2010; McDonald and Siegel, 1986; Pawlina and Kort, 2006) and 

the option to follow up (Adner and Levinthal, 2004a, 2004b; Bowman and Hurry, 1993; Leiblein, 

2003), respectively, applying both options to the same subject in the face of uncertainty has been 

rare (Folta and O'Brien, 2004). This framework combines both options to highlight how firms 

balance the benefits and opportunity cost of CSR investment in the face of uncertainty. The 

                                                           
4 Of course, our data does not allow us to a firm has private information about a coming negative firm-specific event 

and buys CSR as insurance just ahead of the event becoming public, practice often referred to as ñgreenwashingò 

(Lyon and Maxwell, 2011), although the effectiveness of the practice has been up to debate. 
5 This echoes the derivation of market and macroeconomic uncertainty measures like CBOE Volatility Index (VIX)  

and similar indices (Baker, Bloom, and Davis, 2016; Bekaert and Hoerova, 2014; Harmon, 2018) 
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framework can also be adapted to understand how different types of uncertainty influence other 

investment decisions such as R&D and joint ventures.  

In addition, this paper contributes to the CSR literature. It provides a new way to add clarity 

to the debate on the nature of CSR, by showing investing in CSR as responding to uncertainty in 

ways that are consistant with CSR engagement being a strategic decision that drives better 

financial performance (Bénabou and Tirole, 2010; Flammer, 2015a) rather than some managersô 

indulgence at the expense of shareholders, enabled by resource slack created by good prior 

financial performance, i.e., a manifestation of an agency problem (Bernea and Rubin, 2010; 

Friedman, 1970; McWilliams and Siegel, 2001). It also unites the enhancing growth and insurance 

views with the critical constructs of uncertainty and option that have been largely missing from 

the existing literature. In doing so, the paper provides a deeper analysis of the tradeoffs facing 

firms and a more comprehensive depiction of CSR as a firm strategy. 

2 Literature Review 

2.1 Enhancing growth and insurance views of CSR 

CSR encompasses ñthe economic, legal, ethical, and discretionary expectations that society has of 

organizationsò (Carroll 1979) and mostly voluntary activities6 (Bénabou and Tirole, 2010; Lyon 

and Maxwell, 2008). A question researchers are particularly interested in is what motivates CSR 

(Bansal, 2005; Campbell 2007; Hiatt et al., 2015; Howard-Grenville, Nelson, Earle, Haack, and 

Young, 2017; Kim and Zhou, 2018). Firms invest in CSR in the hope of deriving financial returns 

from it, as captured by the phrase ñdo well by doing goodò (B®nabou and Tirole, 2010; Flammer, 

2015a). There is a long-established literature supporting the view that CSR contributes to a 

                                                           
6 Even though some of these voluntary activities are purely symbolic gestures and ñgreenwashingò (Lyon and 

Maxwell, 2011). 
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competitive advantage and leads to better financial performance (Cochran and Wood, 1984; Eccles, 

Ioannou, and Serafeim, 2014; Flammer, 2013; Kaul and Luo, 2017), as in the resource-based view 

on CSR (Russo and Fouts, 1997), while others have raised doubt about this view (Hillman and 

Keim, 2001; Mackey, Mackey, and Barney, 2007; Orlitzky, 2013). Apart from that, plentiful 

research has characterized CSR as an insurance or risk management instrument (Husted7, 2005; 

McGuire et al., 1988; Minor and Morgan, 2011; Peloza, 2006). For example, firms may conduct 

CSR activities to reduce risk exposure to lawsuits and fines. Godfrey et al. (2009) argue the public 

would generate positive attributions and temper their negative judgments against firms with a 

superior CSR track record when future events that may negatively affect a firmôs reputation arise. 

On the other hand, Luo, Meier, and Oberholzer-Gee (2012) find evidence that partially contradicts 

this theory, in that accidents at a company with a superior CSR record get reported more by the 

media. Sometimes such an insurance feature can lead to moral hazard of firms engaging in more 

harmful behavior after they invest in CSR (Luo et al., 2018). Even though the value of an insurance 

instrument should be driven by the ex-ante risk exposure or probability the insurance is activated 

in the future, the emphasis of the extant literature has been defined by examining ex-post value 

loss after a negative event has occurred (Koh, Qian, and Wang, 2014). My paper shifts the focus 

of discussion from the ex-post effect of CSR to why firms invest in CSR ex-ante. 

While the aforementioned CSR-for-growth and CSR-for-insurance views offer valuable 

insights on why firms would invest in CSR, both views assume a fair amount of certainty in firms' 

operating environment: CSR investment is assumed to result in profitability growth for the firm, 

and negative social and environmental events are assumed to happen (with high probability) to 

warrant insurance. Incorporating uncertainty into the CSR-for-growth and CSR-for-insurance 

                                                           
7 Husted (2005) is a conceptual paper that characterizes CSRôs risk management function as a real option and 

hypothesizes that the more proactive the CSR projects, the lower the ex ante downside business risk of the firm. 
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views may generate additional theoretical insights. First, the return generated by CSR investment 

does not necessarily lead to a higher profitability level for the firm if the opportunity cost is high, 

i.e., if the investment required for CSR can be used for an alternative activity that may generate 

even more profits. The opportunity cost of investing now and forsaking the opportunity to wait for 

additional information will also be higher under greater uncertainty (Dixit and Pindyck, 1994). 

Second, CSR investmentôs insurance value may be low when negative social, environmental, or 

political events only occur with a slim expected probability. However, a high level of uncertainty 

even around a low average probability may increase the insurance value.  

2.2 Real options theory 

The real options theory may provide a new perspective on these patterns. Derived from the theory 

on pricing of options (Black and Scholes, 1973), real options theory got its name in Myers (1977). 

The classic version of real options theory claims that in the presence of uncertainty, the option of 

postponing investment decisions to future periods gives the decision maker the opportunity to give 

up investing when the return turns out negative and only invest when the return is positive, thus 

increasing the net expected return of a project. The value of this option goes up as volatility and 

uncertainty increase, pushing investors to postpone investment (Bernanke, 1983; McGrath, 1999). 

From first adopting it in Bowman and Hurry (1993) to deriving complicated behavioral 

implications today (Posen, Leiblein, and Chen, 2018), the strategic management literature has 

taken a more nuanced approach to the application of real options theory. Even though more 

detailed taxonomies are possible (Trigeorgis and Reuer, 2017), we may classify the application of 

real options in strategic management into two main types ï the option to follow up and option to 

postpone (Folta and O'Brien, 2004; Leiblein, 2003; McGrath et al., 2004). I expand on them below. 

Option to follow up 
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The option to follow up portrays a tangible investment vehicle like a financial option that needs to 

be acquired through some initial investment and provides valuable follow-on investment 

opportunities (Leiblein, 2003). As uncertainty increases, the value of initial investment increases. 

In this case, an option is the initial investment, and follow-on actions exercise the option (Adner 

and Levinthal, 2004a). Even though not without critique (Adner and Levinthal, 2004b), this 

construct has long been used to study various issues such as diversification (Kim and Kogut, 1996), 

technology positioning investment (McGrath, 1997), joint ventures (Kogut, 1991), minority 

investment in a partnership (Folta and Miller, 2002; Miller and Folta, 2002), and R&D (McGrath 

and Nerkar, 2004). It also holds policy implications for entrepreneurship and bankruptcy laws (Lee, 

Peng, and Barney, 2007). I propose that this construct can be used to frame the ñCSR as insuranceò 

view.  

Option to postpone 

On the other hand, the option to postpone has received scant empirical attention in the management 

literature. The option to postpone requires no initial investment (Dixit and Pindyck, 1994; Pawlina 

and Kort, 2006) and emphasizes the opportunity cost of investment. McDonald and Siegel (1986) 

illustrate this mechanism by building a canonical model, in which a firm is considering the timing 

of making an investment whose value follows a geometric Brownian motion. Using dynamic 

programming, they find the investment value needed to justify investment is equal to the sum of 

direct cost and opportunity cost of investment. Both this model and ensuing research (Mason and 

Weeds, 2010) find that as uncertainty (measured by variance) increases, the option value of 

postponing investment and preserving the opportunity to make future choices increases. In this 

case, an option is an implicitly assumed right of a firmôs managers and making a profitable 

investment is tantamount to exercising the option (Pindyck, 1991). This perspective has many 
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applications. Baker et al. (2016) find that government policy uncertainty is associated with higher 

stock price volatility and reduced investment and employment in policy-sensitive sectors. Handley 

and Limão (2017) find that reduction in trade policy uncertainty contributed to Chinaôs export 

growth to the US after China joined the World Trade Organization. Uncertainty about government 

policies, including environmental policies, has been reported as a primary culprit of the disastrous 

outcome and longevity of the 2008 Great Recession (Federal Open Market Committee, 2009). The 

international business literature finds uncertainty deters market entry (Campa, 1994). Despite the 

richness of the literature, there is still, however, a lack of research on the effect of uncertainty on 

CSR investment. 

3 Theory 

3.1 Conceptual framework  

I start by constructing a conceptual framework to provide an intuitive overview of the theory. But 

before, that, I consider the appropriateness of putting CSR investment in the real options context. 

Adner and Levinthal (2004a)ôs discussion about the boundary of real options focuses on two 

defining features: exogenous uncertainty and irreversibility. CSR investment is characterized by a 

high level of uncertainty beyond the firmôs control and highly irreversible, since it is unlikely 

investment dedicated to a specific CSR cause (e.g., philanthropic projects) can be taken back or 

redeployed. Adner and Levinthal (2004a) also point out that the real options theory is less suitable 

when management decisions shift from wait and see to ñact and see,ò in which case uncertainty 

resolution becomes more endogenous to firm activity, and path-dependence becomes a more 

appropriate depiction. It is not obvious this would be the case in my study of uncertaintyôs effect 

on CSR investment.  
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I illustrate the framework in Figure 1. From time ὸ π to time ὸ ρ, a firm has an 

opportunity to invest in CSR and it can determine when to make that investment. This can be seen 

as a call option ὕ, which has a strike price equal to the cost of CSR investment. In this period up 

to the exercise of the option, the firm holds the option to postpone as discussed in the real options 

literature (Leiblein 2003). In a simplified version, the firm is determining between investing at ὸ

π or ὸ ρ. Now we also need to look at why firms invest in CSR. By conducting the CSR 

investment, managers acquire a put option that hedges against future negative events happening at 

ὸ ς. Here I integrate the ñCSR as insuranceò view into the real options perspective by arguing 

that in contrast to the typical kind of option to follow up the real options literature discusses (e.g., 

vertical integration (Leiblein and Miller, 2003), R&D (McGrath and Nerkar, 2004), and strategic 

alliances (Kogut, 1991; Vassolo, Anand, and Folta, 2004)) that provide an upside potential, CSR 

investment generates a put option that insures firm value against downside risks in terms of social, 

political, or environmental events that cause damage to a firmôs reputation and in turn profits.  

Figure 1 depicts a tension between two options, driven by two types of uncertainty, 

respectively. The value of postponing CSR investment increases with general market uncertainty, 

making the firm more likely to invest in the future instead of now. On the other hand, the insurance 

value of CSR investment as a put option is increasing with negative event uncertainty, making the 

firm more likely to expedite the investment. This construct also holds the potential of being 

extended to describing joint ventures and R&D.  

3.2 Model setup (see Appendix C for details) 

Formal derivation of the model can be found in Appendix C. In this section, I describe the main 

assumptions, conclusions, and intuitions of the model. There are three periods in this model, 

represented by ὸ π, ὸ ρ, and ὸ ς. A firm makes a decision about investing Ὓ amount of CSR 
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at either ὸ π or ὸ ρ, while a negative event of uncertain magnitude occurs at ὸ ς. The event 

prompts the firm to engage in r amount of relief effort in its wake. I assume the aggregate gain 

from CSR investment, which is realized at ὸ ς,  will be the result of the return of CSR investment 

before the event (enhancing growth) multiplied by a scale factor capturing the return of the relief 

effort after the event (insurance). 

Letôs first look at the return of CSR investment before the event. Letôs assume a constant 

unit cost of CSR investment. I also assume the return to CSR investment is (1) following 

diminishing marginal return as documented in previous literature (Smith, Read, and López-

Rodríguez, 2010; Webb, 1996), and (2) proportional to the market condition (denoted by M) the 

firm faces, based on the findings that CSR gives a firm competitive advantage from a resource-

based viewpoint (Russo and Fouts, 1997) and works to differentiate firmsô products towards 

consumers with CSP preferences so as to reduce price competition (Baron, 2009). M is a random 

variable. At ὸ π, the firm knows the distribution of M but not its exact value. From ὸ ρ 

onwards, the outcome of the random distribution is observed. 

Second, I consider the insurance view. The cost of the relief effort that follows the negative 

event to alleviate the situation is characterized by an increasing unit cost. The return to the relief 

effort is proportional to the magnitude of the negative event (denoted by c), a random variable, if 

the CSR investment is made at ὸ π, but not if the CSR investment is done at ὸ ρ. At ὸ π, 

the firm knows the distribution of c but not its exact value. The intuition behind the difference 

between the returns in the two periods is that beginning to act like a responsible player just before 

a negative event occurs is less likely to achieve the positive attributions by the public as in Godfrey 

et al. (2009)ôs CSR as insurance argument. 

3.3 Equilibrium  
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The firmôs maximum expected profit is found by solving a two-stage maximization problem. First, 

by changing the amount of relief effort, I find the expected optimal return of the relief effort after 

a negative event happens. Second, I substitute this value into an expression of the firmôs expected 

profit and change the amount of CSR invested to find the maximum expected profit. I discuss the 

equilibrium by two scenarios. In scenario a, the firm invests in CSR at ὸ π, whereas in scenario 

b, the firm invests at ὸ ρ. Market uncertainty, operationalized by the variance of the distribution 

of M, enters into the expression of the maximum expected profit in scenario b, denoted by ɩ , but 

not the maximum expected profit in scenario a, denoted by ɩ . Negative event uncertainty, 

operationalized by the variance of the distribution of c, enters into ɩ  but not ɩ . 

3.4 Threshold value for negative event uncertainty 

Letôs assume a threshold value for negative event uncertainty. Imagine negative event uncertainty 

is increasing from 0 (equivalent to no uncertainty). When negative event uncertainty is smaller 

than the threshold, the firm is better off investing in CSR at ὸ ρ. When negative event 

uncertainty is larger than the threshold, the firm is better off investing in CSR at ὸ π. Intuitively, 

as negative event uncertainty increases, a firm may have a stronger incentive to expedite its CSR 

investment due to the increased insurance value. This illustrates the tension between the two types 

of uncertainty in determining CSR investment: market uncertainty pushes firms to invest later 

while negative event uncertainty pushes firms to invest earlier. Thus, I propose: 

Hypothesis 1 (H1) (option value of insurance) Firms have greater incentives to expedite 

CSR investments when they face more negative event uncertainty. 

3.5 Threshold value for market uncertainty  
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Letôs assume a threshold value for market uncertainty. Imagine market uncertainty is increasing 

from 0 (equivalent to no uncertainty). Before market uncertainty reaches the threshold, the firm is 

better off investing in CSR at ὸ π, since ɩ ɩ . When market uncertainty becomes larger 

than the threshold, the firm is better off investing in CSR at ὸ ρ. 

 The intuition is that as market uncertainty increases, a firm may have a stronger incentive 

to postpone its CSR investment decision to the future in light of the increased option value. 

Intuitively, postponing the CSR investment to after one has acquired information about the 

realization of the random market condition rather than investing before that generates a flexibility 

advantage. Instead of only being able to choose one investment amount now, which may not be 

optimal for every realization of the market condition, the firm can optimally respond to each 

realization of the market condition by investing after the market condition has been determined, 

generating a higher profit. The wider the distribution of the market condition, the bigger the profit 

gained from postponing. This motivates the following hypothesis: 

Hypothesis 2 (H2) (option value of postponing) Firms have greater incentives to postpone 

CSR investments when they face more market uncertainty. 

3.6 Innovative productivity 

When a firm invests in CSR, it is not only forsaking the opportunity of postponing the investment 

decision into the future; it is also forsaking the opportunity of allocating the resources to alternative 

activities (Conlon and Garland, 1993; Levinthal and Wu, 2010; Wu, 2013). Managers allocate 

resources among various activities. If a certain amount of resources is not used for CSR, it may 

alternatively be used for R&D, marketing, and other purposes. Hence, when considering the cost 

of CSR investment, one must also take into account the forsaken returns from alternative uses of 

the resources allocated to CSR investment.  
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I use a firmôs innovative productivity, or more specifically, a firmôs capability to generate 

patents, to capture the return to alternative investment activities. Intuitively, if a firm is more 

productive in R&D, it will have a bigger incentive to invest in R&D rather than CSR compared 

with other firms. This incentive will be strengthened during periods of high market uncertainty. 

The real options value of patents has been extensively discussed (Czarnitzki and Toole, 2011; 

McGrath and Nerkar, 2004; Schwartz, 2004; Takalo and Kanniainen, 2000). Patents generate real 

options by providing exclusive rights to develop new products (Bloom and Van Reenen, 2002). 

The higher the market uncertainty, the higher the option value of patents, and the higher the value 

of engaging in innovative investments to generate patents. Additionally, Stein and Stone (2013) 

find empirically that while uncertainty reduces a whole range of investments, it actually 

encourages R&D. They attribute this phenomenon to long investment lags creating valuable real 

put options which offset the effects of call options lost when projects are started. These arguments 

translate into an even higher opportunity cost for CSR investment. Hence, I postulate that: 

Hypothesis 3 (H3) (moderator: innovative productivity) Firms with higher innovative 

productivity are more likely to postpone CSR investments in the face of market uncertainty. 

3.7 Brand equity 

Having discussed the moderators related to the mechanism of market uncertaintyôs effect on CSR, 

we now turn to negative event uncertainty. Our earlier discussion indicates that negative event 

uncertainty should affect CSR investment due to CSRôs insurance function, one of the crucial ways 

CSRôs financial return manifests itself. Prior research has shown that stakeholder influence 

capacity is crucial in translating CSR into better financial performance (Barnett, 2007), and that 

firms with greater brand equity are likely to enjoy a greater stakeholder influence capacity, 

resulting in a higher financial return of CSR investment (Li and Zhou, 2017a). Consistent with this 
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logic, prior research has found that firms in reputation-sensitive industries have the greatest 

incentives to invest in CSR (Brammer and Pavelin, 2005).  

One may be concerned about the possible mechanical correlation between CSR and brand 

equity (Flammer 2015). However, even if part of CSR investment mechanically translates into 

greater brand equity, having greater brand equity still means a higher financial return of future 

CSR investment. Finally, previous research has used brand equity as a proxy for customer 

awareness, and proved that higher customer awareness leads to a higher financial return of CSR 

investment (Servaes and Tamayo, 2013). Given the specific type of financial return under 

consideration, i.e., insurance, we should see the impact of brand equity on CSRôs financial return 

amplified when negative event uncertainty increases.  Hence, I hypothesize: 

Hypothesis 4 (H4) (moderator: brand equity) Firms with greater investment in brand 

equity are more likely to expedite CSR investments in the face of negative event uncertainty. 

3.8 Market competition 

Applying the resource-based view of the firm on CSR (Russo and Fouts, 1997), previous research 

has shown that firms engage in CSR to establish a competitive advantage against their peers, which 

ultimately leads to increased profits (Cochran and Wood, 1984; Eccles, Ioannou, and Serafeim, 

2014; Flammer, 2013; Kaul and Luo, 2017). Following this logic, CSRôs value to the firm should 

be higher for firms in more competitive market environments and these firms should invest more 

in it. Indeed, some research has found that for firms in industries with high competitive intensity, 

CSRôs positive influence on performance is bigger (Fisman, Heal, and Nair, 2006; Kemper, 

Schilke, Reimann, Wang, and Brettel, 2013). Fisman et al. (2006) present a signaling model of 

corporate philanthropy in a market where quality is difficult to observe, where CSR serves as a 

signal for aversion to sacrificing quality. Based on this model of product differentiation, they 
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predict and find that CSR is more prevalent in competitive markets. Along these lines, others find 

that increases in product market competition induce more CSR (Fernández-Kranz and Santaló, 

2010; Flammer, 2015a).  

 Hence, firms in more competitive markets should have a stronger incentive to invest in 

CSR. Putting this in the context of uncertainty, this means they are less likely to postpone CSR 

investment even if market uncertainty calls for them to do so and more likely to expedite CSR 

investment when negative event uncertainty calls for it, as negative events will erode their valuable 

competitive advantage. This leads to the following hypothesis: 

Hypothesis 5 (H5) (moderator: market competition) Firms with more competitive product 

markets are less likely to postpone CSR investments in the face of market uncertainty and 

more likely to expedite CSR investments in the face of negative event uncertainty. 

4 Empirical Method 

4.1 Dependent variable: CSR measures 

To measure firmsô CSR activities, I use the CSR ratings compiled by Kinder, Lydenberg, Domini 

Research & Analytics. KLD ratings (part of ESG Ratings provided by MSCI starting 2011) have 

for two decades been used as the mainstream approach of studying CSR by scholars (Carroll, 

Primo, and Richter, 2016; Chatterji, Levine, and Toffel, 2009; Waddock and Graves, 1997) and 

have been applauded as ñthe de facto research standardò in CSR research (Waddock, 2003). The 

KLD ratings consist of, in the first part, indicators for both strengths and concerns in the Qualitative 

Issue Areas of Community, Corporate Governance, Diversity, Employee Relations, Environment, 

Human Rights and Product, and in the second part, indicators of involvement in any Controversial 

Business including Alcohol, Gambling, Firearms, Military, Nuclear Power, and Tobacco.  
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It is true that KLD rating or any CSR rating data is limited in that it only measures CSR 

activities, which is not always the same as timing of CSR investment, the variable I am directly 

interested in. I illustrate below how I can use the former to measure the latter. First, a postponement 

of CSR investment into an unspecified future period (timing of CSR investment) can be 

empirically captured by a reduction in CSR investment in the current period when uncertainty 

spikes, ceteris paribus. This is the logic applied in some prominent uncertainty research (Baker et 

al., 2016; Bernanke, 1983; Handley and Limao, 2015). Second, many things KLD ratings capture 

are CSR investment/activities per se, such as charitable giving and pollution prevention programs. 

Third, even for things KLD focuses on that are more performance-oriented, we can safely assume 

that CSR investment amount changes a firmôs CSR performance8 . Without enough CSR 

investments, a firmôs CSR performance may go down while on the other hand, a firmôs CSR 

performance may improve with an increase in CSR investment. So even though theoretically I 

model the timing decision of CSR investments, empirically we derive this timing decision by 

observing changes in firmsô KLD ratings across time.  

I obtain the historical archive of this rating between 1991 to 2010, which covers over 3000 

companies in the later years of this period, through Socrates Historical Data. However, the number 

of firms included in this data set, especially of those that can be matched with other firm-level data 

to be discussed below, goes down quickly in the 1990s and eventually becomes quite small. As 

such, I focus on the period between 1997 and 2010. I had considered, but eventually didnôt end up 

using Thomson Reuters ASSET4 ESG (environmental, social and governance) scores and 

Sustainalytics ESG scores. Both these ratings cover smaller samples of U.S. firms and gravitate 

                                                           
8 Additionally, as we will illustrate in the detailed specifications of KLD, our focus is on the aspects of KLD that are 
exactly about activities. 
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towards a global rather than U.S. coverage. They also have too short histories (since 2002 for 

ASSET4 and 2009 for Sustainalytics) for the purpose of this analysis.  

Given the data source, I construct a CSR measure similar to the approach taken by Servaes 

and Tamayo (2013) and Lins et al. (2017), that focuses on only a subset (Community, Diversity, 

Employee Relations, Environment, and Human Rights) of KLDôs issue areas illustrated above that 

are more representative of the firmsô CSR activities instead of all areas in KLD.  ñProductò is left 

out since it mainly concerns the quality of a firmôs product and its product competition behaviors, 

which are not part of a typical CSR definition. I also leave out the Corporate Governance area 

since it was renamed from the Other category by KLD in 2002 and includes miscellaneous items 

such as High Compensation that are difficult to classify into a part of CSR. I also exclude the 

Controversial Business categories, as changing ratings in these areas would entail a complete exit 

of the industries, a decision unavailable to a firm in any short-run decision-making process, 

especially in our empirical context.  

To construct a firmôs annual CSR score, I first exclude categories in the five issue areas 

that merely comply with regulations to make sure we are capturing voluntary actions not required 

by regulations (Lyon and Maxwell, 2008). The results do not change, though if I include them. 

Next, for all the issues included in each of the five issue areas, I add up the strengths and concerns 

indicators respectively, before normalizing each of the sums by the largest possible strengths or 

concerns count each year, resulting in area strengths and concerns scores ranged 0 to 1. The 

aggregate net CSR score, which can fluctuate between -5 and 5, is then obtained by adding up all 

5 area strengths scores and deducting the 5 area concerns scores. A CSR score specific to the 

environment and community is constructed by adding up these two issue areas and ranges between 

-2 and 2. Another CSR score specific to diversity and employee relations is constructed in a similar 
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fashion. Finally, instead of subtracting concerns scores from strengths scores, I construct two 

measures of strengths and concerns only. Using Committee on Uniform Security Identification 

Procedures (CUSIP) codes and ticker symbols, firmsô CSR scores in each year are then linked with 

Compustat at Standard & Poor's, available via Wharton Research Data Services (WRDS), as well 

as other data sets to be illustrated below. 

4.2 Model 1: Negative event uncertainty 

Independent variable 

This model examines the effect of negative event uncertainty and is work-in-progress. Currently, 

I use RavenPack News Analytics 4.0 accessed via WRDS to derive an annual composite measure 

of firmsô reputation exposure and fluctuation. In particular, I use the RavenPack Equities Dow 

Jones Edition, which includes news reports about firms from Dow Jones Newswires, regional 

editions of the Wall Street Journal, Barron's and MarketWatch. Among all types of reports, I single 

out reports about environmental, political, social, and business events that are related to areas 

typically covered by CSR. The selected event categories include, by alphabetical order: civil-

unrest, corporate-responsibility, crime, government, industrial accidents, labor issues, legal, public 

opinion, regulatory, security, and war-conflict. For each of these reported events, RavenPack 

provides a sentiment measure called Event Sentiment Score (ESS) that ranges from 0 to 100, with 

50 standing for neutral sentiment and 100 being most positive. I generate from ESS a negative 

event uncertainty measure that incorporates event sentiment. First, I rescale the ESS by deducting 

50, dividing by 100 for each score, and only keeping the events with rescaled scores below zero. 

Next, I take the absolute value of the rescaled scores so that negative events do not have negative 

scores. Then, I generate annual standard deviations of the processed scores for the events. I also 

generate the sums of the processed event scores for each firm and year. Finally, I multiply the 
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standard deviations with the sums, before normalizing the product by total assets to take into 

account the fact that larger firms may attract more media attention. This measure of negative event 

uncertainty not only takes into account the volatility of events, but also the sentiment of the events, 

or intuitively, how ñstronglyò news agencies feel about a firmôs events. Hopefully this measure 

will not only capture the variation of negative sentiment in the past, but this variation in the past 

wil l also signal to firms the uncertainty in future negative events, if the past is a good predictor of 

the future. This firm-year data is compiled between 2000 and 2010.  

Moderating variables 

According to the hypotheses, the relationship between uncertainty and CSR investment will be 

moderated by a firmôs innovative productivity, brand equity, and product market competition. I 

measure innovative productivity using a patent measure divided by R&D expenses.9 The division 

by R&D expenses constitutes an effort to capture the level of efficiency in generating patents and 

innovating, and is distinct from the existing approach of merely measuring patent output. As for 

the patent measure, I use the citation and firm size-weighted patent measure by Kogan, 

Papanikolaou, Seru, and Stoffman (2017). For details of the measure and original patent data, 

please refer to that paper. The citation-weighted approach is the commonly used patent measure 

to account for the heterogeneity in the values of patents (Li and Zhou, 2017b). However, the results 

do not change if I use raw patent count or stock-market-weighted measures instead. Next, I 

measure brand equity using advertising expense, normalize by total assets, in accordance with the 

approach taken by Li and Zhou (2017a) and Morck and Yeung (1992). Finally, I measure product 

market competition using the Herfindahl index (HHI) of market concentration. HHI is measured 

                                                           
9 Since according to some researchers, patent data can only be effectively used for industries that have above a 
threshold in the industry number of patents, our measure is admittedly crude. Since the focus of our paper is not 
about patent, though, we hope this measure would suffice for our purpose. 
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using total sales at the year, Standard Industrial Classification (SIC) industry level. The annual 

firm-level variables are acquired from Compustat unless otherwise specified. 

Control variables 

To better identify the effect of uncertainty on KLD ratings, I control for a series of factors that may 

also influence a firmôs KLD ratings. First, I include CSR ratings in the previous year given the 

potential serial correlation in a firmôs KLD ratings. I then include the following variables lagged 

by one year to address the concern of reversed causality. Cash holdings is defined as the ratio of 

cash and short-term investment to total assets. Leverage ratio is defined as the total long-term debt 

divided by total assets. Both variables are used to capture the firmôs resource availability. A firmôs 

size is approximated by the natural logarithm of total accounting assets (in millions of dollars), as 

well as the number of employees in thousands to take into consideration different levels of labor 

intensiveness across firms and the fact that large employers may attract more attention and 

stakeholder pressure from the local communities. Prior research has shown that larger, more visible 

firms attract more pressure from activists and garner more return in complying with their requests 

(King, 2008; Lenox and Eesley, 2009). Market-to-book ratio (price-to-equity ratio), the ratio of 

market value to book or accounting value of a firm, is used here to determine whether a firm is 

undervalued or overvalued and if the company has strong future profit projections, which may 

determine its CSR investment decisions. Return on assets, the ratio of income before extraordinary 

items to the book value of assets, is used to approximate a firmôs profitability, which may 

contribute to CSR investment decisions. All control variables are acquired from Compustat, at the 

year-firm level. This way we have data on 3,943 firms corresponding to 19,069 firm-year 

observations. In Table B1 of Appendix B, we can see the summary statistics of the variables 

mentioned so far for all the firms. 
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Model specification 

As shown in the equation below, I regress the firmsô CSR ratings on this negative event 

uncertainty measure in the previous year, controlling for a series of control variables, as well as 

the mean sentiment of negative events. ὨὅὛὙ stands for the change in KLD ratings for firm Ὥ 

between year ὸ and year t-1. Here I use change in CSR rating instead of the level of CSR rating 

since a change in rating should more accurately answer the theoretical question of how CSR 

investment is affected by uncertainty. However, the results are essentially the same if I use the 

level of CSR rating instead. This is also true for all following regressions. ╧ȟ  is a vector of 

controls, including, among others, the annual average of crude oil future prices in the previous 

year. ὃ and Ὂ capture year and firm fixed effects, respectively. The robust standard errors ‐ are 

clustered at the firm level. Here, in addition to using the default fixed effects model, which will 

suffer from the Nickell bias (Nickell, 1981), I use a system generalized method-of-moments 

(GMM) estimator, following Blundell and Bond (1998), with forward orthogonal deviations (FOD) 

transformation proposed by Arellano and Bover (1995). In particular, I generate instruments using 

lagged values of the right-handed-side variables (except for the year dummies). The FOD 

transformation subtracts the mean of all the future observations of each variable, preserving all 

lagged values of the explanatory variables as valid instruments (Bulan, 2005).  

ὨὅὛὙ‌ ‍ϽὟὲὧὩὶὸὥὭὲὸώȟ ♬Ͻ╧ȟ ὃ Ὂ ‐                     (1) 

In the meantime, four undergraduate research assistants are using Factiva to conduct 

keywords search on news reports to identify social, environmental, or political events related to 

companies in my sample between 2000 and 2010. Preliminary results using hand-collected data 

are expected shortly. 
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4.3 Model 2: market uncertainty measure  

Independent variable 

To study the effect of market uncertainty on firmsô CSR investments, I use an identification 

strategy that utilizes the exogeneity of crude oil prices to the performance of the firms that either 

produce or consume significant amounts of oil. As oil prices change, firms that manufacture and 

consume significant amounts of oil products may perceive more uncertainty in their supply and 

demand. By capturing uncertainty using implied volatility derived from crude oil options, we are 

better able to address endogeneity concerns and come to causality conclusions as actions of 

individual firms are not very likely to affect crude oil prices. Even though not always accurate, 

implied volatility has long been the metric used by academics to measure the marketôs prediction 

of future volatility (Canina and Figlewski, 1993). Volatility measures are often used to 

operationalized uncertainty since volatility makes the environment less predictable (Bekaert and 

Hoerova, 2014; Das, Sen, and Sengupta, 1998; Milliken, 1987), and predicted future volatility 

maps better with the concept of uncertainty than current volatility, which has been realized. The 

famous CBOE Volatility Index, commonly known as VIX, is constructed using the implied 

volatility of S&P 500 Index options with a 30-day expiration.10 Both VIX and VXO, the S&P 100 

version of VIX, have been used to measure market and macroeconomic uncertainty in previous 

research (Baker et al., 2016; Bekaert and Hoerova, 2014; Bloom, 2009; Harmon, 2018). The same 

logic behind the development of VIX can be applied to crude oil. The data for the implied volatility 

of WTI (West Texas Intermediate) crude option contracts are calculated using Bloomberg. I then 

compute the annual average of the daily implied volatility data from 2001 to 2010 to arrive at the 

independent variable. This uncertainty measure is then matched to the KLD ratings and other 

                                                           
10 Official VIX  website. Extracted at: http://www.cboe.com/vix 
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variables using The Center for Research in Security Prices (CRSP) database and Compustat via 

WRDS. 

Oil-related firms 

One reason for the choice of crude oil as the empirical context relates to the far-reaching impact 

oil prices have on the economy, directly and indirectly affecting the profits of numerous industries. 

For example, Narayan and Sharma (2011) look at 14 major industry sectors and find that most 

firms in the energy and transportation sectors are significantly and positively affected by oil prices. 

On the other hand, Nandha and Faff (2008) observe that out of the complete set of 35 industries, 

only mining, and oil and gas firmsô performances are positively correlated with oil prices. 

Moreover, all but 5 of the other industries are significantly and negatively affected by oil prices. 

Oil price also has substantial sway over the economy as a whole, as oil price shocks raise 

macroeconomic risks (Hamilton, 1983). 

I define firms likely to be closely influenced by crude oil price fluctuations through using 

input-output tables from U.S. Bureau of Labor Statistics to identify the NAICS industries that 

either use or ñmakeò significant amounts of oil and oil products. Some of the industries included 

are Crude Petroleum Extraction, Petroleum Refineries, and Fuel Dealers. Appendix A contains a 

list of top industries included. This way we arrive at 366 oil-related firms corresponding to 1,877 

firm-year observations with data on CSR and a series of control variables, out of 5,220 firms 

corresponding to 25,187 firm-year observations in the whole sample. This diverse portfolio of 

firms adds to the external validity of the research.  

Model specification 

I use a firm fixed effects ordinary least squares (OLS) model to estimate the effect oil price 

uncertainty has on a firmôs CSR investment: 
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ὨὅὛὙ ‌ ‍ϽὍὠέὰ ‍ϽὍὠέὰ ὕὭὰ♬Ͻ╧ȟ ὃ Ὂ ‐        (2)                

where ὨὅὛὙ stands for the change in KLD ratings for firm Ὥ between year ὸ and year t-1. The 

main term of interest Ὅὠέὰ ὕὭὰ captures the interaction effect between uncertainty in oil 

prices Ὅὠέὰ and being a firm in crude oil related industries ὕὭὰ, i.e., the extent to which 

being in an oil-related industry affects how a firmôs CSR ratings respond to uncertainty in crude 

oil prices. The moderating effects are estimated using subgroup analysis on the moderating 

variables. ╧ȟ  is a vector of controls, including, among others, the annual average of crude oil 

future prices in the previous year. ὃ and Ὂ capture year and firm fixed effects, respectively. The 

robust standard errors ‐  are clustered at the firm level. I confirm the normality of the error 

distribution using residual plots. 

4.4 Model 3: diff in diff - propensity score matching 

Treatment: crude oil price shocks 

Model 2 is based on a simple intuition and concisely identifies the effect of market uncertainty. 

However, it doesnôt involve any formmal implementation of the commonly used identification 

strateiges, such as instrumental variable estimation, DID, or regression discontinuity design. In 

Model 3, I extend Model 2 to conduct DID matching analysis using a natural experiment: shocks 

in crude oil prices. One of the reasons that I choose to study firms in industries closely related to 

crude oil prices is that oil prices are highly volatile. The data for the oil future prices are found on 

the website of The U.S. Energy Information Administration (EIA). In particular, I use the Cushing, 

OK Crude Oil Futures Contract 1. The price of this contract went from a low point of $ 11.31 per 

barrel in December 1998 to an all-time high of $134.02 in July 2008, going through major upward 

and downward slopes in between. I focus on the period between 1999 and 2009 to observe the 
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shocks. The data for 1997, 1998, and 2010 are used to provide firm characteristics before and after 

the shocks. This is also feasible from the viewpoint of oil price patterns, in that they remained 

stable for most of the 1990s, with the first major price movement in 1999. Graph A of Figure 2 

below shows the trend of this futures contract price between 1999 and 2010. Perhaps more 

importantly, oil shocks are unexpected, spurred by shocks in speculative trading, supply, and 

demand, and mostly exogenous (Kilian, 2009; Kilian and Murphy, 2013). These features make oil 

shocks ideal identification instruments in contrast with the highly endogenous direct measures of 

firmsô financial positions. 

On top of that, the volatility in oil prices, which we use to approximate uncertainty11, is 

easily captured by the oil price data, which makes studying it straightforward. In graph B of Figure 

2, I plot the 12-month rolling standard deviations of the aforementioned futures contract prices 

obtained from EIA. Standard deviation is the standard approach to measuring volatility and has 

been used in prior research concerning oil prices (Crocker and Masten, 1988). Due to data 

constraints illustrated in the ñMeasuresò section, we study shocks that took place between 1999 

and 2009. Here I define a year to experience a volatility shock if there exists a period of 50% 

increase in standard deviation within that year. This way we identify the following years with 

volatility shocks, with the increase in standard deviation in parentheses: 1999 (262%), 2001 (50%), 

2004 (190%), 2005 (54%), 2007 (132%), 2008 (121%). Finally, the year 2009 is special in that 

even though it only saw a volatility increase of 17%, the volatility in that period was already 

monumental and the absolute value of increase in standard deviation was 5.63, larger than in 

several other years identified above. Therefore, 2009 is also included as a year of volatility shock. 

                                                           
11 Even though past management research points out that volatility is not necessarily equivalent to uncertainty 

(Bourgeois, 1985), it may be characterized as a major aspect of uncertainty (Carson, Madhok, and Wu, 2006). As 

discussed in more detail later on, empirical research often use volatility to operationalized uncertainty. 
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These years that witnessed hikes in volatility largely correspond to periods of major price shocks. 

Among these periods, the following experienced oil price hikes: Feb 1999 to Mar 2000; Sep 2003 

to Oct 2004; Dec 2004 to Sep 2005; May 2007 to June 2008; and Feb 2009 to Apr 2010. There are 

also two major crashes: Nov 2000 to Nov 2001; and June 2008 to Jan 2009. 

Why do oil shocks matter? 

According to economies of scale, the return to CSR investment is going to be closely related to the 

value of the firmôs assets and profits. An increase in oil price volatility, whether it takes the form 

of volatility shock in the economic environment, volatility shock in the supply of a firmôs inputs, 

or volatility shock in the demand of a firmôs outputs, will ultimately lead to an increase in the 

volatility of the value of the firmôs assets and profits. This, in turn, increases the uncertainty of 

return on CSR investment. Hence, I argue that for an oil-related firm, an increase in oil price 

volatility constitutes a valid treatment for testing Hypothesis 2. 

Matching the control group 

Having defined the treatment group as the oil-related firms in Model 2, I construct the control 

group through propensity score (probability of treatment) matching for each of the following 

treatment years. As discussed in the ñCrude oil price shocksò section, the treatment years for oil 

price hikes are 1999, 2004, 2005, 2007, and 2009. The treatment years for crashes are 2001 and 

2008. Combining matching with DID enables us to construct (or approximate) the otherwise non-

observable counterfactuals of no oil price shocks for the oil-related firms. This method alleviates 

the classical problem of selection bias caused by firms selecting into treatment in ways related to 

their counterfactual CSR activities.  
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Using the propensity score, estimated with a probit model due to ñcurse of 

dimensionalityò12, I match four nearest neighbors based on a series of firm characteristics. I also 

impose a common support condition by dropping treatment observations whose propensity score 

is higher than the maximum or less than the minimum propensity score of the controls. This is 

useful in ensuring that there always exists a firm similar to the treatment group firm.13 A 

precondition for matching methods to work is the conditional mean independence assumption. 

This requires that the mean untreated outcome is independent of the treatment status conditioning 

on the variables I match on. A direct implication of this is that I exclude any variable that might 

be affected by the treatment. Thus all the matching variables are lagged by one year, i.e., in the 

year prior to treatment. The matching variables include the same control variables used in Model 

2.  

In Table B1 of Appendix B, we can see the summary statistics of the aforementioned 

variables for firms in the oil-related industries and all other firms with data, i.e., the pool our 

control group is drawn from. Since the most limited source of data is the KLD database (includes 

the smallest number of firms), we can tell from Table B1 that the firms we study have significantly 

poorer CSR ratings compared with the population of firms KLD rates, which is a decent 

approximation of all firms of significant size in the US. They also tend to be short on cash, have a 

heavier debt burden, employ more people, and have a lower market valuation relative to their sizes. 

It is reasonable to postulate that these characteristics may make the firms more susceptible to the 

mechanisms I hypothesized above. From Table B2, the correlation matrix for firms in oil-related 

                                                           
12 Even though the ideal approach to estimating the propensity score is non-parametric, it entails a humongous 

computational burden, labeled ñcurse of dimensionalityò. Hence a parametric model such as a logit or a probit is 

always used. 
13 However, imposing this condition may have a negative impact on the estimation because in deleting some 

treatment observations, I am in practice changing the estimand. Nonetheless, as pointed out by Crump, Hotz, Imbens 

and Mitnik (2009), this is not necessarily a bad thing and actually a virtue. 
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industries, a firmôs CSR rating is negatively correlated with a firmôs total assets, implying that 

larger firms may be rated poorly relative to smaller ones in the industries we look at. 

Finally, the results of matching are presented in Table 1. It is evident from column ñ%biasò 

that the differences between the treatment and matched control groups are small, and t-tests cannot 

reject the null hypothesis of equal means between the two groups in terms of the matching variables, 

with the exception of CSR Rating itself.  

Difference in differences 

Having matched the control group firms, I run the DID regression below using the OLS method 

for one year before and after treatment. 

                 ὨὅὛὙ ‌  ‍Ͻ ὕὭὰ♫ Ͻ╨◄ ♬Ͻ╧ȟ ‐                             (3) 

Here, similar to the approach of Flammer (2015a), ὨὅὛὙ refers to the change in CSR 

ratings from year t-1 to year t. Here I lag all treatments by one year so as to be consistent with the 

specifications in other models that assume a lagged effect of uncertainty on CSR ratings.  ╨◄  is a 

vector of year dummies. ╧ȟ  is a vector of control variables that is a repetition of variables used 

in the matching process above, lagged by one year. ‐ denotes robust standard errors clustered at 

the firm level. Similarly, normality of the errors is largely confirmed using residual plots. ‍, the 

average treatment effect on the treated (ATET) of a DID regression here is the average effect of 

the external shocks on the CSR activities of firms in oil-related industries. The moderating effects 

are also estimated using subgroup analysis as in Model 1. Here we only use one-year before and 

after oil shocks because research has shown that even though uncertainty shocks cause temporary 

postponement of investment, it will rebound or even overshoot in the medium term (Bloom, 2009). 

This is especially true in our case, since oil prices have been highly volatile throughout the 
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sampling period, with one big price movement following another. However, a qualitatively similar 

pattern is observed if we extend the window to two-years before and after oil price shocks. 

5 Results 

5.1 Regression analysis 

Negative event uncertainty 

In Table 2, both the first column that shows the results of the system GMM estimator and the 

second column that shows the results of the fixed effects estimator indicate that the higher the level 

of uncertainty in the sentiment of negative reports on CSR-related events about a firm, the more 

the firmôs CSR rating will increase next year. Hence Hypothesis 1 is supported. Because of data 

limitation, columns H4 and H5ôs subgroup analyses are only carried out using the fixed effects 

estimator. We see the effect of negative event uncertainty is stronger among firms with greater 

brand equity and in less concentrated markets, consistent with Hypotheses 4 and 5. 

 

Oil price uncertainty 

Table 3 presents the estimated effect of oil price uncertainty on KLD ratings. The first two columns 

test Hypothesis 2 by displaying the results with two sets of controls. Columns H3 and H5 test 

Hypotheses 3 and 5 by dividing the sample according to the median of oil-related firms in terms 

of previous yearsô innovative productivity and market concentration. Through most columns, we 

see that the coefficient to ñOil Implied Volatility Lagged * Oil-related Industriesò is negative, 

meaning that firms in oil-related industries are particularly responsive to uncertainty in oil prices 

compared with other firms. This is consistent with Hypothesis 2. Looking at columns H3 and H5, 
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we realize that the coefficient is more significant and larger for the subgroups with higher 

innovative productivity and market concentration, supporting the predictions of H3 and H5. 

Coefficients to the control variables also reveal some interesting patterns. Market-to-book ratio is 

negatively correlated with KLD ratings.  

DID graphs 

In Figure 3 below, we see graphs A and B that approximate a DID matching method by plotting 

out the pre-treatment and post-treatment means of CSR ratings for firms in the treatment group 

and matched control group, featuring oil price hikes and oil price crashes. These graphs lend 

credence to Hypothesis 2. The treatment group firmsô CSR ratings diverge with and fall by a 

significant degree relative to those of the control group, albeit to a smaller extent in the oil price 

crashes scenario. Next, I will set out to investigate if this still holds in more rigorous DID matching 

regressions. 

Oil price shocks 

In the first four columns of Tables 4 below, we can see the results of DID matching 

regressions for oil price hikes, while the last column shows the results for oil price crashes. Table 

4 reports DID matching results that look at one year before and after treatment, hence using the 

change in composite CSR ratings as the dependent variable. The average treatment effect on the 

treated is captured by the coefficient of the variable ñOil-related industries.ò We can see that for 

both hikes and crashes, the treatment effect is negative and highly significant. Since the findings 

are significant both for hikes and crashes, we can rule out the findings being the result of a first-

order change in oil prices. These results buttress the prediction of Hypothesis 2 that firms hold off 

CSR investments in the face of increased uncertainty.  
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In Table 5, we observe the heterogeneity effect by summarizing the results reported in 

Table 4 divided at the median into high vs. low innovative productivity and market concentration 

subgroups. The treatment effect is particularly significant for the low innovative productivity. It is 

also more significant for the high market concentration subgroup during price hikes but the 

opposite is true during price crashes. So, Hypothesis 3 is not confirmed while Hypothesis 5 is 

partially confirmed. However, as we shall see in the robustness checks section, further support for 

Hypotheses 3 and 5 is found. 

5.2 Robustness analysis 

As a first robustness check for hypotheses about the effects of market uncertainty, I estimate 

market uncertainty projected onto the firm level using average implied volatility for options of 

firmsô stocks. Beckman, Haunschild, and Phillips (2004) characterize the uncertainty firms face as 

two types: firm-specific uncertainty and market-level uncertainty shared across a set of firms. This 

classification mirrors the decomposition of risk and volatility into market, industry, and 

idiosyncratic components (Campbell, Lettau, Malkiel, and Xu, 2001). Previous literature has 

documented firm-level uncertainty derived from various sources, like uncertainty associated with 

the development of a specific technology (McGrath, 1997) and uncertainty in the value of joint 

ventures (Kogut, 1991) and strategic alliances (Gulati and Westphal, 1999). Apparently, it is 

challenging to measure these types of uncertainty directly. So I operationalize market uncertainty 

projected onto the firm level using implied volatility derived from the options of a firmôs stock.  

The data comes from OptionMetrics database accessed via WRDS. For each stock, I 

calculate the annual average implied volatility for standardized (interpolated) at-the-money-

forward options with 30-day, 60-day, 91-day, 122-day, 152-day, and 182-day expiration. 

Following the VIX approach, I use 30-day expiration in the analysis below, but the results are 
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qualitatively the same using other expiration days. I lag the measure by one year to alleviate the 

reversed causality concern. I similarly match this data with the dependent, moderating, and control 

variables data. I use a firm fixed effects ordinary least squares (OLS) model to estimate the 

ÅÆÆÅÃÔ ÕÎÃÅÒÔÁÉÎÔÙ ÈÁÓ ÏÎ Á ÆÉÒÍȭÓ #32 ÉÎÖÅÓÔÍÅÎÔȟ ÁÃËÎÏ×ÌÅÄÇÉÎÇ ÔÈÅ ÒÅÓÕÌÔÓ ÍÁÙ ÂÅ 

suffering from Nickell bias (Nickell, 1981). 

ὨὅὛὙ‌ ‍ϽὍὠέὰȟ ♬Ͻ╧ȟ ὃ Ὂ ‐                           (4)  

where all notations follow the style of Model 2. 

Table 6 presents the results. The layout of this table is similar to that of Table 3. Looking 

across all columns, we see that the higher the level of uncertainty, the more the KLD ratings will 

decrease, which supports Hypothesis 2ôs argument that increased market uncertainty may make 

the firm postpone its CSR investments. 

In columns H3 and H5, we see that that the higher the innovative productivity and market 

concentration, the more responsive to increases in implied volatility a firmôs KLD ratings become. 

This means that firms with higher innovative productivity are more likely to postpone CSR 

investments in the face of market uncertainty, but that firms with more competitive product 

markets are less likely to do so. Hence, we have support for Hypotheses 3 and 5. 

In Table 7, I use several different measures of KLD CSR ratings to repeat the DID matching 

analysis on oil price shocks. We can see that the results are mainly driven by changes in the 

categories related to environmental protection and community responsibilities. The diversity and 

employee relations ratings do not show many significant changes on the other hand. I also find 

that the results are mainly driven by changes in CSR concerns in the KLD ratings as opposed to 

strengths. This may either imply that concerns carry more information than strengths as 
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documented in previous research (Chatterji et al., 2009), or that it is mainly the CSR concerns that 

change following uncertainty shocks. 

In Table 8, I repeat the analysis in Table 4 using simple DID instead of DID matching. We 

can see that even though there are some changes in the magnitude and significance level, the 

pattern observed so far persists. 

Since in Table 4ôs analysis of oil price shocks, I do not distinguish between firms that 

would benefit from an increase in crude oil price and firms that would be harmed by it, it is possible 

that some coincidental combination of these two types of firms has led to the observed pattern. For 

example, it could be that firms that suffer when oil price increases reduce their CSR activities 

when oil price increases, while firms that suffer when oil price decreases reduce their CSR 

activities when oil price drops. This would not involve uncertainty or real options. To see if this 

might be the case, I separately analyze two groups of firms in oil-related industries. I obtain 

monthly stock returns for firms using CRSP data. I then regress monthly stock return on percentage 

monthly changes in crude oil future prices, controlling for the S&P 500 return and 1-month 

Treasury constant maturity rate. I record the coefficient for the changes in oil future price variable 

and label firms with positive coefficients as benefiting from an oil price increase while labeling 

those with negative coefficients as benefiting from an oil price decrease. I then repeat the DID 

matching analysis twice using each of the two types of firms as the treatment group, respectively. 

As seen in Table 9, the aggregate results we observe in the main analysis seem to be mostly driven 

by firms benefiting from oil price increase. For firms benefiting from oil price decrease, their CSR 

activities only decrease during oil price crashes but do not experience significant changes during 

oil price hikes (cost shocks). 
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One may think of an alternative mechanism to explain this paperôs findings: all else equal, 

firms react to large positive price shocks with reductions in CSR spending because they start to 

see (with those higher prices) higher relative returns from investing the marginal dollar in the main 

operating business. This behavior would then lead firms to transfer away from CSR spending to 

investing in the main operating business at the margin. To test if this mechanism is significant, I 

rerun the oil price hike regressions for firms benefiting from oil price increase (as in Table 9) while 

controlling for previous yearôs R&D expenses. As discussed earlier in the paper, R&D is a 

common real options strategy to deal with uncertainty. I find that the original results on CSR still 

hold after we control for R&D expenses, and R&D expenses are significantly and positively 

correlated with CSR. If we see R&D as part of the main operating business (at least more so than 

CSR), we have indirect proof that the reduction in CSR is not a result of a transfer to the main 

operating business. 

Out of concerns that merely controlling for CSR ratings in 1 year before treatment in the 

matching process is not adequate, I repeated the above DID matching procedures using the average 

of CSR ratings one and two years prior to treatment. The results are almost the same, which is not 

surprising given the largely parallel trend of CSR ratings between the treatment group and control 

group in the two years before the treatment, as seen in Figure 3. 

Minor changes to the matching methodology, including changing the number of neighbors 

matched, using a logit model to generate the propensity score instead, and trimming 1 percent of 

the treatment observations for which the propensity score density of the control observations is the 

lowest, cause very minor changes to our results. I also conducted matching using other matching 

methods, including a kernel propensity score matching with a Gaussian kernel, which constructs 

the counterfactual control group by taking local averages of the untreated group observations near 
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each treated observation, and coarsened exact matching, a type of matching on exact values with 

discretized variables developed by Iacus, King, and Porro (2012), all with the same matching 

variables. Both of these methods generate similar results, but with slightly reduced significance 

for longer time horizons before and after treatment. These results are available upon request. 

6 Conclusion and Discussion 

In this paper, I build a real options model that combines the view of CSR as a competitive resource 

that enhances growth and the view of CSR as providing insurance. I then examine the moderating 

impacts of innovative productivity, brand equity, and product market competition. My preliminary 

results support my hypotheses derived from the model. They show that firmsô CSR activities 

decrease when they face more market uncertainty, especially for firms with high innovative 

productivity and less so for firms in competitive markets. They also show that firmsô CSR activities 

increase when they face more negative event uncertainty, especially for firms with greater brand 

equity and in competitive markets. These findings support the narrative of CSR as a strategic 

investment. 

The theoretical framework proposed in this paper has the potential to provide fodder for 

various streams of future research. The dual-uncertainty, dual-option framework I developed holds 

the potential of contributing to the understanding of how various types of uncertainty drive R&D 

(McGrath and Nerkar, 2004), joint venture (Reuer and Tong, 2005), and other strategies often 

discussed in entrepreneurship and international business, to the extent that these strategies also 

contribute to both growth and insurance. For example, R&D investment decision is shaped 

simultaneously by R&Dôs value in enhancing growth, and by R&Dôs value in insuring against 

competitorsô technological breakthrough. 
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In addition to the theoretical contributions, the findings offer practical implications. It 

advises managers on how to respond to uncertainty when developing CSR strategies. Highlighting 

the empirical setting of firms related to oil production and consumption, the findings hold 

particular significance from a sustainability perspective. For example, recent issues like offshore 

drilling and the Keystone Pipeline have attracted substantial public attention, especially from 

conservationist groups14. 

The paper has a few limitations and requires further improvement. For example, even 

though I have used both an aggregate KLD score and a KLD score specific to issue areas, I need 

to dig deeper into the details of CSR ratings and possibly come up with a more refined measure of 

CSR. The KLD ratings, while being the mainstream approach of studying CSR for decades, 

grapples with some intrinsic difficulties in measuring CSR activity, since some of what is credited 

as CSR is symbolic or ñgreenwashingò (Lyon and Maxwell, 2011). A famous example of 

greenwashing is BP, which even changed its name from British Petroleum to Beyond Petroleum 

but got named the largest ñcorporate climate culpritò on earth by Greenpeace in 2004 (Peloza, 

2006). This is especially true after the Deepwater Horizon oil spill. The distinction between ñhardò 

CSR activities and ñeasyò CSR activities proposed in Carroll et al. (2016) would work as a 

potential candidate to identify substantive CSR initiatives among symbolic ones. Flammer 

(2015b)ôs observation that those CSR-related shareholder proposals with very few favorable votes 

suggest their symbolic nature provides yet another perspective for identifying substantive vs. 

symbolic CSRs. As an ongoing next step along the lines of this, I am using the Factiva database 

of newspaper articles and press releases to conduct text analysis on reports of CSR-related 

activities by firms.  

                                                           
14 For example, a recent Trump administration plan to expand drilling in U.S. continental waters has drawn 

opposition from conservation groups (The Washington Post, 2018).   



38 

 

In sum, despite the limitations, this paper provides an empirically testable dual-uncertainty, 

dual-option framework that characterizes how CSR, as a firm strategy, is motivated or discouraged 

by various types of uncertainty. It also explores the underlying mechanisms of these patterns by 

examining the moderating effect of innovative productivity and brand equity.  
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8 Figures and Tables 

FIGURE 1-1 

CSR Investment as Real Options 

 
 

FIGURE 1-2 

Crude Oil Futures Price: Cushing, OK ï Contract 1  
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FIGURE 1-3 

CSR for Treatment and Control Groups after Shocks to Oil-related Industries  

 

TABLE 1-1 

Balancing of Variables Between Treatment and Matched Control Groups 

 Mean  t-test V(T)/  

Variable Treated  Control  %bias t     p>t V(C) 

       
CSR Rating -0.26 -0.23 -10.7 -2.74 0.006 0.99 

Total Assets(log) 7.57 7.55 1.4 0.35 0.723 0.75* 

Return on Assets 0.05 0.04 5.3 1.33 0.183 0.88 

Cash Holdings 0.11 0.12 -4.6 -1.11 0.266 0.61* 

Leverage 0.23 0.22 5.2 1.25 0.211 0.59* 

# Employees(1,000) 11.96 12.05 -0.4 -0.09 0.927 0.50* 

Market-to-book Ratio 2.15 2.62 -5.3 -1.25 0.212 0.43* 

* if variance ratio outside [0.88; 1.14] 
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TABLE 1-2 

Impact of Negative Event Uncertainty on CSR 

 H1 H4 H5 

Subgroups: 
System 

GMM  

Fixed 

Effects 

Brand Equity  Market Concentration 

Low High Low High 

DEPENDENT VARIABLE:  ȹComposite CSR 

        

Negative Event Uncertainty L1 0.146*** 0.108** 0.123 0.154** 0.198*** 0.0708 

 (0.0562) (0.0428) (0.0852) (0.0728) (0.0628) (0.0566) 

Mean Negative Event Sentiment L1 -0.370 -0.109 -0.0293 -0.294** -0.0596 -0.135 

 (0.256) (0.0683) (0.141) (0.137) (0.0995) (0.104) 

CSR Rating L1 -0.259*** -0.499*** -0.585*** -0.459***  -0.533*** -0.505*** 

 (0.0219) (0.0180) (0.0410) (0.0353) (0.0289) (0.0232) 

Cash Holdings L1 0.0186 -0.0614 -0.0669 -0.138* -0.113* -0.0426 

 (0.0791) (0.0415) (0.105) (0.0818) (0.0632) (0.0598) 

Leverage L1 0.137 0.0173 0.0186 0.0255 0.00532 0.0163 

  (0.0301) (0.0759) (0.0603) (0.0406) (0.0510) 

Total Assets(log) L1 0.0550*** -0.00202 -0.0324 0.0389 -0.0135 0.00223 

 (0.00999) (0.0115) (0.0252) (0.0273) (0.0203) (0.0166) 

Return on Assets L1 0.00433 0.0641*** 0.150*** 0.0351 0.155*** 0.0142 

 (0.0389) (0.0214) (0.0485) (0.0648) (0.0413) (0.0222) 

# Employees(thousand) L1 -0.000215** -4.94e-05 -0.000705 0.000857** 0.000357 -7.93e-05 

 (0.000105) (0.000203) (0.000472) (0.000358) (0.000914) (0.000188) 

Market-to-book Ratio L1 -0.000252 -4.50e-05***  -0.00149* 1.12e-05 -6.53e-05***  2.09e-05 

 (0.000290) (1.00e-05) (0.000779) (5.78e-05) (5.93e-06) (7.92e-05) 

Constant -2.931*** -0.0738 0.122 -0.340* -0.000265 -0.0916 

 (1.100) (0.0851) (0.195) (0.191) (0.154) (0.121) 

       

Observations 8,805 8,823 1,738 2,145 3,969 4,854 

R-squared  0.202 0.264 0.178 0.202 0.209 

Number of ncusipn 2,005 2,004 552 505 1,096 1,243 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

  



48 

 

TABLE 1-3 

Impact of Oil Price Uncertainty on CSR 

 H2 H3 H5 

Subgroups: Baseline Full Model 
Innovative Productivity  Market Concentration 

Low High Low High 

DEPENDENT VAR:  ȹComposite CSR 

        

Oil Implied Volatility L1 0.0202*** 0.0157*** 0.0196*** 0.0146*** 0.0174***  0.0135*** 

 (0.00104) (0.00138) (0.00340) (0.00455) (0.00204) (0.00208) 

Oil Implied Volatility L1 * 

Oil-related Indus. 8.57e-05 -0.00466** -0.00877 -0.0197** -0.00188 -0.00705* 

 (0.00265) (0.00233) (0.0109) (0.00986) (0.00297) (0.00363) 

Mean Oil Future L1 -0.00625*** -0.00582*** -0.00502*** -0.00557*** -0.00606*** -0.00533*** 

 (0.000303) (0.000328) (0.000850) (0.00117) (0.000434) (0.000507) 

CSR Rating L1  -0.557*** -0.576*** -0.560*** -0.588*** -0.546*** 

  (0.0133) (0.0323) (0.0340) (0.0188) (0.0199) 

Cash Holdings L1  -0.0300 0.0317 0.0104 -0.0392 -0.0104 

  (0.0241) (0.0495) (0.0582) (0.0321) (0.0398) 

Leverage L1  0.00160 0.0181 0.0119 -0.00197 -0.00984 

  (0.0184) (0.0424) (0.0477) (0.0226) (0.0330) 

Total Assets(log) L1  0.00126 0.0132 0.0527** 0.00147 0.00226 

  (0.00737) (0.0185) (0.0245) (0.0112) (0.0111) 

Return on Assets L1  0.0322 0.0461 0.0470 0.0250 0.0414* 

  (0.0220) (0.0312) (0.0342) (0.0341) (0.0234) 

# Employees(thousand) L1  -6.23e-05 0.00134 9.70e-05 0.000165 -0.000122 

  (0.000223) (0.00132) (0.000630) (0.000745) (0.000209) 

Market-to-book Ratio L1  -3.23e-05** -4.60e-05 -5.66e-05***  -4.73e-05***  4.04e-05 

  (1.39e-05) (0.000112) (1.07e-05) (6.58e-06) (3.62e-05) 

Constant -0.294*** -0.249*** -0.461*** -0.540*** -0.291*** -0.216***  

 (0.0203) (0.0509) (0.120) (0.167) (0.0790) (0.0751) 

       

Observations 19,732 18,068 3,166 1,945 9,865 8,203 

R-squared 0.069 0.248 0.241 0.299 0.267 0.233 

Number of ncusipn 4,080 3,924 948 612 2,451 2,077 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-4 

Impact of Oil Price Shocks on CSR 

 Price Hikes Price Crashes 

DEPENDENT VARIABLE:  ȹComposite CSR 

            

Oil-related Industries -0.0639*** -0.0682***  -0.0653*** -0.0691*** -0.0379*** 

 (0.0143) (0.0140) (0.0146) (0.0144) (0.0116) 

CSR Rating L1  -0.168***  -0.159*** -0.0462*** 

  (0.0259)  (0.0264) (0.0150) 

Total Assets(log) L1   0.0118** 0.0130** 0.00534 

   (0.00520) (0.00534) (0.00386) 

Return on Assets L1   -0.0823*** -0.0699*** -0.0358 

   (0.0201) (0.0206) (0.0364) 

Cash Holdings L1   0.137** 0.113** -0.0282 

   (0.0565) (0.0560) (0.0404) 

Leverage L1   0.0414 0.0249 -0.0465* 

   (0.0320) (0.0321) (0.0270) 

# Employees(1,000) L1   0.000870* 0.000569 -0.000327 

   (0.000450) (0.000461) (0.000328) 

Market-to-book Ratio L1   -0.000479 -0.000428 0.00229** 

   (0.00144) (0.00143) (0.000984) 

Constant 0.00481 -0.0222 -0.132*** -0.155*** -0.0253 

 (0.0205) (0.0207) (0.0490) (0.0499) (0.0263) 

      

Observations 1,771 1,771 1,771 1,771 567 

R-squared 0.051 0.087 0.067 0.099 0.073 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-5 

Impact of Oil Price Shocks on CSR: Subgroups 

 H3 H5 

Subgroups: 
Innovative Productivity  Market Concentration 

Low High Low High 

DEPENDENT VARIABLE:  ȹComposite CSR 

      
Price Hikes -0.136*** -0.0603 -0.0199 -0.0747*** 

 (0.0492) (0.0450) (0.0163) (0.0152) 

     

Price Crashes -0.0231 0.00862 -0.0224** -0.00290 

  (0.0242) (0.0355) (0.0113) (0.0106) 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-6 

Impact of Firm Implied Volatility on CSR  

 H2 H3 H5 

Subgroups: Baseline Full Model 
Innovative Productivity  Market Concentration 

Low High Low High 

DEPENDENT VAR:  ȹComposite CSR 

        

Implied Volatility(30d.) L1 -0.0569*** -0.103*** -0.245*** -0.407*** -0.0670** -0.146*** 

 (0.0217) (0.0270) (0.0713) (0.0683) (0.0291) (0.0402) 

CSR Rating L1  -0.500*** -0.565*** -0.459*** -0.554*** -0.499*** 

  (0.0146) (0.0335) (0.0325) (0.0211) (0.0197) 

Cash Holdings L1  -0.0194 0.0663 0.000989 -0.0194 -0.0348 

  (0.0261) (0.0540) (0.0534) (0.0362) (0.0407) 

Leverage L1  0.0143 0.0153 0.0320 -0.0140 0.0365 

  (0.0204) (0.0512) (0.0501) (0.0250) (0.0347) 

Total Assets(log) L1  -0.000498 0.0208 0.0248 0.00178 0.00220 

  (0.00755) (0.0200) (0.0206) (0.0124) (0.0112) 

Return on Assets L1  0.0348** -0.0165 -0.0294 0.0639*** 0.0158 

  (0.0159) (0.0332) (0.0351) (0.0240) (0.0238) 

# Employees(thousand) L1  -0.000147 0.00150 0.000307 0.000249 -0.000216 

  (0.000175) (0.000929) (0.000719) (0.000787) (0.000162) 

Market-to-book Ratio L1  -3.13e-05** 3.99e-05 -6.18e-05***  -5.86e-05***  5.92e-05 

  (1.58e-05) (0.000412) (1.18e-05) (7.49e-06) (4.89e-05) 

Constant 0.00709 0.0264 -0.0855 0.00278 0.00484 0.0273 

 (0.0138) (0.0584) (0.147) (0.149) (0.0950) (0.0863) 

       

Observations 16,907 15,163 2,665 2,511 6,976 8,187 

R-squared 0.044 0.212 0.243 0.262 0.231 0.207 

Number of ncusipn 3,426 3,226 819 677 1,803 1,993 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-7 

Impact of Oil Price Shocks on CSR: Alternative CSR Measures 

 Price Hikes 

DEPENDENT VARIABLE:  

ȹEnv&Com 

CSR 

ȹDiv&Emp 

CSR 

ȹCSR   

Strengths 

ȹCSR   

Concerns 

        

 -0.0118*** -0.00860 0.00119 0.0269*** 

  (0.00344) (0.00664) (0.00336) (0.00641) 

 Price Crashes 

DEPENDENT VARIABLE:  

ȹEnv&Com 

CSR 

ȹDiv&Emp 

CSR 

ȹCSR   

Strengths 

ȹCSR   

Concerns 

      

 -0.0203*** -0.0181 0.00167 0.0453*** 

 (0.00647) (0.0114) (0.00642) (0.0121) 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-8 

Impact of Oil Price Shocks on CSR - DID 

 Price Hikes Price Crashes 

DEPENDENT VARIABLE:  ȹComposite CSR 

            

Oil-related Industries -0.0140** -0.0283*** -0.0154** -0.0315*** -0.0378*** 

 (0.00619) (0.00664) (0.00623) (0.00689) (0.0119) 

CSR Rating L1  -0.0910***  -0.101*** -0.0825*** 

  (0.00670)  (0.00681) (0.0110) 

Total Assets(log) L1   0.00701*** 0.0120*** 0.00477* 

   (0.00121) (0.00138) (0.00254) 

Return on Assets L1   0.0198* 0.0269*** 0.0185 

   (0.0102) (0.0103) (0.0192) 

Cash Holdings L1   0.0355*** 0.0534*** -0.0163 

   (0.00949) (0.0101) (0.0164) 

Leverage L1   0.00406 -0.00677 -0.0380** 

   (0.00718) (0.00769) (0.0162) 

# Employees(1,000) L1   -3.22e-05 -5.42e-05 -5.55e-05 

   (3.29e-05) (4.90e-05) (4.87e-05) 

Market-to-book Ratio L1   -6.09e-05***  -6.07e-05***  9.71e-06 

   (2.22e-05) (1.94e-05) (2.78e-05) 

Constant 0.00672 0.0191** -0.0604*** -0.0883*** -0.0489** 

 (0.00790) (0.00779) (0.0134) (0.0138) (0.0210) 

      

Observations 10,777 10,777 9,885 9,885 2,757 

R-squared 0.012 0.042 0.017 0.052 0.041 

Robust standard errors clustered at the firm level in parentheses 

***  p<0.01, ** p<0.05, * p<0.1 
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TABLE 1-9 

Impact of Oil Price Shocks on CSR: Firms Benefiting from Oil Price Increase or 

Decrease 

 Benefiting from 

Subgroups: Price Increase Price Decrease 

DEPENDENT VARIABLE:  ȹComposite CSR 

      

Price Hikes -0.0294*** -0.0110 

 (0.0105) (0.0102) 

   

Price Crashes -0.0399** -0.0437** 

  (0.0192) (0.0178) 

Robust standard errors clustered at the firm level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1   
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Appendix A: Li st of Top Oil-related Industries 

TABLE A1: List of Top Oil -related Industries Included in The Treatment Group  
NAICS 

Code Title  

# 

Observations 

NAICS 

Code Title  

# 

Observations 

213111 Drilling Oil and Gas Wells 167 482111 Line-Haul Railroads 79 

481111 Scheduled Passenger Air 

Transportation 

146 484121 General Freight 

Trucking, Long-Distance, 

Truckload 

79 

213112 Support Activities for Oil 

and Gas Operations 

132 325211 Plastics Material and 

Resin Manufacturing 

73 

324110 Petroleum Refineries 131 483111 Deep Sea Freight 

Transportation 

55 

333132 Oil and Gas Field 

Machinery and Equipment 

Manufacturing 

108 212221 Gold Ore Mining 48 

325998 All Other Miscellaneous 

Chemical Product and 

Preparation Manufacturing 

85 484122 General Freight 

Trucking, Long-Distance, 

Less Than Truckload 

46 
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Appendix B: Additional Summary Statistics 

TABLE B1. Descriptive Statistics of Firms in Oil-related Industries 

 

Firms in Oil -related 

Industries    All Firms  

  Mean Std. Dev. Min.  Max. 

Mea

n 

Std. 

Dev. Min.  Max. 

          

CSR -0.30 0.29 -1.25 0.00 0.03 0.48 -1.61 2.10 

Total Assets(log) 8.21 1.27 5.08 10.08 7.49 1.79 2.33 13.08 

Return on Assets 0.03 0.05 -0.09 0.15 0.03 0.19 -3.07 1.25 

Cash Holdings 0.08 0.10 0.00 0.45 0.26 0.21 0.00 0.97 

Leverage 0.20 0.15 0.01 0.58 0.15 0.20 0.00 3.39 

# Employees(thousand) 12.23 10.37 1.37 39.03 20.69 47.37 0.01 

426.7

5 

Market-to-book Ratio 2.03 1.55 0.50 6.69 3.76 13.75 

-

238.73 

272.5

0 

Patent-to-R&D Ratio 0.63 0.52 0.03 1.92 0.95 2.08 0.00 40.66 

Advertising-to-assets 

Ratio 0.01 0.00 0.00 0.01 0.02 0.04 0.00 0.52 

Herfindahl Index(HHI) 0.53 0.14 0.16 1.00 0.35 0.24 0.05 1.00 

 

TABLE B2. Correlation of Statistics for Firms in Oil -related Industries 

 CSR 

Total 

Assets 

(log) 

Return 

on 

Assets  

Cash 

Holdings Leverage 

# 

Employees 

(thousand) 

Market -

to-book 

Ratio 

CSR Rating 1       

Total Assets(log) -0.1359 1      

Return on Assets  -0.0495 0.0864 1     

Cash Holdings 0.022 -0.2156 -0.0192 1    

Leverage 0.0539 0.1522 -0.2551 -0.1998 1   

# Employees(1,000) -0.053 0.6838 0.0282 -0.1012 -0.0435 1  

Market -to-book Ratio 0.0159 0.0158 -0.0086 0.0282 -0.1185 0.0404 1 
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Appendix C: Detailed Model With Proof 

Model setup 

There are three periods in this model, represented by ὸ π, ὸ ρ, and ὸ ς. A firm makes a 

decision about investing Ὓ amount of CSR at either ὸ π or ὸ ρ, while a negative event of 

uncertain magnitude occurs at ὸ ς. The event prompts the firm to engage in r amount of relief 

effort in its wake. I assume the aggregate gain from CSR investment, which is realized at ὸ ς,  

will be the result of return of CSR investment before the event (enhancing growth) multiplied by 

a scale factor capturing the return of the relief effort after the event (insurance). 

Letôs first look at the return of CSR investment before the event. Let the cost of CSR 

investment be ὅ Ὓ ὌϽὛ where Ὄ is the unit cost of investment. The return to the investment 

is Ὑ ὓȟὛ ὓ ὛὛ. Here ñὛò reflects the diminishing marginal return to CSR investment, 

as documented in previous literature (Smith, Read, and López-Rodríguez, 2010; Webb, 1996). 

ὓ π captures the market condition the firm faces. This setup is based on the findings that CSR 

gives a firm competitive advantage from a resource-based viewpoint (Russo and Fouts, 1997) and 

works to differentiate firmsô products towards consumers with CSP preferences so as to reduce 

price competition (Baron, 2009). At ὸ π, the firm knows that ὓ will follow a normal distribution 

ﬞ ὓ  with mean ‘  and variance „ . From ὸ ρ onwards, the outcome of the random 

distribution is observed and I denote the realized value ὓ.  

Second, I consider the insurance view. The cost of the relief effort that follows the negative 

event to alleviate the situation is represented by ὅ ὶ ὶ, which captures increasing unit cost 

of relief as more effort is devoted. The return to the relief effort is Ὑ ὯȟὛȟὶ ὯὧϽЍὛϽὶ if 
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the CSR investment is done at ὸ π, but Ὑ Ὓȟὶ ЍὛϽὶ if the CSR investment is done at ὸ

ρ. Here, c is the magnitude of the negative event. At ὸ π, the firm knows that c follows a normal 

distribution. For brevity of computation, I assume it has mean ‘ and variance „ . This setup 

symbolizes the insurance feature of CSR, where Ὧȡ ὧ Ὧὧ is monotonic transformation of c on 

ᴙ . Ὧ also follows a normal distribution ﬞ Ὧ with mean ‘ and variance „ . (One can set Ὧ

ὩϽὧ with e being a coefficient but that is not necessary for the illustration of this model.) The 

intuition behind the difference between the returns in the two periods is that beginning to act like 

a responsible player just before a negative event occurs is less likely to achieve the positive 

attributions by the public as in Godfrey et al. (2009)ôs CSR as insurance argument.  

Equilibrium  

Scenario a 

If the firm invests in CSR at ὸ π, the firmôs expected profit is given by the following, where  

represents expectation conditioning on information available at the given point in time. 

“ Ὑ ὓȟὛ ὅ Ὓ Ͻὕ ὶ ὧ                                         (1) 

Here ὕ ὶ represents the expected optimal return of the relief effort that can be obtained 

by changing r, if CSR investment is made at ὸ π. Hence: 

ὕ ὶ άὥὼὙ ὯȟὛȟὶ ὅ ὶ                                             (2) 

To maximize the expected profit “ , we start by finding ὕ ὶ. When ὶᶻ ὯЍὛ, we 

have ὕ ὶ ᷿ ϽὯϽὛﬞ ὯὨὯ ‘ „ Ὓ. Here, I make use of the equation 

ὠὥὶὯ ὉὯ ὉὯ to simplify the expression. Substituting ὕ ὶ  into (1) and 

maximizing “ , we notice that since the resulting “  is a cubic function of S, it should not 
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have a global maximum or global minimum in general. However, assuming ὓ Ὄ π, I find 

through first order condition that “  has a local maximum (Ὓ ‘ Ὄ  and a local 

minimum (Ὓ π. Since Ὓ π, “  has a global maximum at Ὓᶻ ‘ Ὄ , and the 

maximum expected profit “ ᶻ ‘ Ὄ ‘ „ ‘. I denote this ɩ . 

Scenario b 

If the firm invests at ὸ ρ, the firmôs expected profit is: 

“ ᷿ Ὑ ὓȟὛ ὅ Ὓ ὕ ὶ ὧﬞ ὓ Ὠὓ                              (3) 

Here ὕ ὶ represents the expected optimal return of the relief effort that can be obtained 

by changing r, if CSR investment is made at ὸ ρ. Hence: 

ὕ ὶ ÍÁØ Ὑ Ὓȟὶ ὅ ὶ                                              (4) 

Again, to maximize the expected profit “ , we start from finding ὕ ὶ. When ὶᶻ

ЍὛ, we have ὕ ὶ Ὓ. Substituting  ὕ ὶ into (3) and finding the maximum of the cubic 

function “  through first order condition, I get Ὓᶻ ὓ Ὄ  and that the maximum 

expected profit  “ ᶻ ᷿ ὓ Ὄ ὧﬞ ὓὨὓ. To simplify the expression, note that 

since M follows a normal distribution, we have Ὁὓ ‘ σ‘ Ͻ„ . Hence, substituting 

in the expression of Ὁὓ , we have “ ᶻ ‘ Ὄ σ‘ Ὄ„ ὧ. I denote this 

ɩ . 

Threshold value for negative event uncertainty 

Letôs assume a threshold value for negative event uncertainty. Imagine negative event uncertainty 

is increasing from 0 (equivalent to no uncertainty). When negative event uncertainty is smaller 
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than the threshold, the firm is better off investing in CSR at ὸ ρ. When negative event 

uncertainty is larger than the threshold, the firm is better off investing in CSR at ὸ π. Intuitively, 

as negative event uncertainty increases, a firm may have a stronger incentive to expedite its CSR 

investment due to the increased insurance value. This illustrates the tension between the two types 

of uncertainty in determining CSR investment: market uncertainty pushes firms to invest later 

while negative event uncertainty pushes firms to invest earlier. Thus, I propose: 

Hypothesis 1 (H1) (option value of insurance) Firms have greater incentives to expedite 

CSR investments when they face more negative event uncertainty. 

Threshold value for market uncertainty  

Letôs assume a threshold value for market uncertainty. Imagine market uncertainty is increasing 

from 0 (equivalent to no uncertainty). Before market uncertainty reaches the threshold, the firm is 

better off investing in CSR at ὸ π, since ɩ ɩ . When market uncertainty becomes larger 

than the threshold, the firm is better off investing in CSR at ὸ ρ. 

 The intuition is that as market uncertainty increases, a firm may have a stronger incentive 

to postpone its CSR investment decision to the future in light of the increased option value. 

Intuitively, postponing the CSR investment to after one has acquired information about the 

realization of the random market condition rather than investing before that generates a flexibility 

advantage. Instead of only being able to choose one investment amount now, which may not be 

optimal for every realization of the market condition, the firm can optimally respond to each 

realization of the market condition by investing after the market condition has been determined, 

generating a higher profit. The wider the distribution of the market condition, the bigger the profit 

gained from postponing. This motivates the following hypothesis: 
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Hypothesis 2 (H2) (option value of postponing) Firms have greater incentives to postpone 

CSR investments when they face more market uncertainty. 
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Chapter 2 

Do For-Profit Firms Degrade Quality?: 

Evidence from Drinking Water Systems in 

The U.S. 
 

1 Introduction 

Whether organizations providing essential services such as education, energy, health care, 

telecommunications, and water should be managed through publicly or privately owned 

organizations has long been an issue of heated debate (Crocker and Masten 1996, Koh et al. 1996, 

Newbery and Pollitt 1997, Troesken 2001, Troesken and Geddes 2003, Kwoka 2005, 2008). 

Recent controversies across a number of industries suggest that for-profit management can have 

serious negative implications for service quality. The U.S. Justice Department under President 

Obama decided it would no longer use private prisons because they are less safe and less effective 

at providing correctional services (Zapotosky and Harlan 2016). For-profit schools in the U.S. 

have come under fire for fueling the student debt crisis, delivering low-quality training that fails 

to generate jobs for students, and leaving students holding large amounts of debt when a for-profit 

school goes bankrupt (Looney and Yannelis 2015). For-profit health care in the U.S. has been 

attacked for skimping on charitable care to the needy (Hamill 2016) and refusing to provide care 

to patients with pre-existing conditions until the Affordable Care Act of 2010 made it illegal to 

discriminate on this basis (Hendren 2013).   
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Ownership and governance have implications for multiple dimensions of organizational 

performance, and have been studied extensively in management (Perry and Rainey 1988, Boyne 

2002, Leiblein 2003, Moore and Kraatz 2011), economics (Vickers and Yarrow 1991, Hart et al. 

1997, Frydman et al. 1999, Megginson and Netter 2001) and political science (Chubb and Moe 

1988, Konisky and Teodoro 2015). However, the literature has focused primarily on cost, pricing 

and efficiency (Vickers and Yarrow 1991, Megginson and Netter 2001, Bel and Warner 2008), 

with less attention paid to how ownership affects quality of service. The literature that does address 

quality impacts has reached very mixed conclusions. Some studies find that private provision 

offers higher quality (Keeler 1992, Galiani et al. 2005, Stolt et al. 2011, Cabral et al. 2013, Konisky 

and Teodoro 2015), some find public provision offers higher quality (Troesken 2000, Kwoka 2005, 

Amirkhanyan et al. 2008, Comondore et al. 2009, Lundahl et al. 2009, Looney and Yannelis 2015), 

and others find no consistent advantage of one form over another (Fumagalli et al. 2007, Wallsten 

and Kosec 2008, Alonso and Andrews 2016). 

 Not all of the research linking ownership form to quality offers theoretical explanations for 

the linkage. That which does suggests that public ownership may increase quality because it offers 

weaker incentives to cut costs on non-contractible dimensions of quality (Hart et al. 1997, Kwoka 

2005, Amirkhanyan 2008, Alonso and Andrews 2016) or extends service to groups of customers 

that might be neglected by private owners (Troesken 2000). Conversely, private ownership may 

increase quality because it increases investment and expands network connections (Galiani et al. 

2005, Olmstead 2009), brings to bear greater managerial capabilities (Cabral et al. 2013), or 

increases scrutiny from external stakeholders (Cabral et al. 2013, Baum and McGahan 2013, 

Konisky and Teodoro 2015, Montgomery et al. forthcoming). Although these papers all provide 
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valuable insights, there is not yet an integrated theoretical framework that explains when private 

or public ownership will be more effective in the provision of quality. 

In light of the fragmented state of the literature, we ask under what conditions private 

ownership degrades quality of service. In so doing, we seek to advance understanding by offering 

a simple resource-based theory of the comparative advantage of alternative ownership forms in the 

provision of quality. If a municipality has endowments of key resources that are particularly low 

in cost or high in quality, then non-profit provision through public ownership is more likely to 

produce high quality, but if its resources are high in cost or low in quality then the use of a for-

profit supplier is more likely to produce high quality. We test this theory using a large panel dataset 

to study how changes in ownership form (from public to private and vice versa) affect an 

organizationôs performance with respect to service quality.  

Our empirical setting is U.S. municipal water services. Water services provide an excellent 

test case for several reasons. First, in recent years water issues have emerged into the spotlight as 

awareness of the importance of this natural resource has grown. In 2016 the World Economic 

Forum named ñwater crisesò the largest global economic risk over the next decade (WEF 2016). 

Moreover, although water has attracted attention due to unprecedented droughts in California and 

Texas, water shutoffs in Detroit, and the lead contamination crisis in Flint, Michigan, water 

remains understudied in the management literature (Kurland and Zell 2010). Second, the 

ownership of water supply systems has become increasingly contested in recent years. Water and 

sewage systems have historically been publicly owned in the U.S., even as other utilities have been 

privatized (Masten 2010). However, following the Great Recession, many municipal governments, 

especially those in the Rust Belt, considered privatizing their water systems to cope with fiscal 

challenges (Food and Water Watch 2010). While advocates of privatization argue it will drive 
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down costs and increase efficiency, activist groups argue that water should be a publicly owned 

commons (Barlow 2013) and protests against water privatization have emerged across the country 

(Food and Water Watch 2010). So, on the one hand, privatization does provide the infrastructure 

upgrade many systems badly need, on the other hand, many low-income families can no longer 

afford the higher water rates caused by the infrastructure upgrade. Finally, studying water services 

provides unique empirical opportunities. As privatization has gained attention, municipalization 

of water systems has also become more common. In fact, the number of people served by private 

systems dropped by 16% between 2007 and 2011 while those served by public systems rose by 8% 

(Food and Water Watch 2012). The fact that privatization and municipalization of water services 

are happening concurrently allows us to study the dynamic effects of changes in ownership status, 

in both directions, which offers unique opportunities not found in prior literature. This setup also 

helps us better address the endogeneity concern associated with static analysis on the relationship 

between ownership and performance.  

Our study offers important theoretical and empirical contributions to the economics and 

management literatures on ownership form and its relation to service quality. From a theoretical 

perspective, we develop a theory of the key local resources expected to affect the comparative 

advantage of public and private ownership.  In particular, we develop hypotheses regarding the 

role of finances, local labor markets and stakeholder attention as key inputs affecting the provision 

of quality, and explain how they affect the comparative performance of different ownership forms. 

From an empirical perspective, our unique panel dataset, compiled through a series of Freedom of 

Information Act requests to the U.S. Environmental Protection Agency (EPA), enables us to use 

modern quasi-experimental methods (Campbell and Stanley 2015) to control for time-invariant 

factors correlated with both a systemôs ownership form and its quality performance, factors that 
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would bias the cross-sectional estimations common in the literature. A particular strength of our 

dataset is that it gives us the rare ability to assess both privatization and municipalization in a 

consistent fashion using concurrent data. We offer the first large-scale empirical study that 

examines the dynamic effects of ownership change as well as the important role of contextual 

factors in provision of quality, an increasingly pressing issue in times of infrastructure decay across 

sectors. Finally, given growing concerns for water quality and the health implications of quality 

and service violations, our study provides valuable insight to public and private managers and 

policy-makers who seek to better understand and govern these vital systems.  

 

2 Related Literature   

The merits of public and private ownership have been the subject of ongoing debate across multiple 

literatures. Findings suggest that neither form universally dominates and that both forms have 

strengths and weaknesses when evaluated on a variety of factors, including service quality. A large 

economics literature finds that private ownership generally creates stronger incentives for cost 

reductions (for a review see Megginson and Netter 2001), especially in competitive industries 

(Vickers and Yarrow 1991).  In the management literature, recent reviews suggest that although 

private ownership is often associated with greater productive efficiency, contextual factors create 

such substantial variation in financial performance that general comparisons remain inconclusive 

(Cuervo and Villalonga 2000, Musacchio et al. 2015).  

Although the role of ownership form has been studied extensively, relatively little attention 

has been paid to its impacts on service quality, despite the large literature on quality management 

and the factors that influence it (Benson et al. 1991). From a theoretical perspective, private 

ownership may produce higher service quality because it is less vulnerable to political 
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misallocation of resources (Shleifer and Vishny 1994), or because private firms receive harsher 

regulatory treatment than do public firms (Konisky and Teodoro 2015). Consistent with this view, 

superior quality performance has been documented in for-profit U.S. hospitals (Keeler et al. 1992), 

Swedish elder care (Stolt et al. 2011), nursing homes internationally (Comondore et al. 2009) and 

Brazilian prisons (Cabral et al. 2013). Conversely, from a theoretical perspective, non-profit 

ownership may produce higher service quality because it creates less incentive for quality-reducing 

cost-cutting (Holmstrom and Milgrom 1991, Hart et al. 1997) or because penalties for violations 

are too low to induce compliance from profit-driven firms (Harrington 1988, Gray and Shimshack 

2011). Consistent with this view, superior quality performance has been documented for non-profit 

U.S. electric utilities (Kwoka 2005), U.S. nursing homes (Amirkhanyan et al. 2008), and U.S. 

prisons (Lundahl et al. 2009).  

Thus, on quality grounds as well as on cost efficiency grounds, neither ownership form 

appears to be universally superior. With regard to municipal water services specifically, a review 

of all published econometric studies of water and waste production since 1970 found little support 

for a connection between privatization and cost savings, possibly because there is little competition 

in water supply (Bel and Warner 2008). Research on the connection between ownership and water 

quality also reaches mixed conclusions. Some research finds no significant impact of ownership 

form (Wallsten and Kosec 2008), and other research finds that privately-owned systems have 

fewer quality violations than publicly-owned systems (Galiani et al. 2005, Konisky and Teodoro 

2015). Ogden and Watson (1999) find that improved service quality may actually increase 

shareholder returns in private water systems, enhancing incentives for improvements. In contrast, 

Troesken (2001) finds water municipalization in the early 20th century decreased the spread of 

waterborne disease among less-affluent communities. Yet other work finds that although 
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ownership form does have an impact on service quality, its impact is moderated in subtle ways by 

other variables; for example, scale may moderate the effects of private ownership because larger 

systems are subject to more scrutiny from national activist organizations (Montgomery et al. 

forthcoming). However, these studies are all either primarily cross-sectional in nature (Troesken 

2001, Wallsten and Kosec 2008, Konisky and Teodoro 2015, Montgomery et al. forthcoming) or 

conducted in a developing country context that may be expected to differ substantially from that 

in the U.S. and developed world (Galiani et al. 2005).  

In short, neither theory nor prior empirical work provides much reason to believe that one 

ownership form is likely to always dominate the other in terms of the provision of service quality; 

instead, contextual factors appear to be crucial. Accordingly, we seek to uncover sources of the 

comparative advantage for particular ownership forms in the provision of service quality. We lay 

out below a theory that identifies key inputs used in the production of a local good. If a 

municipality has endowments of these inputs that are particularly low in cost or high in quality, 

then non-profit provision through public ownership is more likely to produce high quality, but if 

its inputs are high in cost or low in quality then the use of a for-profit supplier is more likely to 

produce high quality. Before developing our theory and hypotheses in detail, we first provide more 

background on our empirical context.       

3 Empirical Context 

We chose to study U.S. drinking water supply systems because water quality is a crucial factor in 

public health, because there have been numerous changes in ownership form at water systems in 

recent years, and because the links between ownership form and quality have been controversial. 

We focus our empirical analysis on U.S. municipal water services, the systems and infrastructure 

that provide drinking water to over 150,000 communities across the U.S. and are regulated by the 
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U.S. EPA under the Safe Drinking Water Act (SDWA). While the vast majority of these systems 

have successfully been providing access to safe, affordable drinking water for decades, this system 

is now facing challenges for several reasons.   

First, the safety of U.S. drinking water has long been taken for granted, but the severe 

contamination in Flint, Michigan, has raised awareness that water quality is not guaranteed.  

Moreover, evidence from around the U.S. suggests quality concerns are much more widespread 

than had been previously thought (Fortin 2017). Fortunately, the SDWA of 1974 sets standards for 

contamination and makes violations data public, enabling careful large-scale empirical analysis. 

On a related note, with much water infrastructure buried below ground, its decay has also 

been largely invisible, leading to years of deferred investment. Yet, recent events are drawing 

renewed attention to water services. The crisis in Flint, Michigan, in which lead-lined pipes 

leached into local drinking water, has led to further analysis of EPA data. Currently, over 5,300 

U.S. communities, serving almost 18 million people, are in violation of the EPAôs lead and copper 

rule, a regulation aimed at monitoring the condition of the nationôs aging infrastructure (Ganim 

2016). More generally, the EPAôs data show that 7% of all systems, serving about 26.5 million 

consumers, reported health-related violations in 2013, while significant monitoring and reporting 

violations were found at another 18%. In the same year, 9,392 enforcement actions were initiated 

in response to drinking water violations (EPA 2013b). 

System ownership has also been undergoing change. As with most other Western nations, 

ownership of water services in the U.S. has been largely public for well over a century (Masten 

2010, Pérard 2009). Currently, 85% of Americans receive their water from systems that are 

publicly owned and operated (NIAC 2016). There are several possible causes of the historical 

municipal control of water, including the fact that the simplicity of water supply systems makes 
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them less vulnerable to poor management by government bureaucrats, and that the contentiousness 

of any attempts to raise water prices makes private ownership less attractive (Masten 2010). 

Moreover, private companies may have incentives to underinvest in municipal infrastructure due 

to fears of opportunistic expropriation by local governments, providing further motivation for 

public ownership (Troesken and Geddes 2003). For these and other reasons, municipal ownership 

of water supply systems in the U.S. has been the norm for over a century and, we posit, its generally 

high service quality has helped this mode of operation to develop a strong public perception of 

legitimacy. Indeed, the public protests that erupt around many privatization proposals demonstrate 

the powerful opposition of some groups (Connors and Purtill 2010), the substantial ñpublic 

disapprovalò (Suchman, 1995 p. 574), and resulting relatively low level of legitimacy possessed 

by private ownership in this sector.   

Although private ownership has also been present in the industry, recent decades have seen 

increased interest in privatization of water systems as municipalities struggle with infrastructure 

challenges (Beecher et al. 1995, Cotta 2012). The primary drivers of privatization appear to be 

fiscal challenges facing local governments, a desire to achieve greater operational efficiency, 

challenges complying with environmental standards, and ideological support for market-based 

governance forms (Beecher et al. 1995, Glennon 2004, Cotta 2012). Advocacy group Food and 

Water Watch estimated in 2010 that over 1,400 U.S. water systems have been privatized since 

1991 with numerous other municipalities considering privatizing some or all of their water systems, 

especially in the economically depressed óRust Beltô (Food and Water Watch 2010). In numerous 

communities water service privatizations have been met with ñpotentò (Connors and Purtill 2010) 

public outcry and resistance as a growing water justice movement attempts to maintain the 

traditional model of public ownership and delivery of water, aiming to protect affordable access 
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to water and to challenge the commoditization of water through for-profit and private ownership 

and management models (Bakker 2007, Barlow 2013). These groups see water as a public resource 

and shared commons and they have led a global movement that successfully had water proclaimed 

a human right by the United Nationsô General Assembly in July 2010 (United Nations 2010). 

Although privatization receives more public attention, municipalization of water systems is 

happening concurrently, with the major drivers being a desire to manage city growth, high private 

water rates, and water quality concerns (Smidt 1998, Ohemeng and Grant 2011, Food and Water 

Watch 2012). 

4 Hypothesis Development  

The impact of ownership form on quality may depend in important ways on the context in 

which production occurs. In this section, we develop hypotheses regarding three important 

contextual factors: financing costs, labor supply, and stakeholder attention. The first two of these 

have long been regarded as the key inputs in economic theories of production, and the third is a 

key part of stakeholder-based theories of management (Freeman 1984). 

As mentioned earlier, cross-sectional empirical estimates of the relationship between 

ownership form and quality may be biased because time-invariant factors (either observed or 

unobserved) are correlated with both a systemôs ownership form and its quality performance. To 

avoid this problem, and to utilize modern quasi-experimental methods (Campbell and Stanley 

2015), we will focus on changes in ownership form, i.e. privatization and municipalization, for 

which our dataset is perfectly suited.  Consistent with this empirical strategy, the theoretical 

hypotheses we develop in this section also focus on the impact of changes in ownership form. 

4.1 Financing costs 
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Many essential services are highly capital-intensive, including energy, hospitals, prisons, 

telecommunications, and water. These services require ongoing infusions of capital investment in 

order to maintain desired levels of quality, but they are easy to take for granted until problems 

arise, at which point investment requirements can become onerous. Indeed, it is widely understood 

that the U.S. is facing a massive need for investment in a range of different types of infrastructure. 

Every four years, the American Society of Civil Engineers issues a report card on infrastructure in 

the U.S.  Its 2017 report gave the nationôs infrastructure a D+,1 with drinking water systems 

receiving a D.2  Water supply is a highly capital-intensive service (Wolff and Hallstein 2005), and 

it has been estimated that $1.3 trillion of investment is needed to upgrade aging water and 

wastewater systems. The American Water Works Association (AWWA 2011) estimates that U.S. 

water infrastructure has entered an era of replacement as existing systems built in earlier 

generations reach, or have already reached, the ends of their ñuseful livesò (p. 3), and maintaining 

water service quality levels will cost an estimated $1 trillion over the next 25 years. The U.S. 

EPAôs estimates suggest a national infrastructure funding gap for water and sewerage services of 

$384 billion over the fifteen years to 2030 (EPA 2013a). A recent report prepared for the 

Department of Homeland Security notes of this funding gap, άThe condition of our infrastructure 

seriously lags behind in an increasingly competitive global economy, but we have been unable to 

generate the overall public interest, support, and political will to reinvigorate itò (NIAC 2016, p. 

3).  

In light of these massive capital requirements, comparative financing costs are an obvious 

factor that may influence quality provision in affected sectors, such as drinking water. It has long 

been understood theoretically that public-sector financing possesses innate advantages in terms of 

reduced risk due to its ability to spread risks across large numbers of people (Arrow and Lind 
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1970). From a practical perspective, municipal bonds in the U.S. are typically exempt from federal 

taxation, providing a natural source of comparative advantage in financing (Crowder and Wohar 

1999). However, the interest costs facing particular cities may vary greatly depending upon the 

cityôs rate of growth in population and incomes, its industrial composition, and other factors. In 

contrast, private companies that operate nationally or internationally will have borrowing costs 

that vary by company but not by local geographic region. As a result, privatization has a 

comparative advantage in localities with high borrowing costs, but municipalization has a 

comparative advantage in localities with low borrowing costs. This leads to the following 

hypothesis: 

Hypothesis 1 (H1): Privatization will have a more beneficial effect on service quality in 

areas with high borrowing costs while municipalization is more beneficial with low 

borrowing costs.    

4.2 Local labor markets 

In addition to capital, the other key traditional economic input to production is labor. Labor quality 

has been shown to be an important determinant of an organizationôs ability to deliver service 

quality (Roth and Jackson 1995). Although much of neoclassical economics treats labor as an 

undifferentiated commodity, more recent work recognizes that labor quality varies enormously as 

a function of human capital (Becker 1962), and that because moving is costly local labor markets 

are not perfectly connected (Topel 1986). Moreover, the size of local labor markets generally 

appears to be quite small (Manning and Petrongolo 2017). Thus, the quality of the local labor force 

can provide a municipality with a comparative advantage in production. This is well understood 

by politicians, who seek to attract new businesses to their cities, states or countries by emphasizing 

the quality of their local working population (Soergel 2017). The most important form of 
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investment in human capital is typically education (Becker 1994). Cities vary widely in the average 

level of education of their residents, and research shows that highly-educated cities benefit from a 

wide range of positive effects on incomes, crime, and political engagement (Moretti 2004).  

 We hypothesize that municipal governments, and by implication the water systems they 

run, are comparatively more dependent upon the local labor force. In contrast, national and 

international business firms have the ability to tap management expertise from around the world 

and redeploy it where it is needed most. Thus we posit: 

Hypothesis 2 (H2): Privatization will have a more beneficial effect on service quality in 

areas with a less educated labor force while municipalization is more beneficial with a 

more educated labor force.    

4.3 Stakeholder attention 

The third key óinputô we identify is the attentiveness of the local community to the performance of 

local institutions. The idea that social capital, civil society and non-governmental organizations 

(NGOs) shape the context in which organizational behavior occurs has a long history across 

disciplines. Higher levels of social capital are associated with better functioning political systems 

(Putnam et al. 1994) and higher rates of economic growth (Knack and Keefer 1997). More specific 

to our setting, the literature on issue salience examines the likelihood that an issue will gain public 

or political interest and thereby put pressure on a firm (e.g. Bonardi and Keim 2005). The concept 

of stakeholder attention, long used in reference to the firmôs attention to stakeholders, has similarly 

been used more recently to also acknowledge the role of stakeholder attention to the firmôs 

activities (Madsen and Rodgers 2015). We expect this form of stakeholder attention to play an 

important role in assuring service quality outcomes.  Indeed, it can be interpreted as a form of 
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external quality demand, which has been shown to be an important driver of quality (Benson et al. 

1991).  

At the local level, public or stakeholder pressure has been found to have a salutary impact 

on service quality. In fact, the notion of ñinformal regulationò has been put forward to capture the 

notion that some communities in developing countries pay more attention than others to 

environmental quality and successfully apply more pressure to firms to provide it, even in the 

absence of formal regulatory requirements (Pargal and Wheeler 1996). Similarly, the literature on 

the ñenvironmental Kuznets curveò suggests that pollution in developing countries begins to fall 

once average incomes exceed a certain threshold because public attention to environmental issues 

increases (Dasgupta et al. 2002). Even in developed countries with formal regulatory requirements, 

stakeholder attention matters. For example, when water systems are forced to send their customers 

regular service quality reports, water quality improves (Bennear and Olmstead 2008). Similarly, 

when electric utilities are forced to send their customers reports on their mix of fossil fuels and 

renewable generation, renewables usage increases (Delmas et al. 2010). When a water system has 

a higher proportion of attentive consumers, this results in greater stakeholder awareness and more 

external institutional pressure on system managers to produce high service quality (Montgomery 

et al. forthcoming).  There is also evidence that when stakeholders are highly motivated to pay 

attention to water quality planning, better water quality outcomes ensue (Burroughs 1999). 

Potential and actual stakeholder attention has also been found to influence strategic commitments 

to customer service provision by newly privatized systems (Ogden and Watson 1999). 

In light of the evidence that local stakeholder attention promotes improved service and 

environmental quality, we hypothesize that stakeholder attention moderates the effects of 

ownership change, in addition to having direct effects on quality provision. Attentive stakeholders 
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are likely to demand more accountability from organizations making a change in ownership. In 

turn, an organization facing stronger demands for accountability is likely to work harder to address 

stakeholder concerns.  

Stakeholder attention, however, may be more important for some types of ownership 

changes than others.  On one hand, if privately owned systems have strong incentives for quality-

reducing cost cutting or if privatization is more salient to stakeholders, then attention may matter 

more for privatization.  Salience is typically heightened when something is very different from a 

reference point or norm (Kahneman and Miller 1986, Bordalo et al. 2017). Because public 

ownership of water supply has been the norm in the U.S. for the past century (Masten 2010), 

privatization of drinking water systems represents a large change from the norm; conversely, 

municipalization represents a return to the norm.  Thus, privatization is likely to be viewed as more 

salient than municipalization to external stakeholders.  This salience effect may be compounded 

by the fact that some prominent public voices have challenged the legitimacy of private ownership 

of water supply (Barlow 2013). Together, these effects suggest that the attention of external 

stakeholders may be more important if change involves a move from public to private ownership, 

due to the greater incentives for quality-reducing cost cutting under the latter (Cabral et al. 2013). 

On the other hand, if publicly owned systems suffer from an inability to attract highly-qualified 

employees or from serious political misallocation of resources (Shleifer and Vishny 1994), then it 

is possible that stakeholder attention is more important to ensuring quality during municipalization. 

Thus, either of the following hypotheses is plausible: 

Hypothesis 3A (H3A): Privatization will have a more beneficial effect on service quality 

in areas with attentive stakeholders. 
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Hypothesis 3B (H3B): Municipalization will have a more beneficial effect on service 

quality in areas with attentive stakeholders. 

Of course, it is entirely possible that high levels of quality can be provided by different 

combinations of capital, skilled labor, stakeholder attention, and ownership form. Nevertheless, 

we expect the directional effects we hypothesize to play a significant role in moderating the 

effects of ownership changes. 

5 Data and Variables 

Our dataset consists of records of all U.S. municipal water systems from 2006 through 2014, and 

was assembled through combining publicly available data (for the years 2010-2014), with 

supplementary data obtained from several Freedom of Information Act (FOIA) requests to the 

EPA Office of Ground Water and Drinking Water. These data provide records of all violations of 

drinking water standards for all water systems in the U.S., along with location and size of water 

treatment facilities. 

Although privatization gets much more public attention than municipalization, the data 

show that municipalization is actually more common. The number of systems privatized was 52 

in 2007 and fell to below 40 afterwards. The number of systems municipalized peaked in 2008 at 

332 and remains below 100 in all other years. The number of people served by municipalized 

systems also far exceeds those served by privatized systems. Additional details are provided in 

Online Appendix A. 

For our empirical analysis, we restricted ourselves to systems that only went through one 

ownership change, since systems that undergo multiple changes of ownership in less than a decade 

may be symptomatic of underlying social characteristics that make them unusual and worthy of 

separate study.  Moreover, it may be difficult to cleanly identify the effects of ownership changes 
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in such circumstances, especially if the consequences of change do not play out immediately. This, 

together with the limitation set by the government finance data (described below), gives us a 

sample containing records of 65,025 U.S. municipal water systems. These water systems are 

presented in a panel including 560,133 system-year observations, and 33,330 violations.  

5.1 Dependent variable 

Our primary dependent variable is the number of SDWA violations for a system in a given year, 

obtained through FOIA requests. Because the vast majority of systems are in compliance with all 

EPA standards in a given year, most of our system-year observations involve 0 violations. Thus, 

instead of studying a count of the number of violations per system, we focus instead on whether 

or not a system is in violation. 

The SDWA stipulates that the U.S. EPA should set drinking water standards for water 

systems, although primary enforcement authority may be granted to states that set regulations that 

are at least as stringent. 90 contaminants now have standards set by the U.S. EPA. The EPA 

stipulates methods used to analyze drinking water samples, certifies the laboratories, and sets 

monitoring schedules for each type of contaminant. Violations are detected by assessment of 

sample results and reviews, including on-site visits. Violations may lead to compliance and 

enforcement actions and orders, or to legal action (EPA, 2016). We focus on health-related 

violations, which may be either violations of maximum contamination levels or of treatment 

techniques. 

Figure 1 presents the number and percentage of systems with a quality violation, broken 

out by ownership form and year.   The first panel in Figure 1 shows that the number of private 

systems in violation is much larger than the number of public systems in violation, and that the 

former appears to have dropped much more rapidly over time.  However, it is essential to recognize 
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that there are many more private systems than public systems.  When considered in percentage 

terms, as in the second panel of Figure 1, it is clear that violations have been declining over time 

for both public and private systems, and at roughly the same rate.  (We test formally for parallel 

trends below.)  On average, public systems are more likely to be in violation, but this may be 

because ownership form is correlated with other system characteristics such as the age of the 

system, whether it uses ground water or surface water, or the median income of its customers.  For 

example, 97% of private systems use ground water while only 75% of public systems do the same. 

Public systems are also 4 years older on average compared with private ones. Econometric analysis 

is required to assess whether ownership form is causally linked to the provision of water quality. 

5.2 Independent variables 

Our key independent variables of interest are local interest rates, local education rates, and the 

level of local stakeholder attention.  

 Data on local interest rates were obtained from the Government Finance Database at 

Willamette University (Pierson et al. 2015). Unfortunately, the Census Bureau only conducts a 

complete survey of county-level finances on a quinquennial basis. In the intervening years, some 

but not all counties report their financial information. Because our estimation approach relies on 

annual data, we have focused on the systems located in counties that provide data in each reporting 

year. This reduces our sample from 687,157 to 560,133 observations. We compared the average 

values of our explanatory variables across the counties that report every year and the quinquennial 

reporters, and found that the only statistically significant difference between the two groups was 

in terms of median household income, which was larger for the counties reporting every year.   

 We measure local education levels using the percentage of people with Bachelor's or higher 

degrees in 2015 at the Commuting Zone level, which comes from the 2015 American Community 
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Survey, obtained from the Missouri Census Data Center.3 Commuting Zones data is acquired from 

U.S. Department of Agriculture Economic Research Service to reflect labor market conditions. 

Our primary measure of stakeholder attention is the extent to which different communities 

keep up with current events by reading newspapers. To construct this measure, we used newspaper 

readership for 2015 at the county level from the Alliance for Audited Media.4 We did not 

incorporate magazine readership in the measure, as most sampled magazines offer specialized 

content on such topics as cooking, investments, or technology that provides little or no information 

about local events.   

5.3 Control variables  

In addition to our independent variables, we include an array of control variables. First, system 

size, as measured by the number of households served, is taken from the EPA SDWA data. Second, 

annual median household income for each year between 2006 and 2014 at the county level from 

the U.S. Bureau of the Census was acquired from the Missouri Census Data Center.5 Third, we use 

DW-Nominate Scores, developed by political scientists, in which higher scores denote a more 

conservative congressperson. We take the average of congressional Nominate Scores within each 

state and congress for both the House and Senate. Fourth, an annual Herfindahl Index is calculated 

at the county level to estimate the level of implicit or yardstick competition between systems in a 

given county. This may account for differences in the possible level of bargaining power between 

individual systems and regulators (Wallsten and Kosec 2008). Fifth, we control for whether a water 

system is supplied from surface or ground water, using EPA data.  Sixth, water system age is 

calculated by deducting the year a system first reported to EPA from the year it was observed. 

Finally, a systemôs leverage ratio, as measured by its level of debt relative to the sum of its debt 

plus revenue, was obtained from the Government Finance Database at Willamette University 
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(Pierson et al. 2015); this was included as a control variable rather than an independent variable 

because we have no clear hypothesis about its impact on service quality.  County-year fixed effects 

are included to control for unobserved county-specific characteristics, such as regulatory 

background, that might affect ownership status.   

Descriptive statistics for public and private systems are presented in Table 1, and 

descriptive statistics for systems that were privatized and municipalized are presented in Table 2. 

A correlation matrix is presented in Table 3.  Further details are provided in Online Appendix A. 

6 Empirical Analyses And Results  

We employ a combination of two quasi-experimental methods to identify the effect of for-profit 

status on service quality.  The first is differences-in-differences estimation, which allows us to 

control for biases resulting from time-invariant unobserved aspects of particular systems by 

focusing on changes in ownership form.  The second is propensity score matching, which further 

allows us to control for heterogeneity in responses to changes in ownership form. 

6.1 Difference-in-Differences  

Many previous studies have taken a static cross-sectional approach to evaluating the effect of 

ownership on service quality (Keeler 1992, Troesken 2000, Kwoka 2005, Wallsten and Kosec 

2008, Montgomery et al. forthcoming). However, such an approach has the limitation that there 

may be time-invariant or omitted variables that are correlated both with the choice of ownership 

form and the rate of quality violations. This implicit selection process can render the estimated 

coefficients biased and inconsistent. One way to address these concerns is to make use of 

instruments for the explanatory variables that may be correlated with unobserved variation 

(Heckman 1979). If panel data is available, another option is to use time-demeaning or first-

differencing to eliminate bias resulting from time-invariant unobserved effects.  For program 
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evaluation purposes, this type of estimation leads to the difference-in-differences (DID) estimator 

(Wooldridge 2002). If the pre-treatment trends in the dependent variable are common across 

treatment and control groups, this method controls for time-invariant heterogeneity across systems.   

The DID method allows us to identify the effect of a change in ownership that occurs at a 

given time to a treated unit of observation, while controlling for other dynamic effects that affect 

other comparable but untreated units, i.e. those within a given geographical area. We define an 

observation as being treated if it is associated with the post-privatization periods of a water system 

that is publicly owned in the first year observed but was later privatized, or the post-

municipalization periods of a system that is privately owned in the first year observed but later 

municipalized. Thus, the average effect of treatment on the treated (ATET) we are estimating is 

the average effect of privatization/municipalization on our dependent variable i.e., the probability 

that the privatized/municipalized water systems are in violation in a given year. We include both 

system and year fixed effects to control for time-invariant features of individual systems and 

temporal events that affect all systems. A crucial assumption of the DID method is that there is a 

common time trend in the dependent variable for treated and untreated groups prior to treatment, 

an assumption we will test quantitatively.   

The empirical DID specification utilizing a conditional logit fixed-effects model is: 

Ù ) ɻ '  ɼ 4  ɾ ) ʇ 8  צ 

where Ù is the probability of a violation for system i in year t, 'is a treatment group dummy, 4 

is a vector of fiscal year dummies, ) is a treated status dummy that is equal to one for treated 

groups in the post-treatment period, and 8  is a vector of control variables as explained above. 

Finally, ×e compute צ estimates based on the observed information matrix, the default method 

for models using maximum likelihood. We tested for equality of pre-switching time trends (Galiani 
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et al., 2005), and our F-tests cannot reject the null hypothesis of equal pre-switching trends, thereby 

supporting the use of a DID analysis. 

6.2 Propensity score matching 

As mentioned above, the DID approach identifies the effect of an ownership change assuming the 

ownership change is independent of the other observed variables.  However, it does not allow us 

to observe the counterfactual of no ownership change for the treated units, and hence may fail to 

account for heterogeneity in systemsô response to privatization (Heckman et al. 1997). One 

problem is that there may be some systems for which privatization occurred but there were no 

comparable systems for which privatization did not occur. A second problem is that there may be 

different distributions of the vector of observables that affect performance within the two groups 

of systems. Matching methods eliminate these sources of bias by pairing treated systems with 

untreated systems that have similar observed attributes. 

 More formally, the treatment effect on system i is defined as:  

† ώ ρ ώ πȢ 

The evaluation problem arises because only one outcome is observed for any system at any time, 

requiring an estimate of the counterfactual that would have occurred in the absence of treatment.  

As a result, we must focus on the population average treatment effect on the treated (ATET), taking 

expectations over i and t: 

† ὉώρȿὍ ρ ὉώπȿὍ ρ. 

Of course, E[y(0)|I=1]  is not observed, so the ATET is only identified if E[y(0)|I=1]  - 

E[y(0)|I=0]  =0.  This condition is automatically met in an experiment where assignment to 

treatment is random.  However, in a situation such as ours, a quasi-experimental alternative is to 

use a set of observable covariates X to construct a control group with a propensity for treatment 
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P(X) = P(I=1|X) that is as close as possible to that of the group that is actually treated.  A crucial 

assumption for identification is the common support condition, which requires: 

0 < P(I=1|X) < 1, 

that is, two systems with the same values of X have strictly positive probabilities of being treated 

and being untreated. 

To address these concerns, we further refine our DID analysis to focus on matched pairs of 

systems.  More specifically, for each treated system we select the four systems that are the ñnearest 

neighborsò to the treated system based on their propensity scores, estimated as functions of our 

key explanatory variables, we give each of the untreated observations appropriate weights 

according to their comparability with the treated (privatized/municipalized) observations. 

In light of the rationales for ownership change discussed earlier, one might have particular 

concerns that ownership change is correlated with the history of water quality violations prior to a 

change in ownership or the political ideology of the area where a system is located. Thus, we 

include measures of both of these factors in the matching process to ensure that our comparisons 

across ownership forms are conducted on a level playing field. Specifically, the variable ViolexL1 

is the number of violations in the previous year, and the DW-Nominate score, described above, 

captures county-level political ideology. 

In order to test our hypotheses, we conduct separate estimations for subsamples divided 

according to the level of interest rates in a given jurisdiction, the level of education in a given 

jurisdiction, and the level of newspaper readership in a given jurisdiction. 

6.3 Empirical results 

The first step in our empirical analysis was to produce matched pairs of treated and 

untreated systems so as to facilitate a DID regression. Tables 4 and 5 present the results of our 
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balancing analysis using nearest-neighbors matching, for privatization and municipalization 

respectively. Each of them shows that the matching process significantly improves the 

comparability of the treatment and control groups. We then tested whether the treatment and 

control groups had common pre-treatment trends and were unable to reject the null hypothesis of 

common trends. 

The second step in our empirical analysis was to conduct DID regressions on our matched 

sample. We did so for the entire matched sample, and also for subsamples selected so as to test our 

hypotheses. We begin with presentation of our hypothesis tests, and then turn to the overall tests 

for the entire matched sample. 

Hypothesis 1 addresses the role of local borrowing costs in creating comparative advantage 

for different ownership forms. Hypothesis 1 predicts that privatization will have a greater effect in 

reducing violations in areas with high local government borrowing costs, and that muncipalization 

will have a greater effect in reducing violations in areas with low local government borrowing 

costs. Table 8 shows that the first half of Hypothesis 1 is supported: privatization reduced the 

likelihood of violations significantly in both low-interest and high-interest municipalities, and the 

effect was more pronounced in high-interest areas, although the rate of improvement is not 

significantly different between the low-cost and high-cost locations. Table 9 shows that the second 

half of Hypothesis 1 is also supported: municipalization had a positive and significant effect on 

the likelihood of violations in areas with low government interest costs and in areas with high 

government interest costs, with the magnitude being larger in the high interest costs regions. Thus, 

our predictions on the relative effect of government borrowing costs receive strong support.   

Hypothesis 2 addresses the role of the local labor market on quality provision.  Hypothesis 

2 predicts privatization will have a more beneficial effect on violations in areas with below-average 
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levels of education, and that municipalization will have a more beneficial effect on violations in 

areas with above-average levels of education. Table 6 shows that Hypothesis 2 is supported: 

privatization is associated with a significant reduction in violations in communities with below-

average education levels, but no significant effect in areas with above-average education levels. 

Similarly, Table 7 shows that Hypothesis 2 is supported: municipalization is associated with a 

greater increase in water quality violations in low-education communities than in high-education 

communities. Thus, our predictions on the relative impact of local labor quality receive strong 

support. 

Hypotheses 3A and 3B address how local stakeholder attentiveness moderates the effect of 

an ownership change. Hypothesis 3A predicts that the effect of local stakeholder attentiveness will 

be stronger for privatized systems than for municipalized systems, and Hypothesis 3B predicts the 

opposite, i.e. that the effect of local stakeholder attention will be stronger for municipalized 

systems. Our results show that neither Hypothesis 3A nor Hypothesis 3B is supported. Table 6 

shows that privatization reduces the likelihood of violations in both low-circulation and high-

circulation areas, and actually produces a greater reduction in violations for systems located in 

areas with low newspaper circulation, although the difference is not statistically significant. 

Unfortunately, Table 7 shows that municipalization has a statistically insignificant effect on 

violations across the board.  

Our results on stakeholder scrutiny are novel. Prior research suggests that for-profit 

organizations have stronger incentives to degrade quality, but that this can be held in check by 

strong external scrutiny (Cabral et al. 2013). Our results, in contrast, suggest that if anything, public 

non-profit systems are in greater need of external scrutiny to ensure they provide high quality 

levels. We return to this point in the Discussion below. 
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6.4 Robustness checks 

We conducted a series of robustness checks on our DID-matching estimates, the results of which 

are reported in Online Appendix B.  First, we use the 1% trimmed common support condition in 

the 4-nearest neighbors matching process, in order to ensure that the common support condition 

described earlier holds for our sample.  Second, we un-lag the year of treatment (as opposed to our 

main specification which assumes the effect of an ownership switch takes place 1 year after the 

switch), in order to account for the possibility that treatment effects appear in less than a year.  

Third, we use national medians by year instead of state medians for the subgroup analysis, in order 

to assess whether variation at the national level is more or less important than variation at the state 

level.  

The overall pattern these specifications reveal is broadly supportive of our main results. 

With regard to the common support condition, trimming the support has very little impact on our 

estimates, suggesting that the matching algorithm has done a good job of pairing control and 

treatment groups.  With regard to the lag structure of the impacts of ownership change, the results 

for privatization continue to show that it has a more beneficial effect on quality in communities 

with high interest rates, low levels of education, and low circulation levels; similarly, the results 

for municipalization continue to show that it is more detrimental for quality in communities with 

high interest rates, low levels of education, and low circulation levels.   Finally, with regard to 

national medians, the results for education continue to show that privatization has a more beneficial 

effect on quality in communities with low education levels, and that municipalization has a 

detrimental effect on quality in both types of communities.  The results for circulation continue to 

show that privatization has a more beneficial effect on quality in communities with low circulation 
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levels, and that municipalization has a less detrimental effect on quality in high circulation 

communities.   

7 Discussion  

7.1 Key findings 

 Our findings contribute important new insights to the literature on how changes in ownership 

affect service quality. Studying a unique data set of 65,025 water systems in the United States from 

2006 to 2014 allows us to consider the dynamic effects of both privatization and municipalization. 

We argued that local communities possess resources which differentially affect the quality 

provision offered under different ownership forms, thereby providing a very natural explanation 

for the relative performance of different ownership forms based on the notion of comparative 

advantage. In particular, communities with low borrowing costs and highly educated local labor 

forces have a comparative advantage in the provision of high-quality services. Our empirical 

results are consistent with these predictions about comparative performance, although not perfectly. 

Privatization was more beneficial in communities with high government borrowing costs, and 

municipalization was particularly bad in high government borrowing costs regions. Privatization 

was more beneficial in poorly educated communities, and municipalization had a significant 

worsening effect in poorly educated communities. 

We also argued that local communities with stakeholders who are highly attentive to local 

events have a comparative advantage in governance. It is not clear on theoretical grounds, however, 

whether this attentiveness will have higher value in the context of privatization or municipalization.  

 Although our results are broadly consistent with our theory of the comparative advantage 

of particular ownership forms as a function of access to capital, labor, and local stakeholder 

attention, our most striking finding is that private ownership appears to possess an absolute 
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advantage over public ownership when it comes to the provision of water quality. Table 8 shows 

that, on average, privatization significantly reduces the likelihood of violations while 

municipalization has no significant impact on the chances of violations. Moreover, our results in 

Table 6 show that privatization reduces the likelihood of being in violation, regardless of the level 

of local municipal financing costs, local education levels, or local stakeholder attentiveness. This 

strong finding was not something we expected given the nuance of most prior findings on the links 

between ownership form and quality in developed countries.6  Regardless, it is quite possible that 

privatization will lead to an improvement in performance for the short run but a deterioration in 

performance for the long run. We face some data limitations in directly testing for this possibility, 

though, given the limited number of post-privatization years we can observe in the current data. It 

is also possible that private systems tend to overinvest, resulting in higher quality but also higher 

price. On the contrary, municipal systems may underinvest and produce low prices and quality. 

7.2 Implications  

What might explain the remarkably strong performance of privatization? Although data 

limitations preclude a definitive answer, we can offer some suggestive insights. First, private 

ownership tends to be associated with higher prices. A recent survey of water rates for the 500 

largest systems in the U.S. showed that the average annual cost in 2015 to a household using 

60,000 gallons of water was $315.56 from public systems while the average annual cost from 

private systems was $500.96, which is 58.75% higher (Food and Water Watch 2016). A t-test 

strongly rejects the null hypothesis of equal means with a p-value of 0.  Similarly, a recent survey 

of water rates in the Great Lakes region found that municipal systems charge on average $24.96 

per thousand cubic feet while private systems charge $55.13, which is 120.87% higher (Beecher 
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and Kalmbach 2013). The increase in revenues that appears to result from private ownership could 

be used to help finance needed infrastructure improvements. 

Of course, the mere fact that private systems charge higher rates does not mean they 

actually use the increased funds to invest in improved service quality. A counterexample comes 

from the early history of electric utilities. As regulatory power over utilities shifted from the 

municipal to the state level, prices of state-regulated utilities increased significantly relative to 

those under municipal regulation (Jarrell 1978). Yet the rate of investment in new capacity actually 

fell after the shift (Lyon and Wilson 2012), indicating that utilities did not use their increase 

revenues for new investment. What appears to have happened instead was that state regulation 

allowed monopoly profits that were only restrained years later by Rooseveltôs New Deal reforms 

(Emmons 1993). Thus, it is not enough to show that privatization of water systems leads to higher 

rates ï it is also necessary to show that the increased rates were used to increase investment in 

service quality, and that this investment was actually associated with higher quality.   

Unfortunately, the data needed to conduct such an analysis are unavailable. We attempted 

to match the recent rates data from Food and Water Watch to our sample, but found that after 

tabulating the systems by size and keeping the largest 500 for all systems, privatized systems, and 

municipalized systems, respectively, only 2 municipalized systems ever make it into the largest 

500 systems (those for Cleveland and Columbus, Ohio), while the privatized systems are all too 

small. A large-scale nationwide effort to collect comprehensive water pricing data, as is done for 

electricity by the Federal Energy Regulatory Commission, would greatly aid future water system 

research as well as help to monitor ongoing access and affordability issues. 

Second, privately owned systems may face more severe penalties for water quality 

violations.7  We filed a separate FOIA report to the EPA, and in combination with the EPA's 
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SDWIS, we are able to investigate the regulatory enforcement actions faced by a subset of water 

systems in the US from 2006 to 2014 after a water quality violation is detected, and whether the 

system is in noncompliance upon receiving the enforcement. We also collected and assembled 

another data set of on-site inspections of the water systems by the regulators in the same period, 

and define an inspection as active if it was not triggered by a prior violation. The EPA applies 

dozens of varieties of enforcement actions and we simplify the analysis using a dummy named 

"Major Enforcement Indicator". The indicator is defined so that minor enforcement actions such 

as "notice of noncompliance" or "no formal action" will be given a value of 0, whereas more severe 

enforcement actions such as "administrative penalty" and lawsuits will result in a value of 1.8 For 

a tabulation of these enforcement actions, and further explanation of how they were sorted into 

groups, please refer to Online Appendix C. As shown in Table 9, private systems are significantly 

more likely to receive a major enforcement action than are their public peers, controlling for 

noncompliance in the previous period, violation measure, and a series of other covariates.9   

The combination of higher revenues and greater enforcement threats gives private systems 

both greater resources and stronger incentives to avoid water quality violations. The robustness of 

our findings regarding privatization implies that policymakers and members of the public have 

little reason to worry about water quality problems as a result of water system privatization15, 

although higher rates are a different matter. Unfortunately, though, currently available water rates 

data is too limited for any meaningful econometric analysis. 

It is natural to ask whether our results on the dominance of private ownership are likely to 

generalize to other settings such as prisons, education, and health care, where for-profit 

organizational forms have also been criticized for their tendency to undermine service quality. We 

                                                           
15 As a matter of fact, some privatization agreements themselves actually force the new owner to invest in certain 
ways or at certain amounts. 
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would expect our theoretical hypotheses to hold for these other services, as well. However, whether 

the dominance of private ownership will carry over to other services is likely to also depend upon 

(1) the extent to which these organizations have difficulties raising rates when operated under 

public ownership, and (2) whether more stringent regulatory scrutiny is applied to entities operated 

under private ownership.   

With respect to funding, the American Society of Civil Engineersô (ASCE) quadrennial 

reports make clear that U.S. infrastructure is underfunded and in decay across the board, from 

bridges and levees to roads and schools.10 The AWWAôs (2016) report on water may apply to 

these other areas, too, when it states that they are ñoften taken for granted because they have been 

highly reliable, inexpensive, and hidden from view. This makes it difficult to gain public support 

for needed upgrades and for decision-makers to justify rate increases needed to fund infrastructure 

improvementsò (p.4). The ASCE does not evaluate prisons or health care. However, Galvin (2017) 

argues that public prisons in the U.S. are severely underfunded and overcrowded. For example, 

ñIn California, where corrections facilities were an average of 175 percent over capacity by the 

end of 2010, some prisoners slept in beds that were triple-bunked, the inmate suicide rate was 80 

higher than the national average, and a lack of access to basic health care led to an average of one 

unnecessary death every week.ò When it comes to health care, underfunding is a particular problem 

for long-term care, with many elderly citizens living in nursing homes funded through Medicaid, 

the chronically underfunded insurance system for the poor (Natinsky 2002, Amirkhanyan et al. 

2008). Overall, there are many publicly-operated goods and services in the U.S. that suffer from 

funding shortfalls. 

With respect to the enforcement of quality standards, it would appear that quality standards 

for drinking water are more clearly delineated and enforced than standards for education, prisons, 
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and health care. This makes it difficult to assess whether private providers are supervised more 

stringently than public ones in these fields. The No Child Left Behind program (now repealed) 

assessed the performance of states, and threatened to revoke federal Title I funds if they failed to 

bring all students to the ñproficient level.ò States were allowed to determine what defined 

proficiency, however, and federal enforcement was not brought to bear on individual schools. 

Similarly, the vast majority of prisoners are held in state rather than federal prisons (Galvin 2017), 

so consistent national performance standards do not exist. National quality standards for hospitals 

and nursing homes are essentially non-existent. Treatment and diagnostic practices for particular 

diseases vary enormously from one part of the country to another, and efforts to create a national 

database have made little progress (Song et al. 2010, Welch et al. 2011). Overall, then it appears 

that standards for water quality are better delineated and better enforced than standards in other 

sectors where for-profit operation has raised quality concerns.   

In short, public ownership seems to be leading to underfunding of many services; however, 

clearly enforced national quality standards appear to be lacking for many of them. Thus, even if 

private ownership has the potential to raise capital more effectively, it remains an open question 

whether private ownership can be expected to raise service quality in the absence of aggressively 

enforced quality standards. This suggests that the comparative advantage of communities in terms 

of borrowing costs and the quality of the local labor pool is likely to be more important in these 

other areas than in water supply.  As discussed earlier, it is possible that scrutiny by external 

stakeholders might be a substitute for government-enforced quality standards, although we do not 

find evidence to support this view in our data. 

7.3 Future research  
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Our findings provide new insights into the relationship of ownership form and service quality, and 

the impact of local and national resources as moderators of this relationship. They also open up a 

number of directions for future research. One promising avenue would be to explore in more detail 

how regulators treat service quality violations by private and public systems, and whether 

regulatory stringency is a substitute for or a complement to stakeholder attention. Another 

interesting project would be to explore whether there are systematic differences in how the media 

cover environmental mishaps by privately-owned and publicly-owned organizations. It would also 

be worthwhile to develop more precise measures of stakeholder attention and pressure, such as 

local membership in organizations opposed to water privatization; given the data collection 

challenges involved, this might begin with selected states such as California that tend to have high 

membership in such organizations. Although it is a daunting data-collection task, it would also be 

very useful to create a database of rates for water system service. Anecdotal evidence suggests 

strongly that financial issues are an important part of the choice between private and public 

ownership, but data on rates and system finances are not collected systematically for water systems, 

due in part to the sheer number of systems. Rate data would allow for valuable empirical analyses 

of how ownership affects prices paid by customers, as well as whether higher rates help to explain 

increased stakeholder attention to privatization or municipalization episodes. Finally, our study is 

limited in that it focuses on one industry. Our theory building suggests the conditions under which 

our results may be generalizable to other industries. Future research could further test whether 

ownership changes, resources, and attention are likely to improve service quality in other neglected 

areas of public ownership.  

7.4 Concluding remarks  
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The results of this study also have important practical implications for water managers and 

policy-makers seeking to maintain service quality in light of budgetary limitations and 

infrastructure decay, as well as for businesses and members of the public dependent on clean and 

reliable drinking-water services. Our findings underline the importance of local community 

resources and national quality standards to the provision of essential services. Sadly, recent cases 

of water quality violations, such as the Flint crisis, underline the type of communities that are 

likely to be vulnerable ï those with weak public finances and a relatively poorly educated 

workforce. Developing high-quality service solutions for vulnerable populations remains an 

ongoing challenge, not just for international development (Budds and McGranahan 2003), but also 

within less privileged parts of the United States and other developed nations. 

 

1 https://www.infrastructurereportcard.org/ 
2 https://www.infrastructurereportcard.org/wp-content/uploads/2017/01/Drinking-Water-Final.pdf 
3 The American Community Survey at the Missouri Census Data Center: 

http://mcdc.missouri.edu/data/acs/Readme.shtml 
4 The Alliance for Audited Media: https://auditedmedia.com/ 
5 The American Community Survey at the Missouri Census Data Center: 

http://mcdc.missouri.edu/data/acs/Readme.shtml 
6 Although Galiani et al. (2005) also found strong across-the-board beneficial effects from water privatization, their 

setting was very different: a developing economy where public ownership had been extremely inefficient and 

unresponsive to the interests of local constituents.  There is no reason to expect that public ownership in the U.S. 

should be equally wasteful and unresponsive given the much stronger democratic traditions in the U.S. 
7 This possibility was suggested by Konisky and Teodoro (2015), but they did not find statistically significant 

differences in the penalties imposed on public and private water systems over the period 2010-2013. 
8 A full tabulation of the enforcement actions categorized as minor and major is available upon request. 
9 For a more complex and extended analysis of this and related issues, please refer to Zhao (2017). % Ppl W/ 

Bachelor's or Higher Degrees is at the county level for this regression. 
10 https://www.infrastructurereportcard.org/ 
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9 Figures and Tables 

FIGURE 2-1 

Number of Systems with Violations by Ownership Form 
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TABLE 2-1 

Characteristics of Public and Private Systems 

 Public   Private 

  Mean Std. Dev. Min.  Max.   Mean Std. Dev. Min.  Max. 

          

Population Served (thousands) 8.748685 54.1155 0 2896.016  0.556483 10.44647 0 1500 

          

Uses Ground Water 0.747833 0.434258 0 1  0.966766 0.179248 0 1 

          

Water System Age 26.09036 7.409198 0 35  21.78648 8.801251 0 35 

          

Median Household Income 51931.33 13402.19 22234 119525  52875.99 12546.12 22264 119525 

          

Newspaper Circulation per capita 0.227237 0.141165 0.000445 1.142671  0.252412 0.146234 0.000445 1.142671 

          

% Ppl W/ Bachelor's or Higher Degrees (2010-2014) 27.66602 7.654245 10.96036 53.69818  28.19323 6.872053 10.96036 53.69818 

          

Nominate Score 0.105253 0.303538 -0.52075 0.828  0.048132 0.263287 -0.52075 0.828 

          

Herfindahl index 0.24744 0.184209 0.005165 1  0.215913 0.174716 0.005165 1 

          

Interest Rate 0.051891 0.218467 0 18.5  0.049645 0.16825 0 18.5 

          

Debt/(Debt+Revenue) 0.361781 0.202838 -0.0982 1.03063  0.351207 0.180088 -4.06062 1.03063 
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TABLE 2-2 

Characteristics of Privatized and Municipalized Systems 

 Privatized  Municipalized 

  Mean Std. Dev. Min.  Max.  Mean Std. Dev. Min.  Max. 

          

Population Served (thousands) 3.094522 18.77399 0 203.375  10.27039 73.20066 0 1500 

          

Uses Ground Water 0.8899408 0.3131488 0 1  0.774889 0.4177216 0 1 

          

Water System Age 26.90651 7.416487 2 35  27.13951 7.180042 2 35 

          

Median Household Income 51161.59 13705.26 23186 110658  51200.36 10742.98 24456 119525 

          

Newspaper Circulation per capita 0.2236826 0.1286049 0.0007766 0.6130122  0.3271044 0.200384 0.0116585 1.142671 

          

% Ppl W/ Bachelor's or Higher Degrees 28.05894 8.064688 13.38422 49.44675  26.09369 6.388284 12.22154 49.44675 

          

Nominate Score 0.2366415 0.3243314 -0.5191333 0.6961666  0.165771 0.2359381 -0.52075 0.7565 

          

Herfindahl index 0.2592497 0.1945691 0.0051651 0.7912408  0.2432852 0.1863804 0.0174841 0.8361687 

          

Interest Rate 0.0543774 0.1455631 0.0002965 2.116822  0.0456249 0.108415 0.0002 1.903509 

          

Debt/(Debt+Revenue) 0.4438075 0.2247167 -0.0981956 0.7951339  0.4297002 0.217376 0.000597 1.03063 
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TABLE 2-3 

Correlation Matrix  

 

Population 

Served 
(thousands) 

Uses Ground 
Water 

Water System 
Age 

Median 

Household 
Income 

Newspaper 

Circulation 
per capita 

% Ppl W/ 

Bachelor's or 
Higher Degrees 

Nominat
e Score 

Herfindahl 
index Interest Rate 

Debt/(

Debt+R
evenue) 

            
Population 

Served 

(thousands) 1          
Uses Ground 

Water -0.1886 1         
Water System 

Age 0.0603 -0.1372 1        
Median 

Household 

Income 0.0037 0.0506 -0.0749 1       
Newspaper 

Circulation per 

capita 0.004 0.0414 -0.0324 0.1721 1      
% Ppl W/ 

Bachelor's or 

Higher 

Degrees 0.0175 0.0253 -0.0665 0.6407 0.0949 1     
Nominate 

Score 0.03 -0.0852 0.1018 -0.229 -0.1633 -0.2569 1    
Herfindahl 

index 0.062 -0.0961 0.0465 -0.1943 -0.0794 -0.1125 0.2388 1   
Interest Rate -0.0022 -0.0026 0.0062 -0.0109 -0.0215 -0.017 -0.0066 0.0049 1  
Debt/(Debt+Re

venue) 0.0399 -0.0597 0.0007 0.1948 0.1362 0.1365 0.1031 0.0755 -0.0723 1 
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TABLE 2-4 

Balancing Test: Privatization 

 Unmatched Mean  %reduct t-test V(T)/ 

Variable Matched Treated Control %bias bias t    p>t V(C) 

       

violexL1 U .05455   .06155 -3  -0.22  0.829 . 

 M .05455   .05909 -1.9 35.1 -0.10  0.919 . 

       

Large System U .03636   .12394 -32.6  -1.97  0.049 . 

 M .03636   .05909 -8.5 74 -0.55  0.580 . 

       

Uses Ground Water U .89091   .75374 36.4  2.36  0.018 . 

 M .89091   .85909 8.4 76.8 0.50  0.618 . 

       

Old System U .50909   .67958 -35.1  -2.70  0.007 . 

 M .50909   .60909 -20.6 41.3 -1.05  0.295 . 

       

Newspaper Circulation per capita U .2127   .21928 -4.9  -0.35  0.728 0.84 

 M .2127   .23317 -15.2 -211 -0.75  0.452 0.69 

       

Educational Attainment U 25.811   27.329 -19.4  -1.46   0.144 1.06 

 M 25.811   27.904 -26.8 -37.9 -1.47   0.144 1.31 

       

Median Household Income U 47376    52087 -37.6  -2.59  0.010 0.73 

 M 47376    47987 -4.9 87 -0.30  0.767 1.32 

       

HHI U .3084   .24826 30.2  2.43  0.015 1.38 

 M .3084   .31794 -4.8 84.1 -0.23  0.819 0.95 

       

Nominate Score U .21693    .0763 51.3  3.56  0.000 0.76 

 M .21693   .25667 -14.5 71.7 -0.79  0.430 0.88 

       

Interest Rate U .04925   .05196 -3  -0.16  0.876 0.03* 

 M .04925   .04446 5.3 -76.5 1.22  0.226 1.06 

       

Debt/(Debt+Revenue) U .40262   .35783 20.3  1.59  0.112 1.37 

  M .40262   .43599 -15.1 25.5 -0.72  0.474 1.01 

* if variance ratio outside [0.58; 1.71] for U and [0.58; 1.71] for M 
  



 

 

107 
 
 

TABLE 2-5 

Balancing Test: Municipalization 

 Unmatched Mean  %reduct t-test V(T)/ 

Variable Matched Treated Control %bias bias t    p>t V(C) 

       

violexL1 U .07865   .02743 22.9  2.95  0.003 . 

 M .07865   .04494 15.1 34.2 0.93  0.353 . 

       

Large System U .10112   .00515 43.6  12.45  0.000 . 

 M .10112   .09551 2.6 94.1 0.13  0.901 . 

       

Uses Ground Water U .8764   .96936 -35.2  -5.07  0.000 . 

 M .8764    .9073 -11.7 66.8 -0.66  0.510 . 

       

Old System U .50562   .39797 21.7  2.07  0.038 . 

 M .50562   .51685 -2.3 89.6 -0.15  0.882 . 

       

Newspaper Circulation per capita U .30501   .24824 33  3.63  0.000 1.75* 

 M .30501   .30525 -0.1 99.6 -0.01  0.994 0.87 

       

Educational Attainment U 26.233   28.111 -27.4  -2.57   0.01 0.98 

 M 26.233   27.367 -16.5 39.6 -1.1   0.275 1.01 

       

Median Household Income U 51015    53758 -22.4  -2.07  0.039 0.92 

 M 51015    52938 -15.7 29.9 -1.12  0.265 1.22 

       

HHI U .20374   .21503 -6.9  -0.62  0.538 0.8 

 M .20374   .20067 1.9 72.7 0.13  0.893 1.05 

       

Nominate Score U .11615   .01723 39.2  3.71  0.000 1.01 

 M .11615   .08723 11.5 70.8 0.76  0.447 1 

       

Interest Rate U .04895   .04747 2.2  0.15  0.879 0.14* 

 M .04895   .04968 -1.1 50.4 -0.14  0.892 0.85 

       

Debt/(Debt+Revenue) U .39844   .34794 25.6  2.61  0.009 1.53* 

  M .39844   .39624 1.1 95.6 0.07  0.947 1.1 

* if variance ratio outside [0.66; 1.52] for U and [0.66; 1.52] for M 
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TABLE 2-6 

Difference in Difference Conditional Logit Regressions on Existence of Violations 

  Privatization 

VARIABL

ES 

Low 

Interest 

High 

Interest 

Low 

Education 

High 

Education 

Low 

Circulation 

High 

Circulation 

              

ATET -0.381 -1.251** -1.155** -0.350 -0.832* -0.973 

  (0.523) (0.573) (0.560) (0.480) (0.489) (0.592) 

        
Observatio

ns 540 585 477 837 729 540 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

With system fixed effect. Dropping Multiple Switchers 

 

TABLE 2-7 

Difference in Difference Conditional Logit Regressions on Existence of Violations 

  Municipalization 

VARIABL

ES 

Low 

Interest 

High 

Interest 

Low 

Education 

High 

Education 

Low 

Circulation 

High 

Circulation 

              

ATET 0.564* 0.764** 0.807** 0.218 0.316 -0.483 

  (0.341) (0.353) (0.355) (0.342) (0.376) (0.35) 

        
Observatio

ns 1,170 1,125 1,053 1,143 981 1,242 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

With system fixed effect. Dropping Multiple Switchers 

 

TABLE 2-8 

 Difference in Difference Conditional Logit Regressions on Existence of Violations 

VARIABLES Privatization Municipalization 

     

ATET -0.888** 0.315 

  (0.368) (0.246) 

    

Observations 1,197 2,259 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

With system fixed effect. Dropping Multiple Switchers 
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TABLE 2-9 

Enforcement Actions Faced by Water Systems 

 Major Enforcement Indicator 

VARIABLES  

  
Normalized Cum. Noncompliance L1 0.228*** 

 (0.00689) 

Private System 0.231*** 

 (0.0451) 

Standardized Violation Measure 0.0457** 

 (0.0189) 

Normalized Cum. Active Inspections L1 -0.0418**  

 (0.0188) 

Population (thousands) 0.00227 

 (0.00213) 

Square of Population (thousands) -5.04e-06 

 (4.44e-06) 

Water System Age 0.00786*** 

 (0.00288) 

Uses Ground Water 0.423*** 

 (0.0663) 

Nominate Score -0.209 

 (0.365) 

Median Household Income 1.56e-06 

 (2.18e-06) 

Educational Attainment -0.0135*** 

 (0.00307) 

Newspaper Circulation per Capita -0.00468 

 (0.130) 

Constant -5.640*** 

 (0.487) 

  
Observations 51,477 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

With state, rule code, and year fixed effects    
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Chapter 3 

Why Does General Deterrence Exist? A Study 

of Drinking Water Quality Regulation  

 
1 Introduction 

One recurring puzzle in economics of regulation is the surprisingly high impact regulators have on 

firm behavior even though the enforcement resources at the regulatorsô disposal are very limited 

(Weil, 1996). A major explanation for this phenomenon is that by applying enforcement pressure 

strategically rather than just ñfollowing the bookò, a regulatorôs enforcement action can have a far-

reaching impact beyond the specific violation and firm under enforcement, especially in the realm 

of environmental regulation (Friesen, 2003; Gray and Deily, 1996; Harrington, 1988; Macho-

Stadler and Perez-Castrillo, 2006; Magat and Viscusi, 1990; Rugman and Verbeke, 1998). Some 

researchers coined the term ñgeneral deterrenceò to describe the scenario in which an enforcement 

action also improves compliance performance of other similar entities not targeted by the specific 

enforcement action (Gray and Shimshack, 2011). Indeed, general deterrence and its variations have 

been studied repeatedly in the previous literature (Gilpatric, and Shimshack, 2015; Gray and 

Shadbegian, 2007; Gunningham, 2010; Lyon and Li, 2004; Lyon and Mayo, 2005; Reid and Toffel, 

2009; Shimshack and Ward, 2005; Tay, 2005; Thornton, Gunningham, and Kagan, 2005; Yue, 

Rao, and Ingram, 2013). However, none of the extant research has systematically looked into why 

general deterrence exists in the first place. 
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This paper explores the origins of general deterrence by characterizing it as a response to 

two kinds of new information regarding the regulator, revealed via its past enforcement actions. 

We propose, based on previous research such as Lyon and Mayo (2005), and Shimshack and Ward 

(2005), that the first kind of new information is the regulatorôs type/reputation, in particular, how 

pro-corporate vs. how pro-environment the regulator is. We further propose, based on Harrington 

(1988), Heyes and Rickman (1999), and Shimshack (2014) that the second kind of new 

information is the level of the regulatorôs resource constraint, as resource constraint drives 

regulators to apply bureaucratic discretion (Duflo, Greenstone, Pande, and Ryan, 2018; Johnson, 

Kaufmann, and Zoido-Lobaton, 1998; Weingast and Moran, 1983) instead of ñfollowing the bookò 

in order to maximize compliance.  

We then test for the existence of two mechanisms based on each of the two kinds of 

information. We do this by observing both the governmentôs regulatory enforcement actions and 

firmsô compliance with such regulations, in the context of drinking water regulation in the United 

States. We investigate the regulator type/reputation mechanism in Hypothesis 1. we propose that 

if general deterrence is driven by the firmsô uncertainty about the regulatorôs type, general 

deterrence should be more prominent during years of legislature turnover, when expectations about 

bureaucratic discretion are being reset. We then investigate the resource constraint mechanism in 

Hypotheses 2 and 3. In Hypothesis 2, we propose that if general deterrence is driven by the firmsô 

uncertainty about the level of the regulatorôs resource constraint, general deterrence should be 

more prominent for regulators with tighter budget constraints. In Hypothesis 3, we propose that 

the effect in Hypothesis 2 will be particularly prominent for regulators with more volatile resource 

levels, which creates more uncertainty in the level of resource constraint. Finally, we propose in 
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Hypothesis 4 that a regulatorôs enforcement action on a water system is more positively correlated 

with its past enforcement actions on other systems when general deterrence is stronger. This is 

because it would not be rational for a firm to improve compliance upon knowing harsh regulatory 

enforcement actions on other firms if those actions do not foreshadow harsh enforcement actions 

on itself, controlling for the severity of violations. 

We then put these hypotheses to test in a context that is of substantial value in its own right 

ï drinking water quality regulation in the U.S. In the aftermath of the Flint Water Crisis, the quality 

of drinking water has been engulfed by nationwide attention. Lawsuits following the Flint Water 

Crisis have exposed a multitude of consequential flaws in the management and regulation of the 

field. On a broader scale, activist groups like Food & Water Watch, which view drinking water 

from a social justice perspective and consider it a human right (Food & Water Watch, 2016), have 

been very vocal in their effort to induce practice change in the field. Regardless, we are still 

awaiting more scholarly insights on these topics. Very little is known, for example, about the 

institutional environment U.S. water systems reside in, in particular how external stakeholders like 

regulators try to affect practices in the field, as well as the way water systems strategically respond 

to such pressure.  

Availability of data is another important motivation for the choice of this empirical context. 

Indeed, a strong case can be made that the comprehensive data used in this paper constitutes a 

significant contribution to the literature. Through a Freedom of Information Act (FOIA) request 

to the Environmental Protection Agency (EPA) and its online Safe Drinking Water Information 

System (SDWIS), we are able to obtain data on all 141,290 water systems in the U.S., 353,546 

water quality violations and their corresponding regulatory enforcement actions that ensue 
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between 1980 and start of 2017 (although the data used in the specific regression analyses contain 

fewer water systems and especially violation records due to availability of key variables such as 

violation measure). With the extended help of EPA officials, we also manage to categorize the 

numerous types of enforcement actions according to their level of formality and coerciveness. This 

enables a sophisticated quantifying of the level of enforcement as opposed to naively counting the 

number of enforcement actions. On top of data availability, the standardized/homogeneous nature 

of the service offered by a large number of entities, together with the regular monitoring schedules 

and standardized enforcement instruments stipulated by EPA, make this empirical setting ideal for 

our study of regulatory pressure and its organizational response. 

The first part of our empirical analysis looks at both systems that have and donôt have 

violations. We find that a system is less likely to record violations if similar systems in the state 

had been subject to more enforcement actions in the past three years. However, without 

considering the moderating effects of legislature turnover and budget constraints, this general 

deterrence effect only exists when the enforcement actions are coercive in nature, pointing possibly 

to the ineffectiveness of cooperative strategies in generating widespread deterrence effect. Turning 

to hypothesis testing, we find that the general deterrence effect is stronger both during odd years, 

when most legislative turnovers in the U.S. take place, and during years when the party 

composition in the legislature of the state where the water system resides in changes. Hence, we 

find support for Hypothesis 1 that the general deterrence effect of a regulatorôs enforcement actions 

is stronger during regulator turnover. We then find that general deterrence is stronger for water 

systems in states with a lower state government general expenditure. This supports our Hypothesis 

2 that the general deterrence effect is stronger for regulators with tighter resource constraints. 
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Finally, we look at the subsample of states with lower state government general expenditure and 

find that general deterrence is particularly strong for water systems in states that have particularly 

high intertemporal variation in general expenditure. This supports our Hypothesis 3 that the impact 

of a regulatorôs resource constraints on the general deterrence effect is stronger for regulators with 

more volatile resource levels. 

So far, we have been using the behavior of firms to indirectly infer regulator characteristics. 

The second part of our empirical analysis looks at all water systems with violation records to 

directly analyze the behavior of the regulator so that we can observe both sides of the coin. We 

find partial evidence that a regulatorôs enforcement action on a water system is more positively 

correlated with its past enforcement actions on other systems during years of legislative turnover. 

Hence the mechanism of information regarding the regulatorôs type is supported. However, we 

find that a regulatorôs enforcement action on a water system is negatively correlated with its past 

enforcement actions on other systems. While this finding is consistent with what a regulator might 

do under resource constraint, it would not be rational for firms to respond to such a regulatory 

enforcement pattern by exhibiting general deterrence. So, the mechanism of information regarding 

the regulatorôs resource constraint is not fully supported. 

Being the first large-scale empirical study of U.S. water systems to document the 

complicated patterns of both regulatory enforcement and compliance, this paper makes a couple 

of important contributions to literature. First, it extends the general deterrence literature (Lyon and 

Mayo, 2005; Shimshack and Ward, 2005) by exploring the mechanisms driving general deterrence. 

Second, our findings add new fodder to the debate regarding the effectiveness of more cooperative 

vs. coercive enforcement strategies. In contrary to some previous empirical findings in support of 
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the popularity of more novel, cooperative enforcement strategies (Gray and Shimshack, 2011; 

Earnhart and Glicksman, 2015), we find cooperative enforcement actions may actually be 

counterproductive and that only coercive enforcement actions guarantee improved compliance. 

 

2 Theoretical Framework 

2.1 General Deterrence Effect 

In the economics of regulation literature, there have been numerous discussions about the 

interaction between regulatorsô enforcement actions and firms' compliance decisions, especially in 

the realm of environmental regulation (Amacher and Malik, 1996; Dean and Brown, 1995; Gray 

and Deily, 1996; Heyes, 2000; Reid and Toffel, 2009; Rugman and Verbeke, 1998; Stango, 2003). 

However, most of these discussions have focused on a dyad-level relationship between the firm 

and its regulator when studying this interaction. Gray and Shimshack (2011) provide an exhaustive 

review of the past research on the effectiveness of monitoring and enforcement on environmental 

compliance and pollution prevention. They point to the existence of not only a specific deterrence 

effect in which enforcement action improves compliance performance of the targeted entity, but 

also a general deterrence effect of enforcement actions. This happens when an enforcement action 

will also improve compliance performance of other similar entities not targeted by the specific 

enforcement action. Similar observations have been made in Gunningham (2010).  

Turning to specific research, Gray and Shadbegian (2007) find that inspections at one plant 

tended to increase compliance at both the inspected facility and nearby facilities. Thornton, 

Gunningham, and Kagan (2005) also find support for general deterrence in a survey of 233 firms 
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in several industries in the United States. Tay (2005) finds similar results in studying traffic 

enforcement. In an earlier study, Lyon and Li (2004) theoretically show that general deterrence 

created by the opportunistic disallowance of the regulator discourages other firms in the same 

jurisdiction from investing, and portray it as effective disciplinary devices. As a matter of fact, 

such general deterrence effect exists not only in public politics, but private politics as well. Reid 

and Toffel (2009) spot a spillover effect where firms in industries in which other firms have been 

targeted by shareholder actions on a specific issue are more likely to change their behavior 

accordingly. As Yue, Rao, and Ingram (2013) find out in a decade study of Walmart and Target, 

protests against a first entrant to a new market may affect decisions of the second entrant. General 

deterrence has also been a topic of discussion in other disciplines such as accounting (Ugrin and 

Odom, 2010) and criminology (Wellsmith, 2011). In short, the literature above provides mixed 

evidence of the existence of a general deterrence effect ïpressure on one target will cause others 

not targeted to improve compliance. Put another way, pressure on one firm not only works on a 

dyad level and motivates the particular firmôs behavior, but also threatens the legitimacy of other 

firms that are associated with the target one way or another, causing them to change their current 

practices.  

The focus of most of these discussions, however, has been limited to documenting the 

general deterrence effects, with relatively little attention paid to the underlying mechanisms 

driving the general deterrence effects. Lyon and Mayo (2005), and Shimshack and Ward (2005) 

go to extra length in exploring the mechanism. Lyon and Mayo (2005) look at the responses of 

electric utilities to the large-scale cost disallowances of the mid-1980s. By finding that the 

investment behavior of firms that havenôt faced disallowances are little affected by the 
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disallowances, the authors conclude that inferring from the actions of the utilities firm, they believe 

that the regulators are not opportunistic in their choice of disallowances. Rather, the regulator is 

simply punishing bad management. The bottom line is they believe general deterrence is driven 

by the firmsô belief that the regulator is opportunistic in regulatory enforcement, an example of 

bureaucratic discretion. Shimshack and Ward (2005) document a strong general deterrence effect 

of fines in the US pulp and paper industry. This effect, however, is found to be non-existent for 

intermediate enforcement actions (IEAs) such as formal administrative orders, formal notices of 

noncompliance, and administrative consent orders. They claim the regulator reputation-building 

impact of a levied sanction is the mechanism driving the general deterrence effect. Putting the two 

papers together, they both claim that the firmsô belief about the regulatorôs type or reputation, such 

as if the regulator is enforcing the regulations as vs. applying bureaucratic discretion, or if the 

regulator is pro-corporate vs. pro-environment, is the driver behind general deterrence. And the 

firms establish such beliefs based on information revealed via the regulatorôs past enforcement 

actions. However, neither of the research has actually tested this mechanism.  

2.2 General Deterrence as A Learning Effect 

Our research builds on these two papers to investigate the mechanisms driving general deterrence 

and test them empirically. We argue that if information about the regulator revealed via prior 

enforcement actions drives general deterrence, general deterrence will only appear when firms are 

in the process of learning about this information. Put simply, general deterrence should only occur 

as a response to new information, and there should be no general deterrence in equilibrium. This 

is because in equilibrium, when firms already have perfect information about the regulator, a new 
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enforcement action will not reveal additional information regarding the regulator. As a result, firms 

should not react to this enforcement action.  

Following Lyon and Mayo (2005), and Shimshack and Ward (2005), we propose that the 

first piece of information about the firm has to do with the regulatorôs type, i.e., how pro-corporate 

vs. how pro-environment the regulator is. For this type of information, the general deterrence effect 

will  be biggest when a new unknown type of the regulator is suspected by the firms. This happens 

when there is a turnover within the regulatory structure, either at the level of the regulatory agency 

or its political oversight entity. Theoretically, we hold an agnostic view about whether changes in 

the composition of the regulatory body or its oversight entity will have a bigger impact on the 

(perceived) behavior of the regulator because previous research has documented a debate over the 

extent of bureaucratic discretion vs. political control (Weingast and Moran, 1983). The effect will 

then diminish over time as firmsô knowledge of the regulatorôs type increases. Based on these 

discussions, we may be able to hypothesize the following: 

Hypothesis 1 (H1) The general deterrence effect of a regulatorôs enforcement actions is 

stronger during regulator turnover. 

 We propose the second kind of information is the level of the regulatorôs resource 

constraint. If the regulatorôs resource constraint is not common knowledge, then when the regulator 

carries out an enforcement action, it could be informative to firms about the amount of resources 

available to the regulator, and hence, according to previous literature, its level of bureaucratic 

discretion. If a regulator needs not to consider resource constraint, then its optimal strategy would 

be to apply maximum enforcement and punishment (Becker, 1976; Shimshack, 2014). In that case, 

there is little room for bureaucratic discretion, and the firms already know about the prospect of 
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enforcement for each violation ï maximum punishment allowed by regulations. So, there will not 

be general deterrence. In the event that the regulator's resources are highly constrained, the 

regulator needs to make use of a dynamic enforcement strategy to optimally allocate scarce 

resources to create "enforcement leverage" (Harrington, 1988). Heyes and Rickman (1998) 

propose a cross-sectional version of Harrington (1988), allowing for regulator discretion across 

multiple violations by a given firm. Based on this argument, we hypothesize that: 

Hypothesis 2 (H2) The general deterrence effect of a regulatorôs enforcement actions is 

stronger for regulators with tighter resource constraints. 

 Now, the previous hypothesis merely looks at the moderating impact of resource constraint 

from a static point of view. If we want to fully capture the impact of resource constraint in the 

context of firms learning new information about the regulator, the impact of recourse constraint 

should be particularly prominent among regulators whose amount of resources are more volatile 

through time. This way, it will take longer for firms to learn the level of the regulatorôs resource 

constraint and make it less likely for firms to reach the equilibrium state of known resource 

constraint level and no general deterrence. Based on this logic, we hypothesize the following: 

Hypothesis 3 (H3) The impact of a regulatorôs resource constraints on the general 

deterrence effect is stronger for regulators with more volatile resource levels. 

  Previous general deterrence research (Lyon and Li, 2004; Lyon and Mayo, 2005; 

Shimshack and Ward, 2005), although sometimes reaching opposite conclusions, share the 

underlying mechanism that has to do with what kind of information an enforcement action carries 

regarding the regulator. However, a firmôs belief about the regulator is hard to observe directly. 
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So, Lyon and Li (2004), Lyon and Mayo (2005), and Shimshack and Ward (2005) use the general 

deterrence effect or the lack thereof to indirectly infer the type or reputation of the regulator. In 

our paper, we not only try to detect any general deterrence effect; we also try to directly observe 

the enforcement patterns of the regulator. The assumption is that if the enforcement action a firm 

is subject to from its regulator is positively correlated the enforcement actions this regulator has 

applied on other firms under its jurisdiction, the firm can probably infer the type of the regulator 

in terms of enforcement stringency from past enforcement actions, based on the far-reaching extent 

of bureaucratic discretion documented in the literature (Duflo et al., 2018; Johnson et al., 1998; 

Weingast and Moran, 1983). The second scenario is, controlling for everything else, the 

enforcement action a firm is subject to has no clear correlation with the enforcement actions its 

regulator has applied to other firms under the regulatorôs jurisdiction. In this case, the regulator 

may simply be ñfollowing the book,ò and its enforcement actions carry no information about any 

of its idiosyncratic feature. Following our discussions about general deterrence, we have reason to 

believe that general deterrence should occur when the first scenario is true, i.e., the enforcement 

action a firm is subject to from its regulator is positively correlated the enforcement actions this 

regulator has applied on other firms under its jurisdiction. Hence, we have: 

Hypothesis 4 (H4) A regulatorôs enforcement action on a water system is more positively 

correlated with its past enforcement actions on other systems when general deterrence is 

stronger. 

3 Drinking Water Regulation In The U.S.  

The basis for regulatory enforcement on water systems is the Safe Drinking Water Act (SDWA) 

compliance monitoring program that entails the joint effort of the EPA, federal, state and tribal 
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regulatory agencies, the water systems themselves, as well as certified laboratories. The regulating 

body can either be the EPA or state and tribal governments that have been granted primary 

enforcement responsibility (primacy) by the EPA. They monitor the performance of water systems 

through the reports offered by the certified laboratories upon examining the water samples 

collected by the water systems. If the regulators decide that the reports are not being submitted 

according to a schedule established upon various characteristics of the water system like size and 

water source, or if the reports suggest a certain contaminant in the sample has gone beyond 

standards set by the regulators, enforcement actions may take place to help bring the water system 

back to compliance and notify consumers about the situation when the violations are severe enough. 

Enforcement actions may be carried out either at the state or federal level, and the EPA has 

stipulated a full arsenal of enforcement action instruments (75 to be more precise) at the regulatory 

agenciesô disposal. For some very slight violations, the enforcement agency may decide not to take 

any formal action, or issue a variance (the system does not need to comply with a National Primary 

Drinking Water Regulation) or exemption (system is given additional time to achieve and maintain 

regulatory compliance) given the special circumstances. Beyond these, some informal, minor, 

actions like violation reminder, tech assistance visit, and public notification may be carried out. 

Alternatively, formal measures like administrative penalties and civil cases can take place. 

Theoretically, even criminal cases can be brought against a water system or person in charge. 

However, these cases are extremely rare, except during catastrophic events such as the Flint water 

crisis (CNN, 2018). After these enforcement actions take place, all information will be reported to 

the EPA headquarters, which will record if the systems have returned to compliance following the 

enforcement action. It is important to note here that violations and compliance status tend to be 
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determined after the compliance period end date since a monitoring and reporting violation could 

not be issued until the water system has failed to monitor during the entire compliance period. 

4 Data Set And Key Variables  

4.1 EPAôs SDWIS 

The main source of data for this study comes from EPAôs SDWIS. Part of the SDWIS is publicly 

available online through the Federal Reports Advanced Search Tool. However, some important 

pieces of information were missing online, so we filed a FOIA request to the EPA to have the 

information released. By combining these two parts of data, we manage to assemble highly 

comprehensive information on water systems in the U.S., as well as records associated with their 

violations and ensuing enforcement actions between 1980 and the start of 2017, when we collected 

the data for this paper. For this research, we focus on information regarding the basic conditions 

of the water systems, including ID, name, geographical location, ownership status, size represented 

by the number of people served, etc. We also obtain information on the Maxim Contaminant Level 

(MCL) violations, the predominant form of quality related violations, that happened through the 

afore-mentioned period, as well as the regulatory enforcement actions that cope with the violations 

and the outcomes of the enforcement actions. We also collected and assembled another data set of 

on-site inspections of each water system by the regulators in the same period, and define an 

inspection as proactive if it was not triggered by a prior violation. We include site visit information 

on the grounds that site visit is an instrument regulators may use to deter false reporting by the 

systems. Previous literature has discussed on-site visits can have a substantial impact on 

compliance. Earnhart (2004) finds that for wastewater treatment plants in Kansas, the threat of 

inspections may induce better performance. As Helland (1998) documents, violation inspections 
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encourage self-disclosure of violations, possibly driven by firmsô intention to demonstrate their 

commitment to cooperate with regulators through the disclosure. This data set is then merged into 

the main data above to generate control variables. 

The final version of the data is comprised of two main data sets. The first dataset is a panel 

containing all 72,304 MCL violations, corresponding enforcement actions in the same period, and 

the basic information of the 10,120 water systems the violations are associated with. The unit of 

observation for this panel is a violation ID ï system ID ï time (year) triple. A few variables 

generated using the second dataset are also merged into this dataset. The detailed process will be 

documented later in the paper. The second dataset is generated through combining the first dataset 

with another panel that includes all the water systems in each year regardless if they have 

associated violations or not. This generates a panel with 4,151,115 system ID ï time (year) 

observations that contains basic information of all 126,684 U.S. water systems reported in the 

SDWIS, together with aggregate information on all the MCL violations and corresponding 

enforcement actions each system experienced. Table 1 below shows the distribution of total 

number of violations each water system experienced between 19080 and 2017. 

4.2 Grouping of Enforcement Actions 

The enforcement actions part of the data set warrants further discussion. In order to interpret and 

quantify the array of enforcement action types EPA stipulates, we need to divide the enforcement 

actions recorded in the data into groups according to their level of formality, or to put it more 

intuitively, level of harshness. We owe the implementation of this design to the guidance of 

Heather Shoven, Enforcement Team Leader of EPA Region 5. With her guidance, the 75 

enforcement action types defined by the EPA are divided into seven groups according to their 
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levels of formality, with group numbers rising in the level of formality and group 7 being the most 

extreme (e.g., Criminal Case Filed). As we mentioned above, group 7 enforcement action types 

are very rarely applied and doesnôt actually show up at all in the observed period. The following 

Table 2 contains a detailed listing of the grouping mechanism. Table 3 lists the number of violation 

records corresponding to each group of enforcement actions.  

4.3 Control  Variables 

The main data set is complemented by a series of social economic and environmental information 

about the community a water system is located in. We start by looking at variables used to capture 

legislature turnover and resource constraint of the state government. For legislature turnover, we 

first use every odd year included in the data, because most legislatures get turned over during odd 

years. Second, we use hand-collected data of state partisan makeup of the Upper and Lower 

chambers of the legislature over the period 1959 to 2007 to identify the years when the partisan 

makeup of both chambers of the legislature changes. For resource constraint, we acquire the state 

government finances tables from the U.S. Census Bureau for the period 2004-2017. The year 

ranges are all based upon the maximum among of practically available data. In the tables we access 

to the annual general expenditure and utility expenditure of each state government. However, 

because there is a severe missing data issue with utility expenditure and it is hard to ascertain the 

proportion of utility expenditure dedicated to drinking water treatment, we only use general 

expenditure as a proxy for a state governmentôs overall resource constraint. 

As for the other control variables, we make use of integrity score of each state published 

in 2015 by The Center for Public Integrityôs State Integrity Investigation. On top of this, we take 

advantage of the annual reports to Congress published by the Public Integrity Section (PIN) of the 
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U.S. Department of Justice. We assemble from the reports the number of federal public corruption 

convictions over the past decade at the state level. We also use DW-Nominate Scores developed 

and updated by Royce Carroll, Jeff Lewis, James Lo, Nolan McCarty, Keith Poole, and Howard 

Rosenthal16. A member of Congress will have a higher score if he/she is more conservative. We 

take the average of congressmenôs Nominate Scores within each state and Congress for the House 

and Senate, respectively. We then take the average of that average to come up with the Average 

Nominate Score for each state and Congress.  

It is also reasonable to contemplate that the local environment, especially the quality of 

local water sources, would play a significant role in determining whether a water system has 

quality violations or not and how regulators deal with these violations. Hence, we resort to EPAôs 

Toxics Release Inventory (TRI) Program to acquire this information. In particular, we acquire, for 

each year from 1987 to 2016, the amount of each type of pollutants found in the water at the county 

level. To simplify the analysis, we aggregate the amount from each pollutant, like arsenic, lead, 

and copper, to generate the total toxic amount in the water for each county and year. The 2012 

Census of Agriculture published by the U.S. Department of Agriculture (USDA) ï National 

Agricultural Statistics Service (NASS) sheds light on some valuable information regarding 

agricultural production that may affect local water systemsô susceptibility to quality violations. 

Using this information, we compile the amount of total chemicals purchased ($1000) and fertilizer, 

lime, and soil conditioners purchased ($1000), all at the county level. 

                                                           
16 DW-NOMINATE Scores With Bootstrapped Standard Errors, extracted at 

https://legacy.voteview.com/dwnomin.htm 

https://legacy.voteview.com/dwnomin.htm
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To capture a series of local social-economic variables as potential contributors to the 

attention and resources the local community devotes into its water quality, we use newspaper 

circulation for 2015 at the county level acquired from the Alliance for Audited Media. We also 

acquire poverty rate, percentage of people with bachelor's or higher degrees, and the 

unemployment rate at the county level from the American Community Survey.   

In Table 4 below, we list some summary statistics about the final panel data set. As we can 

see, the average size as represented by thousands of people served is about 2.46 for all systems 

and 2.77 for systems with violations. In terms of the local natural environment a water system is 

located in, systems with violations are located in areas with more agricultural pollution, as 

indicated by the amount of Chemicals and Fertilizer, Lime, & Soil Conditioners used in agriculture 

production. The reverse is true, however, for total amount of toxic waste according to TRI. As for 

the community a water system is located in, the unemployment rate of the county a system is 

located in is 8.86 for all systems, and 8.74 for systems with violations. One final interesting point 

to note is that systems with violations recorded tend to be located in less corrupt areas, as indicated 

by the number of corruption convictions, which is 304 for all systems and 273 for systems with 

violations. 

5 Estimating Equations and Empirical Results 

5.1 Empirical Strategy 

Does general deterrence exist? 

We use the panel data set that contains all water systems, either with or without enforcement and 

violation records to examine how water systems respond to the regulatory enforcement actions. 
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Two things demand attention. The first thing is we need to decide whether to use a fixed effects or 

random effects model. We perform a Hausman (1978) test, and it strongly suggests a fixed effects 

model. Second, we need to know if there is serial correlation in the panel. Not surprisingly, a 

Wooldridge (2002) test for serial correlation in panel data points towards the existence of serial 

correlation. This entails us to correct for both serial correlation and heteroscedasticity17. A 

common method of simultaneously correcting for serial correlation and heteroscedasticity is using 

heteroscedasticity and autocorrelation consistent (HAC) Newey-West standard errors (Newey and 

West, 1987). However, in our panel with a very large number of water systems simply specifying 

a robust clustered standard error would be a sufficient or even preferred approach in controlling 

for serial correlation and heteroscedasticity. In light of the fact that out of the 2,145,925 system-

year observations, 1,703,543 are not associated with any violations, we use a zero-inflated negative 

binomial model. Hence the specification we use to test for the existence of general deterrence is 

the following: 

ὓ ‌ ‍ϽὉ
═○▌

‍Ͻὓ
═○▌ȟ╢◄

‍ϽὉ
═○▌ȟ╢◄

♬Ͻ╧░▒◄Ὂ ‐                                    (1) 

The dependent variable ὓ  is the number of MCL violations for system j in year t. Ὁ
═○▌

 

is the per year average of enforcement action intensity water system j had been subject to between 

t-4 and t-1 years. We believe this method will, at a minimum, pose a significant improvement over 

simply counting the number of past enforcement actions. ὓ
═○▌ȟ╢◄

 refers to the per year-system 

average number of MCL violations all other water systems in the same state as water system j had 

been subject to between t-4 and t-1 years. The coefficient of this variable controls for the severity 

                                                           
17 The presence of heteroscedasticity is confirmed by a standard CookïWeisberg (1983) and BreuschïPagan (1979) 

test for heteroscedasticity. 
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of violations of other systems in the same jurisdiction. Ὁ
═○▌ȟ╢◄

 is the per year-system average of 

enforcement action intensity (as represented by the enforcement action group numbers18) all other 

water systems in the same state as water system j had been subject to between t-4 and t-1 years. 

This variable is used to estimate how enforcement on one target can have an impact on the behavior 

of neighboring targets that are not subject to the specific enforcement, i.e., a general deterrence 

effect. We choose state as the scope for the spillover effect because in water management, systems 

in the same state are usually under the jurisdiction of the same regulator (agency granted with 

primacy). For these three variables, we only take the values up to period t-1 instead of t to address 

the concern for reversed causality.  

╧░▒◄ stand for vector of controls. I start by controlling for a series of characteristics 

regarding the water systems. I control for the cumulative number of active site visits (inspections) 

on the water system lagged by one period. Here active means that the visit is not triggered by/a 

response to a reported violation. This variable is used to approximate the monitoring pressure 

imposed on the systems, which, as we discussed in the data section, may be correlated with the 

likelihood of noncompliance and enforcement strategies. I include the ownership type of water 

systems (public vs. private) to control for any differential regulatory enforcement stringency water 

systems of different ownership types may be subject to. The size of the water systems may carry 

information about how likely a system is going to become a target of enforcement. Its square term 

is also included to capture any non-linear relationship between size and enforcement. Along the 

                                                           
18 For example, if an enforcement action belongs to group 6, it will take the value of 6. 
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same line, water system age and a dummy for whether a system uses ground water as its source 

may also contribute to the targeting of enforcement actions.  

I then control for a series of local environmental, social, economic, and political factors. 

On the environmental side, I control for the total amount of toxic substance in the local 

reservoir and other untreated water body. I also control for the total amount of chemicals as well 

as fertilizer, lime, and soil conditioners purchased. These factors may play an important role in the 

enforcement strategy a water systemôs regulatory uses through its impact on the water source. On 

the social, economic side, I include unemployment rate, poverty rate, percentage of people with 

bachelor's or higher degrees, and newspaper circulation per capita. This information is used to 

represent enforcement pressure from the local community. On the political side, the number of 

federal public corruption convictions and integrity scores are used to control for the governmentsô 

general level of abiding by statutes related to enforcement and potential influence of corruption. 

Nominate Score is used to control for the government bodyôs general tendency of imposing 

sanctions.  

Finally, Ὂ stands for the state and year fixed effects to account for heterogeneity across 

states and time periods. Robust standard errors are clustered at the system level to allow for within 

system correlations. 

Hypotheses 1  

To test for Hypothesis 1, we slightly modify the previous equation to add a dummy Ὕ for being in 

a year of legislature turnover (absorbed by year dummies) and interact it with Ὁ
═○▌ȟ╢◄

, the per year-

system average of enforcement action intensity (as represented by the enforcement action group 
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numbers19) all other water systems in the same state as water system j had been subject to between 

t-4 and t-1 years. 

ὓ ‌ ‍ϽὉ
═○▌

‍Ͻὓ
═○▌ȟ╢◄

‍ϽὉ
═○▌ȟ╢◄

‍ϽὝϽὉ
═○▌ȟ╢◄

♬Ͻ╧░▒◄Ὂ ‐        (2) 

Hypotheses 2  

To test for Hypothesis 2, we repeat the first equation with a set of subgroup analysis. The first 

subgroup is for water systems in states with below-median government general expenditure, and 

the second is for those in states with above-median government general expenditure. 

Hypotheses 3  

To test for Hypothesis 3, we repeat the first equation with another set of subgroup analysis. We 

start by looking at the subsample of states with lower state government general expenditure We 

then define the first subgroup to be water systems in states with below-median standard deviation 

in government general expenditure and the second is for those in states with above-median 

standard deviation in government general expenditure. 

Hypotheses 4 

For Hypothesis 4, we study systems that have experienced MCL violations in the observed period, 

using the first data set that only includes all violations and enforcement records and excluding 

systems without violations. Now that I have grouped the enforcement actions in the previous 

section, I arrive at an ordinal categorical variable. The two most common models that deal with 

regressions with an ordinal categorical variable as the dependent variable are ordered logit and 

                                                           
19 For example, if an enforcement action belongs to group 6, it will take the value of 6. 
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ordered probit. Here I start with a random(mixed)-effects ordered logistic model, since a panel 

probit model with fixed effects may generate biased estimates. With ordered logit, larger values 

taken by the dependent variable are assumed to correspond to "higher" outcomes, but the actual, 

absolute value of the dependent variable is irrelevant. The empirical specifications I use are as 

follows: 

Ὁ ‌  ‍Ͻὠ ‍Ͻὓ
═○▌

‍Ͻὓ
═○▌ȟ╢◄

‍ϽὉ
═○▌ȟ╢◄

‍ϽὝϽὉ
═○▌ȟ╢◄

♬Ͻ╧░▒◄

Ὂ ‐                                                                                                                                           (3) 

Ὁ ‌  ‍Ͻὠ ‍Ͻὓ
═○▌

‍Ͻὓ
═○▌ȟ╢◄

‍ϽὉ
═○▌ȟ╢◄

♬Ͻ╧░▒◄Ὂ ‐                   (4) 

Here, Ὁ  refers to the enforcement action group that follows violation i by water system j 

in period t. ὠ  refers to the standardized measurement reading of violation i by water system j in 

period t, calculated by first generating the mean and standard deviation reading for each rule code, 

then deducting the mean from raw measure reading and divide the result by the standard deviation. 

This specification, together with the rule-code fixed effect, should enable the comparison across 

different pollutants. ὓ
═○▌

 is the per year average number of MCL violations by water system j in 

between t-4 and t-1 years, on the basis that an enforcement action may be launched to cope with 

not just one, but multiple violations in the recent past. ὓ
═○▌ȟ╢◄

 refers to the per year-system 

average number of MCL violations all other water systems in the same state as water system j had 

been subject to between t-4 and t-1 years. Similarly, Ὁ
═○▌ȟ╢◄

 is the per year-system average of 

enforcement action intensity (as represented by the enforcement action group numbers20) all other 

                                                           
20 For example, if an enforcement action belongs to group 6, it will take the value of 6. 
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water systems in the same state as water system j had been subject to between t-4 and t-1 years. 

Note that the only difference between equations 3 and 4 is that equation 3 includes an interaction 

term between the dummy Ὕ for being in a year of legislature turnover (absorbed by year dummies) 

and Ὁ
═○▌ȟ╢◄

. Equation 3 is used to study the impact of legislature turnover whereas equation 4 is 

used to study the impact of resource constraint. Also notice that for the three variables above, we 

only take the values up to period t-1 instead of t. This is done out of concern for reversed causality 

if we calculate enforcement actions up to the current period. ╧░▒◄ is a vector of controls that are 

exactly the same as those above.  

As for the fixed effects, represented by Ὂ, I first include rule code fixed effects so as to 

make sure I am only comparing the same type of violations. I also include state and year fixed 

effects to control for any state specific difference in enforcement and fluctuation of enforcement 

strategies across the years. Finally, robust standard errors are clustered at the system level to allow 

for within system correlations. 

5.2 Results 

Tables 5 examines if general deterrence exists. It is interesting to note that the coefficient for the 

general deterrence term ñAvg. Cum. Enforcement Within State L1ò has a positive sign while we 

predicted a negative sign corresponding to a general deterrence effect. We next delve further into 

the types of enforcement actions to see if this number covers any more interesting patterns. 

To provide some perspective for this discussion, we first look back on some discussions 

about enforcement strategies in the previous literature. A classical theory about regulatory 

enforcement is established in Becker (1976), which claims that the optimal enforcement strategy 
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is exerting full force ï maximum enforcement and punishment. This theory is later modified by 

numerous research. Fenn and Veljanovski (1988), for example, rationalize why sometimes more 

efficient allocation of limited resources entails not prosecuting certain violators. Indeed, Glaeser 

and Shleifer (2003) argue that the optimal choice of a law enforcement action is dependent upon 

the vulnerability of law enforcement to subversion by interest groups. In recent decades, creative 

approaches to enforcement other than fines and administrative penalties and more cooperative in 

nature like information disclosure have affirmed their effectiveness in various circumstances, like 

in Konar and Cohen (1997)ôs study of Toxics Release Inventory (TRI) data release. Not 

surprisingly, as described by Gray and Shimshack (2011), such alternative enforcement measures 

have been picking up steam, and there is a move away from traditional enforcement methods. This 

is well exhibited by the context of the current study, especially in the full arsenal of enforcement 

instruments EPA is equipped with.  

To this day, however, there has been mixed evidence regarding the effectiveness of these 

informal, cooperative enforcement strategies relative to more traditional coercive enforcement 

strategies. Earnhart and Glicksman (2015) find that in terms of compliance with wastewater 

discharge limits of chemical manufacturing facilities, better environmental management can result 

from a more cooperative regulatory relationship. Harrison (1995), on the other hand, studies pulp 

and paper industry in Canada and the U.S. and finds that compliance rates are much lower in 

Canada, where a more cooperative strategy is adopted, compared with the U.S., where a more 

coercive strategy is implemented.  

Due to this inconclusive literature, it is possible that only a cooperative or coercive 

enforcement style may be able to generate strong general deterrence effects. To see if that is the 
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case, instead of assigning numeric values to different enforcement action groups and adding them 

all up, we take an alternative approach by dividing the enforcement actions into either cooperative 

or coercive in nature based on the 1-7 groups assigned previously. Specifically, we define an 

enforcement action as cooperative if it belongs to enforcement groups 1, 2, 3, or 4; as coercive if 

it belongs to enforcement groups 5, 6, or 7. This division is also based on the advice of Heather 

Shoven from EPA. We generate dummies for each of the two enforcement action types, so each 

dummy represents one cooperative or coercive enforcement action. We repeat the analyses in 

equation (2), with the exception that we now calculate the average in the number of cooperative 

or coercive enforcement actions, where we used to calculate the average of enforcement action 

intensity (represented by the enforcement action group numbers). As we can see in Table 6 below, 

some intriguing patterns emerge. Only coercive enforcement actions appear to generate a general 

deterrence effect, as exhibited by the coefficient of ñAvg. Cum. Coercive Enforcement Within 

State L1ò. On the other hand, cooperative enforcement actions seem to encourage more violations, 

which means they are not effective in deterring other systems from violating regulations. This 

finding may then lend further credence to the suspicions over the effectiveness of more cooperative 

and novel regulatory enforcement strategies that donôt involve fines. 

In Table 7, we show the regression results that test Hypothesis 1: the general deterrence 

effect of a regulatorôs enforcement actions is stronger during regulator turnover. The coefficient 

for ñTurnover Year * Avg. Cum. Enforcement Within State L1ò is highly significant (1% level) 

and negative. This means that general deterrence is stronger during legislature turnover years. 

However, the coefficient for ñParty Change Year * Avg. Cum. Enforcement Within State L1ò is 

only marginally significant (10% level) and positive. We further explore this phenomenon below. 
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 In Table 8, we repeat the analysis of Table 7, with the exception that we now use the 

number of coercive enforcement actions as a proxy for enforcement instead. Using this 

specification, we can now confirm that general deterrence is significantly (1% level) stronger 

both during legislature turnover years and years when party composition of state legislature 

changes. Hence, we find support for Hypothesis 1 that general deterrence effect of a regulatorôs 

enforcement actions is stronger during regulator turnover. 

 In Table 9, we show the regression results that test Hypothesis 2: the general 

deterrence effect of a regulatorôs enforcement actions is stronger for regulators with tighter 

resource constraints. The second column looks at the subgroup of water systems in states with 

below-median government general expenditure while the third column looks at the subgroup of 

water systems in states with above-median government general expenditure. The coefficient for 

ñAvg. Cum. Enforcement Within State L1ò is highly significant (1% level) and negative for the 

second column only. This means that general deterrence is stronger for regulators with tighter 

resource constraints, supporting Hypothesis 2. 

In Table 10, we show the regression results that test Hypothesis 3: the impact of a 

regulatorôs resource constraints on the general deterrence effect is stronger for regulators with 

more volatile resource levels. The first column looks at the subgroup of water systems in states 

with below-median government general expenditure while the second and third columns further 

divide the data used in the first column in half. The second column looks at the subgroup of water 

systems in states with below-median standard deviation in government general expenditure while 

the third column looks at the subgroup of water systems in states with above-median standard 

deviation in government general expenditure. The coefficient for ñAvg. Cum. Enforcement Within 
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State L1ò is highly significant (1% level) and negative in all three columns. However, the 

coefficient has a larger absolute value in the third, high standard deviation column. This means 

that general deterrence is stronger for regulators with more volatile resource levels, supporting 

Hypothesis 3. 

In Table 11 and Table 12, we show the regression results that test Hypothesis 4: A 

regulatorôs enforcement action on a water system is more positively correlated with its past 

enforcement actions on other systems when general deterrence is stronger. Table 11 is used to test 

this hypothesis in the context of legislature turnover, while Table 12 is used to test this hypothesis 

in the context of resource constraint. In Table 11, we can confirm from the significantly positive 

sign of the coefficient for ñTurnover Year * Avg. Cum. Enforcement Within State L1ò that a 

regulatorôs enforcement action on a water system is indeed more positively correlated with its past 

enforcement actions on other systems when general deterrence is stronger during legislative 

turnover years, as we discussed in Hypothesis 1. However, when we turn to Table 12, we see the 

coefficient for ñAvg. Cum. Enforcement Within State L1ò is actually significantly negative for 

water systems in states with below-median government general expenditure. While this finding is 

consistent with what a regulator might do under resource constraint, it should not be rational for 

firms to respond to such a regulatory enforcement pattern by exhibiting general deterrence. So 

Hypothesis 4 is not supported in the context of resource constraint of Hypotheses 2 & 3. Based on 

these findings, we can claim that there is stronger support for the theory that learning about 

regulator type drives general deterrence than the theory that learning about resource constraints 

drives general deterrence. 

6 Robustness 
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In our ordered logistic regression analysis studying enforcement action patterns, we first confirm 

that the log transformation of the measurement readings of violation doesnôt change the result. A 

replicate of Table 11 and Table 12 with log transformation of the violation measurement readings 

instead of violation measurement per se is available upon request, so are the following tables 

discussed in this section. The results are also robust to multiple variations of the control variables. 

Perhaps more importantly, an important assumption we need to make using an ordered 

logistic model is the proportional odds assumption, which implies that the relationship between 

each pair of outcome group is the same. In order to test if this assumption is valid in our context, 

we implement a likelihood-ratio test of proportionality of odds across response categories as well 

as a Brant test. Even though we havenôt managed to achieve convergence for either of the tests so 

far, we assume that the assumption cannot be perfectly fulfilled, as in most cases where an ordered 

logistic model was used. Therefore, we need to find an alternative model. Ideally, we could use a 

generalized ordered logistic model that relaxes the proportional odds assumption and allows for 

heterogeneity of the effects of independent variables across different enforcement group cutoff 

points. Unfortunately, convergence cannot be achieved after extended periods of trials. We also 

consider using feasible generalized least squares (FGLS). However, feasible GLS is most suitable 

for data sets with a large number of periods and few panels, while the reverse is true when using 

OLS with clustered-robust standard errors. So, in this case, an OLS model is probably more 

suitable than a feasible GLS. In the end, we use a simple OLS model as an alternative robustness 

test. Reassuringly, the results are quite similar to those in Table 11 and Table 12. 

Could there be any problem with the grouping scheme of the enforcement action types? 

One might notice that even though enforcement actions in group 1 donôt entail any real action, 
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they are still characterized as enforcement actions. While this may not be a cause of concern in an 

ordered logistic model, where only the ordinal value relationship matters, it is possible that it could 

distort the results in our analysis. To address this concern, we use a modified grouping method, 

recoding group 1 as group 0, group 2 as group 1, all the way to recoding group 7 as group 6. The 

results generated with this alternative grouping coding are consistent with our previous results.  

In our main estimation, we discussed the use of heteroscedasticity and autocorrelation 

consistent (HAC) Newey-West standard errors. As a robustness check, we repeat our analysis 

using Newey-West standard errors for panel data, specifying a maximum lag of 2 years. There are 

some modest alterations in significance levels, but otherwise, the results are largely constant with 

what was reported previously. 

Finally, we try repeating the zero-inflated negative binomial regressions using a logit 

model, with occurrence dummy of violations as the dependent variable instead of violations count. 

However, convergence cannot be achieved using the logit model. 

7 Conclusions and Discussions 

Building on various streams of literature, this paper studies the origins of general deterrence effect. 

The centerpiece of our empirical analysis, drinking water quality, has risen to one of the top social 

issues in the country after the Flint water crisis, which led President Obama to declare a state of 

emergency (NPR, 2016). This, together with a series of water shortage crisis that has made 

headlines across the globe, heightens the need for a deeper understanding of the water treatment 

industry and its quality of service. 



 

 

139 
 
 

We first find that general deterrence effect does exist. A water system may improve its 

compliance performance when other systems in the same jurisdiction have been punished harshly. 

However, this general deterrence effect only works when the enforcement actions are coercive 

(severe) in nature. More cooperative enforcement actions on other systems in the past may actually 

encourage a water system to be more reckless in complying with regulations. In empirically testing 

our hypotheses, we come to believe that general deterrence is more likely born of the firms learning 

about the regulatorsô type/reputation rather than their levels of resource constraints. 

There also remains some work to be done on the enforcement patterns of the regulators. As 

indicated by the coefficient of ñAvg. Cum. MCL Within State L1ò, a regulatorôs enforcement 

stringency on a firm is positively correlated with the prior compliance performance of other firms 

in its jurisdiction. The rationale behind this phenomenon is worthy of exploration. Many normative 

and positive styles of enforcement have been extensively discussed in the regulatory enforcement 

literature (Becker, 1976; Demsetz, 1968; Fenn and Veljanovski, 1988; Viscusi, Harrington, & 

Vernon, 2005). In studying regulatory enforcement standards, Brock and Evans (1985) highlight 

a phenomenon that they called regulatory tiering ï applying regulatory requirements differentially 

according to the specific circumstances of each regulated firm. Under certain circumstances, tiered 

regulation may even be Pareto-superior to untiered regulations (Brock and Evans, 1985). There 

have also been some extended discussions of bureaucratic discretion (Duflo, Greenstone, Pande, 

and Ryan, 2018; Johnson, Kaufmann, and Zoido-Lobaton, 1998; Weingast and Moran, 1983), 

sometimes with the aim of achieving more effective enforcement, while leading to dubious welfare 

outcomes at other times. While observations such as these acknowledge the flexibility a regulator 

enjoys in applying regulations, they tend to portrait a dyad-level relationship between the firm and 
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its regulator. Our preliminary analysis above points to the regulatorôs strategic choice of regulatory 

enforcement conditioning on not just its interactions with that firm, but also its interactions with 

other firms in its jurisdiction. Cooper and Kovacic (2012) use behavioral economics to argue that 

flawed heuristics and myopia could make regulators behave in a way that caters to the needs of 

their political overseers who seek maximized short-run outputs that garner political support rather 

than optimized social welfare. This implies a regulator may have incentives other than efficiency 

enhancement to be more flexible and subjective in its application of regulatory enforcement, and 

that the regulator may be subject to behavioral bias. To the extent that regulatory capture (Laffont 

and Tirole, 1991) may exist in the drinking water industry, we argue that the regulator may have 

an incentive to enforce regulations in a way that conditions on the overall performance of all water 

systems in its jurisdiction.  

It would also be interesting to further explore the seemingly counterintuitive spillover 

effect of cooperative enforcement actions. Some literature has made a case for such spillover 

effects ï enforcement on one target will cause others not targeted to increase violations or risky 

behavior that may be subject to punishment (Lyon and Mayo, 2000; Evans, Gilpatric, & Shimshack, 

2015). There exist several possible justifications for such a spillover effect. For example, 

neighboring firms not targeted by enforcement may decide that the enforcement action does not 

represent a general shift in enforcement stringency, and that if any implicit or direct 

competition/substitution exists between the firms, the neighboring firms may increase their 

production, and thus violation to fill in the gap left by the restrained production or increase cost of 

the targeted firm. Or the firms may have reason to believe there is some limited capacity or quota 

for the regulator to impose sanctions, which means increased penalties on others implies fewer 
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penalties on themselves. Further tests may shed light on what exactly is driving our finding 

regarding cooperative enforcement actions. 

Apart from these remaining questions, the current study contributes to our knowledge on 

the dynamic pattern of interactions between water systems and their regulators, and may serve as 

a stepping stone for future studies on water management in the U.S. that hopefully will unearth 

more micro-level structure that contributes to the inner operations and mechanism of the individual 

water systems underlying our findings. This research also provides practical implications by 

shedding light on the ways we may utilize external pressure to change practices in water 

management in the U.S. and improve performance in the field, as well as other industries 

fundamental to our society like energy and healthcare. As DiMaggio and Powell (1983) define a 

regulatory agency to be an integral part of an organizational field, a deeper understanding of the 

patterns of regulatory enforcement and firmsô responses to institutional pressure from this source 

would complement our knowledge on firmsô conduct when facing pressure from other 

stakeholders like internal stakeholders and social activist groups, leading to a more comprehensive 

depiction of organizational behavior. In the end, our paper will facilitate future study on firm 

behavior in the presence of external institutional pressure coming from private actors like social 

activists groups, on the grounds that whether the patterns we observe here can be extended to that 

context would be a worthy research question. 
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9 Tables 

TABLE 3-1 

MCL Violations Count for Each System 

Violation Count Freq. Percent Cum. 

    

0 70,878 55.95 55.95 

1 21,066 16.63 72.58 

2 11,427 9.02 81.6 

3 6,742 5.32 86.92 

4 4,321 3.41 90.33 

5 2,892 2.28 92.61 

6 2,059 1.63 94.24 

7 1,426 1.13 95.36 

é é é é 

186 1 0 100 

231 1 0 100 

Total 126,684 100 100 
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TABLE 3-2 

Grouping of Enforcement Action Types 

Code Name 

Group 1 

SO+ No Additional Formal Action Needed 

SO0 No Longer Subject to Rule 

SO6 Intentional No-action 

SOX Compliance Achieved 

EO+ No Additional Formal Action Needed 

EO0 No Longer Subject to Rule 

EO6 Intentional No-action 

EOX Compliance Achieved 

Group 2 

SO8 Other 

SOY Variance/Exemption Issued 

SOZ State Turbidity Waiver Issued 

EO8 Other 

EOY Variance/Exemption Issued 

EOZ Turbidity Waiver Issued 

Group 3 

SF2 Referred for Higher State Level Review 

SFG Public Notification Issued 

SFN Show-cause Hearing 

SIA Violation/Reminder Notice 

SIB Compliance Meeting Conducted 

SIC Tech Assistance Visit 

SID Site Visit (Enforcement) 

SII CCR Follow-up Notice 

EF2 Referred for Higher Level Review 

EFN Show-cause Hearing 

EIA Violation/Reminder Notice 

EIB Compliance Meeting Conducted 

EIC Tech Assistance Visit 

EID Site Visit (Enforcement) 

EII CCR Follow-up Notice 

SFH Boil Water Order 

SFJ Formal NOV Issued 

SIE Public Notification Requested 

SIF Public Notification Received 
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EFG Public Notification Issued 

EFH Boil Water Order 

EFJ Formal NOV Issued 

EIE Public Notification Requested 

EIF Public Notification Received 

SF5 Hook-up/Extension Ban 

SFL State Administrative/Compliance Order without penalty issued 

Group 4 

SFK BCA Signed 

EFK BCA Signed 

Group 5 

EF! PAO Issued 

EFL FAO Issued 

SFM Administrative Penalty Assessed 

SFO AO (with penalty) Issued 

EF CFP Consent Order/Decree with Penalty 

EF< Federal CFP Issued 

EF= Federal CFP Default Judgement 

Group 6 

SF% Civil Case Concluded 

SF3 Case Appealed 

SF4 Case Dropped 

SF9 Civil Case Referred to AG 

SFP Civil Case Under Development 

SFQ Civil Case Filed 

SFR Consent Decree/Judgement 

SFS Default Judgement 

SFT Injunction 

SFU Temporary Restraining Order/Preliminary Injunction 

SO7 Unresolved 

EF% Federal Civil Case Concluded 

EF/ Federal 1431 (Emergency) Order 

EF9 Civil Case Referred to DOJ 

EFQ Civil Case Filed 

EFR Consent Decree/Judgement 

EFS Default Judgement 

EFT Injunction 

EFU Temporary Restraining Order/Preliminary Injunction 
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EO7 Unresolved 

Group 7 

SF& Criminal Case Referred to AG 

SFV Criminal Case Filed 

SFW Criminal Case Concluded 

EF& Federal Criminal Case Referred to DOJ 

EFV Criminal Case Filed 

EFW Criminal Case Concluded 

 

TABLE 3-3 

Enforcement Action Group for Each Violation 

Enforcement Group Freq. Percent Cum. 

    

1 45,898 63.48 63.48 

2 275 0.38 63.86 

3 19,743 27.31 91.17 

4 2,056 2.84 94.01 

5 3,976 5.5 99.51 

6 356 0.49 100 

Total 72,304 100 100 
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TABLE 3-4 

Summary Statistics of Water Systems 

 All Systems Systems with Violations 

  Mean Std. Dev. Min.  Max. Mean Std. Dev. Min.  Max. 

 MCL Violations  0.05  0.44  0.00  106.00  1.70  1.87  1.00  106.00  

Active Inspections 0.26  0.72  0.00  184.00  0.54  1.23  0.00  56.00  

Private System 0.73  0.44  0.00  1.00  0.64  0.48  0.00  1.00  

Population Served (thousands) 2.46  38.91  0.00  8271.00  2.77  33.77  0.00  8271.00  

Water System Age 10.03  15.05  0.00  38.00  19.75  9.82  0.00  38.00  

Uses Ground Water 0.90  0.30  0.00  1.00  0.88  0.32  0.00  1.00  

General Expenditure (millions) 44888.79  53600.88  2770.08  277247.90  48615.61  61913.83  2770.08  277247.90  

All Toxic, Pounds (millions) 3.25  86.40  0.00  3700.00  0.66  41.90  0.00  3700.00  

Chemicals 8646.22  25700.61  0.00  297669.00  11444.11  34204.39  0.00  297669.00  

Fertilizer, Lime, & Soil Conditioners 12124.96  21396.70  0.00  216341.00  14655.52  26895.23  0.00  216341.00  

Unemployment Rate 8.86  2.63  0.00  29.00  8.74  2.80  0.70  29.00  

Poverty Rate 14.48  5.07  2.10  47.90  14.76  5.33  2.10  47.90  

Educational Attainment  26.09  10.01  4.40  60.40  25.26  10.12  4.40  60.40  

Newspaper Circulation per Capita 0.24  0.15  0.00  4.64  0.23  0.15  0.00  2.44  

Nominate Score 0.00  0.24  -0.52  0.83  0.05  0.27  -0.52  0.83  

Integrity Score 62.57  5.29  51.00  76.00  62.98  5.01  51.00  76.00  

Corruption Convictions 304.01  243.77  16.00  934.00  273.18  232.53  16.00  934.00  

Per annum         
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TABLE 3-5 

Water Systems' Violations of Water Quality Regulations (Zero-Inflated Negative 

Binomial) 

 General Deterrence 

Models: 1 2 3 

DEPENDENT VAR:  Violations Count 

      
Avg. Cum. Enforcement L1 1.056*** 1.060*** 1.057*** 

 (0.0139) (0.0139) (0.0139) 

Avg. Cum. MCL Within State L1  -0.461*** -1.567*** 

  (0.0877) (0.184) 

Avg. Cum. Enforcement Within State L1 -0.0861*  0.657*** 

 (0.0500)  (0.106) 

Avg. Active Inspections L1 0.237*** 0.237*** 0.236*** 

 (0.00972) (0.00972) (0.00969) 

Private System -0.0751*** -0.0744*** -0.0745*** 

 (0.0124) (0.0124) (0.0124) 

Population Served (thousands) -0.00114*** -0.00114*** -0.00114*** 

 (0.000258) (0.000259) (0.000258) 

Square of Population (thousands) 1.57e-07***  1.57e-07***  1.56e-07***  

 (3.19e-08) (3.19e-08) (3.18e-08) 

Water System Age 0.0320*** 0.0319*** 0.0319*** 

 (0.000491) (0.000491) (0.000491) 

Uses Ground Water -0.0579*** -0.0576*** -0.0572*** 

 (0.0194) (0.0194) (0.0194) 

All Toxic, Pounds 4.82e-10**  4.84e-10**  4.96e-10***  

 (1.90e-10) (1.90e-10) (1.90e-10) 

Chemicals 1.09e-06* 1.07e-06* 1.09e-06* 

 (6.20e-07) (6.20e-07) (6.21e-07) 

Fertilizer, Lime, & Soil Conditioners 4.75e-06***  4.76e-06***  4.76e-06***  

 (7.34e-07) (7.33e-07) (7.35e-07) 

Unemployment Rate -0.00344 -0.00343 -0.00341 

 (0.00322) (0.00322) (0.00322) 

Poverty Rate -0.00124 -0.00121 -0.00123 

 (0.00154) (0.00154) (0.00154) 

Educational Attainment -0.000453 -0.000445 -0.000423 

 (0.000626) (0.000626) (0.000626) 

Newspaper Circulation per Capita -0.0911*** -0.0911*** -0.0921*** 
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 (0.0344) (0.0344) (0.0344) 

Nominate Score -0.356*** -0.351*** -0.361*** 

 (0.0422) (0.0420) (0.0424) 

Integrity Score -0.0326*** -0.0328*** -0.0329*** 

 (0.00548) (0.00548) (0.00547) 

Corruption Convictions 0.000371 0.000371 0.000351 

 (0.000232) (0.000232) (0.000232) 

Constant -3.288*** -3.285*** -3.258*** 

 (0.329) (0.328) (0.328) 

    

Observations 4,151,115 4,151,115 4,151,115 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
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TABLE 3-6 

Quality Regulation Violations - Cooperative vs. Coercive Enforcements 

 General Deterrence 

Models: 1 2 3 

DEPENDENT VAR:  Violations Count 

      
Avg. Cum. Cooperative EnforcementL1 2.622***  2.571*** 

 (0.0469)  (0.0483) 

Avg. Cum. Cooperative Enforcement Within State L1 1.000***  1.106*** 

 (0.307)  (0.299) 

Avg. Cum. Coercive Enforcement L1  2.549*** 2.229*** 

  (0.140) (0.138) 

Avg. Cum. Coercive Enforcement Within State L1  -6.640*** -5.705*** 

  (1.001) (1.061) 

Avg. Cum. MCL Within State L1 0.797*** 2.219*** 0.879*** 

 (0.110) (0.0943) (0.112) 

Avg. Cum. Active Inspections L1 0.312*** 0.329*** 0.305*** 

 (0.0110) (0.0119) (0.0107) 

Private System -0.127*** -0.155*** -0.121*** 

 (0.0156) (0.0167) (0.0151) 

Population Served (thousands) -0.00134*** -0.00134*** -0.00139*** 

 (0.000327) (0.000323) (0.000307) 

Square of Population (thousands) 1.78e-07***  1.77e-07***  1.85e-07***  

 (4.07e-08) (4.03e-08) (3.80e-08) 

Water System Age 0.0350*** 0.0374*** 0.0347*** 

 (0.000589) (0.000626) (0.000581) 

Uses Ground Water -0.129*** -0.109*** -0.123*** 

 (0.0252) (0.0274) (0.0245) 

All Toxic, Pounds 5.54e-10**  5.07e-10**  5.63e-10***  

 (2.17e-10) (2.16e-10) (2.17e-10) 

Chemicals 1.74e-06**  2.19e-06***  1.57e-06**  

 (7.52e-07) (8.31e-07) (7.46e-07) 

Fertilizer, Lime, & Soil Conditioners 4.67e-06***  4.92e-06***  4.81e-06***  

 (8.80e-07) (9.58e-07) (8.72e-07) 

Unemployment Rate -0.00573 -0.00852** -0.00534 

 (0.00381) (0.00413) (0.00373) 

Poverty Rate -0.00221 -0.00167 -0.00210 
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 (0.00187) (0.00199) (0.00181) 

Educational Attainment -0.00168** -0.00239*** -0.00134* 

 (0.000783) (0.000825) (0.000762) 

Newspaper Circulation per Capita -0.129*** -0.114** -0.125*** 

 (0.0416) (0.0460) (0.0411) 

Nominate Score -0.244*** -0.338*** -0.244*** 

 (0.0496) (0.0562) (0.0469) 

Integrity Score -0.0317*** -0.0302*** -0.0320*** 

 (0.00604) (0.00618) (0.00595) 

Corruption Convictions 0.000424* 0.000384 0.000418* 

 (0.000245) (0.000247) (0.000245) 

Constant -3.219*** -3.296*** -3.234*** 

 (0.360) (0.365) (0.353) 

    

Observations 4,151,115 4,151,115 4,151,115 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
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TABLE 3-7 

General Deterrence - Legislature Turnover (Zero-Inflated Negative Binomial) 

 General Deterrence 

Models: 

Turnover 

Year 

Party Change 

Year 

DEPENDENT VAR:  Violations Count 

     

Avg. Cum. Enforcement L1 1.057*** 1.294*** 

 (0.0139) (0.0169) 

Avg. Cum. MCL Within State L1 -1.433*** -0.733*** 

 (0.185) (0.246) 

Avg. Cum. Enforcement Within State L1 0.953*** -1.484*** 

 (0.107) (0.174) 

Turnover Year * Avg. Cum. Enforcement Within State L1 -0.791***  

 (0.0653)  
Party Change Year * Avg. Cum. Enforcement Within State 

L1  0.195* 

  (0.0996) 

Avg. Active Inspections L1 0.236*** 0.268*** 

 (0.00973) (0.0132) 

Private System -0.0748*** -0.109*** 

 (0.0124) (0.0152) 

Population Served (thousands) -0.00113*** -0.000398 

 (0.000258) (0.000267) 

Square of Population (thousands) 1.56e-07***  6.81e-08**  

 (3.18e-08) (3.33e-08) 

Water System Age 0.0319*** 0.0542*** 

 (0.000491) (0.000624) 

Uses Ground Water -0.0573*** 0.0357 

 (0.0194) (0.0257) 

All Toxic, Pounds 4.96e-10***  5.99e-10***  

 (1.90e-10) (1.86e-10) 

Chemicals 1.07e-06* -2.76e-06***  

 (6.20e-07) (8.70e-07) 

Fertilizer, Lime, & Soil Conditioners 4.77e-06***  8.06e-06***  

 (7.33e-07) (9.32e-07) 

Unemployment Rate -0.00346 -0.00106 

 (0.00323) (0.00396) 
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Poverty Rate -0.00124 -0.00443** 

 (0.00154) (0.00185) 

Educational Attainment -0.000423 0.00228*** 

 (0.000627) (0.000766) 

Newspaper Circulation per Capita -0.0933*** -0.102** 

 (0.0344) (0.0411) 

Nominate Score -0.356*** 0.178*** 

 (0.0424) (0.0659) 

Integrity Score -0.0329*** -0.0301*** 

 (0.00548) (0.00782) 

Corruption Convictions 0.000355 -0.000293 

 (0.000233) (0.000295) 

Constant -3.263*** -3.770*** 

 (0.328) (0.445) 

   

Observations 4,151,115 3,086,643 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
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TABLE 3-8 

Coercive Enforcement General Deterrence - Legislature Turnover (Zero-Inflated 

Negative Binomial) 

 

Coercive Enforcement General 

Deterrence 

Models: 

Turnover 

Year 

Party Change 

Year 

DEPENDENT VAR:  Violations Count 

     

Avg. Cum. Coercive Enforcement L1 2.539*** 3.930*** 

 (0.140) (0.214) 

Avg. Cum. MCL Within State L1 2.288*** 0.397*** 

 (0.0941) (0.147) 

Avg. Cum. Coercive Enforcement Within State L1 -0.332 14.33*** 

 (1.113) (4.705) 
Turnover Year * Avg. Cum. Coercive Enforcement Within 

State L1 -16.00***  

 (1.037)  
Party Change Year * Avg. Cum. Coercive Enforcement 

Within State L1  -40.45*** 

  (4.906) 

Avg. Active Inspections L1 0.330*** 0.324*** 

 (0.0119) (0.0163) 

Private System -0.154*** -0.192*** 

 (0.0167) (0.0195) 

Population Served (thousands) -0.00134*** -9.97e-05 

 (0.000323) (0.000321) 

Square of Population (thousands) 1.78e-07***  2.65e-08 

 (4.03e-08) (4.06e-08) 

Water System Age 0.0374*** 0.0606*** 

 (0.000626) (0.000722) 

Uses Ground Water -0.109*** 0.0613* 

 (0.0274) (0.0351) 

All Toxic, Pounds 5.07e-10**  6.23e-10***  

 (2.16e-10) (2.08e-10) 

Chemicals 2.18e-06***  -2.97e-06**  

 (8.31e-07) (1.25e-06) 

Fertilizer, Lime, & Soil Conditioners 4.93e-06***  9.13e-06***  

 (9.57e-07) (1.27e-06) 



 

 

158 

 
 

 

Unemployment Rate -0.00839** -0.00372 

 (0.00412) (0.00489) 

Poverty Rate -0.00164 -0.00483** 

 (0.00199) (0.00234) 

Educational Attainment -0.00234*** 0.00177* 

 (0.000824) (0.000911) 

Newspaper Circulation per Capita -0.115** -0.141*** 

 (0.0460) (0.0512) 

Nominate Score -0.335*** 0.149* 

 (0.0562) (0.0871) 

Integrity Score -0.0309*** -0.0250*** 

 (0.00617) (0.00869) 

Corruption Convictions 0.000383 -0.000367 

 (0.000247) (0.000342) 

Constant -3.245*** -3.968*** 

 (0.363) (0.491) 

   

Observations 4,151,115 3,086,643 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
 

  



 

 

159 

 
 

 

TABLE 3-9 

General Deterrence - Resource Constraint (Zero-Inflated Negative Binomial) 

 General Deterrence 

Models: All  Low Expenditure High Expenditure 

DEPENDENT VAR:  Violations Count 

      
Avg. Cum. Enforcement L1 0.914*** 0.976***  0.870*** 

 (0.0153) (0.0218) (0.0209) 

Avg. Cum. MCL Within State L1 -3.265*** -1.187*** -2.308*** 

 (0.229) (0.312) (0.464) 

Avg. Cum. Enforcement Within State L1 0.763*** -2.159*** 0.564*** 

 (0.128) (0.231) (0.206) 

Avg. Active Inspections L1 0.215***  0.188*** 0.243*** 

 (0.0117) (0.0181) (0.0128) 

Private System -0.00280 0.0855*** -0.0869*** 

 (0.0149) (0.0189) (0.0226) 

Population Served (thousands) -0.00264*** -0.00277*** -0.00325*** 

 (0.000593) (0.00105) (0.000650) 

Square of Population (thousands) 3.53e-07***  3.60e-07***  8.81e-07***  

 (7.01e-08) (1.26e-07) (1.69e-07) 

Water System Age 0.0142*** 0.0121*** 0.0157*** 

 (0.000595) (0.000756) (0.000913) 

Uses Ground Water -0.214*** -0.311*** -0.143*** 

 (0.0219) (0.0291) (0.0322) 

All Toxic, Pounds -7.80e-08***  -5.19e-08***  -7.47e-08***  

 (1.24e-08) (1.57e-08) (1.50e-08) 

Chemicals 3.87e-06***  2.16e-08 2.72e-06***  

 (7.16e-07) (3.03e-06) (8.62e-07) 

Fertilizer, Lime, & Soil Conditioners 1.76e-06**  3.98e-06**  2.69e-06**  

 (8.81e-07) (1.83e-06) (1.11e-06) 

Unemployment Rate -0.00188 0.0130** -0.00724 

 (0.00393) (0.00514) (0.00561) 

Poverty Rate 0.000520 -0.00408* 0.00272 

 (0.00193) (0.00237) (0.00290) 

Educational Attainment -0.00169** 0.00354*** -0.00614*** 

 (0.000765) (0.000965) (0.00120) 

Newspaper Circulation per Capita -0.0772* 0.208*** -0.440*** 
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 (0.0428) (0.0536) (0.0669) 

Nominate Score -0.132** 0.693*** -0.527*** 

 (0.0517) (0.0776) (0.0887) 

Integrity Score -0.0321*** -0.0278*** 0.988*** 

 (0.00586) (0.00599) (0.148) 

Corruption Convictions 0.00108*** 0.00259*** -0.000247 

 (0.000333) (0.000341) (0.000610) 

Constant -1.142*** -1.971*** -65.85*** 

 (0.357) (0.369) (9.282) 

    

Observations 1,524,294 787,738 736,556 

Robust standard errors clustered at the system level in parentheses 

*** p <0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
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TABLE 3-10 

General Deterrence - Resource Constraint Variance (Zero-Inflated Negative Binomial) 

 General Deterrence 

Models: All  

Low 

Expenditure 

Variance 

High 

Expenditure 

Variance 

DEPENDENT VAR:  Violations Count 

      
Avg. Cum. Enforcement L1 0.976*** 1.057*** 0.904*** 

 (0.0218) (0.0353) (0.0271) 

Avg. Cum. MCL Within State L1 -1.187*** -0.453 -3.166*** 

 (0.312) (0.367) (0.552) 

Avg. Cum. Enforcement Within State L1 -2.159*** -1.582*** -1.819*** 

 (0.231) (0.309) (0.363) 

Avg. Active Inspections L1 0.188*** 0.141*** 0.357*** 

 (0.0181) (0.0206) (0.0266) 

Private System 0.0855*** -0.00916 0.173*** 

 (0.0189) (0.0299) (0.0241) 

Population Served (thousands) -0.00277***  -0.00230 -0.000899 

 (0.00105) (0.00186) (0.00184) 

Square of Population (thousands) 3.60e-07***  2.98e-07 -5.95e-06 

 (1.26e-07) (2.24e-07) (5.79e-06) 

Water System Age 0.0121*** 0.0106*** 0.0131*** 

 (0.000756) (0.00104) (0.00108) 

Uses Ground Water -0.311*** -0.332*** -0.246*** 

 (0.0291) (0.0443) (0.0387) 

All Toxic, Pounds -5.19e-08***  -5.28e-08**  -4.61e-08**  

 (1.57e-08) (2.56e-08) (1.94e-08) 

Chemicals 2.16e-08 -4.10e-06 -3.75e-07 

 (3.03e-06) (5.21e-06) (3.94e-06) 

Fertilizer, Lime, & Soil Conditioners 3.98e-06**  7.48e-06***  3.27e-06 

 (1.83e-06) (2.74e-06) (2.58e-06) 

Unemployment Rate 0.0130** 0.0311*** -0.00345 

 (0.00514) (0.00767) (0.00692) 

Poverty Rate -0.00408* -0.0215*** 0.0103*** 

 (0.00237) (0.00349) (0.00326) 

Educational Attainment 0.00354*** 0.00659*** -5.83e-05 

 (0.000965) (0.00141) (0.00134) 
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Newspaper Circulation per Capita 0.208*** 0.291*** 0.0807 

 (0.0536) (0.0742) (0.0745) 

Nominate Score 0.693*** 1.420*** 0.253** 

 (0.0776) (0.126) (0.0995) 

Integrity Score -0.0278*** -0.0145** -0.182*** 

 (0.00599) (0.00669) (0.0325) 

Corruption Convictions 0.00259*** 0.00179 0.00241*** 

 (0.000341) (0.00157) (0.000332) 

Constant -1.971*** -3.196*** 7.550*** 

 (0.369) (0.415) (2.034) 

    

Observations 787,738 441,676 346,062 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state and year fixed effects 
 

  



 

 

163 

 
 

 

TABLE 3-11 

Enforcement Actions - Legislature Turnover (Ordered Logit)  

 Enforcement Patterns 

Models: 

Turnover 

Year 

Party Change 

Year 

DEPENDENT VAR:  Enforcement Action Group 

   

Standardized Violation Measure 0.0364*** 0.0336 

 (0.0136) (0.0247) 

Avg. Cum. MCL L1 0.0592*** 0.0214 

 (0.0116) (0.0233) 

Avg. Cum. MCL Within State L1 -4.328*** 1.630 

 (0.881) (1.703) 

Avg. Cum. Enforcement Within State L1 1.922*** -0.868 

 (0.376) (1.066) 

Turnover Year * Avg. Cum. Enforcement Within State 

L1 0.807***  

 (0.130)  
Party Change Year * Avg. Cum. Enforcement Within 

State L1  0.0330 

  (0.366) 

Avg. Cum. Active Inspections L1 -0.0614** 0.00533 

 (0.0272) (0.0379) 

Private System -0.0107 -0.0748 

 (0.0868) (0.109) 

Population Served (thousands) -0.00258 0.00110 

 (0.00424) (0.00422) 

Square of Population (thousands) 3.03e-06 -1.91e-07 

 (3.64e-06) (3.54e-06) 

Water System Age 0.00660* -0.00623 

 (0.00364) (0.00836) 

Uses Ground Water 0.181* 0.00688 

 (0.103) (0.116) 

All Toxic, Pounds -1.15e-09***  -9.50e-10**  

 (4.12e-10) (3.76e-10) 

Chemicals -2.16e-06 6.26e-06 

 (2.62e-06) (5.10e-06) 

Fertilizer, Lime, & Soil Conditioners 3.46e-06 -2.21e-06 
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 (3.37e-06) (5.73e-06) 

Unemployment Rate 0.00567 0.00189 

 (0.0190) (0.0281) 

Poverty Rate -0.00818 -0.0120 

 (0.00992) (0.0142) 

Educational Attainment -0.0133** -0.0102 

 (0.00543) (0.00642) 

Newspaper Circulation per Capita 0.243 0.145 

 (0.269) (0.276) 

Nominate Score -0.222 -0.581 

 (0.288) (0.485) 

Integrity Score -0.128*** -0.0378 

 (0.0280) (0.0322) 

Corruption Convictions 0.000961 2.26e-05 

 (0.00243) (0.00282) 

   

Observations 72,304 24,600 

Number of idn 72,304 24,600 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state, rule code, and year fixed effects    
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TABLE 3-12 

Enforcement Actions - Resource Constraint (Ordered Logit) 

 Enforcement Patterns 

Models: All  Low Expenditure High Expenditure 

DEPENDENT VAR:  Enforcement Action Group 

    

Standardized Violation Measure 0.0309** 0.00858 0.0218 

 (0.0136) (0.0284) (0.0159) 

Avg. Cum. MCL L1 0.0568*** 0.0214** 0.0968*** 

 (0.0111) (0.0105) (0.0178) 

Avg. Cum. MCL Within State L1 -3.738*** 7.462*** -5.428*** 

 (0.861) (1.732) (1.202) 

Avg. Cum. Enforcement Within State L1 1.672*** -5.806*** 2.226*** 

 (0.377) (1.081) (0.492) 

Avg. Cum. Active Inspections L1 -0.0910*** 0.00324 -0.0757** 

 (0.0301) (0.0291) (0.0378) 

Private System -0.0564 0.0833 -0.0866 

 (0.0924) (0.121) (0.129) 

Population Served (thousands) -0.00637 -0.00763 -0.00696 

 (0.00522) (0.00481) (0.00555) 

Square of Population (thousands) 6.31e-06 7.13e-06* 7.34e-06*  

 (4.29e-06) (4.11e-06) (4.30e-06) 

Water System Age 0.00695* 0.00118 0.0110** 

 (0.00363) (0.00563) (0.00468) 

Uses Ground Water 0.289** -0.0612 0.714*** 

 (0.122) (0.150) (0.181) 

All Toxic, Pounds -3.07e-07***  1.58e-07 -5.12e-07***  

 (1.05e-07) (1.53e-07) (1.20e-07) 

Chemicals -2.16e-06 4.45e-05**  -5.78e-06* 

 (2.85e-06) (2.20e-05) (3.05e-06) 

Fertilizer, Lime, & Soil Conditioners 3.10e-06 -2.67e-05* 7.61e-06* 

 (3.69e-06) (1.61e-05) (3.89e-06) 

Unemployment Rate 0.00241 -0.0236 0.0114 

 (0.0196) (0.0326) (0.0251) 

Poverty Rate -0.00766 -0.00435 -0.000520 

 (0.0106) (0.0179) (0.0137) 

Educational Attainment -0.0135** -0.0142** -0.0131 
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 (0.00597) (0.00689) (0.00924) 

Newspaper Circulation per Capita 0.196 0.151 0.510 

 (0.309) (0.345) (0.508) 

Nominate Score -0.699** -0.164 -1.749*** 

 (0.320) (0.427) (0.609) 

Integrity Score -0.145*** -0.163*** 0.332 

 (0.0284) (0.0369) (0.566) 

Corruption Convictions 0.000223 0.00560 -0.00108 

 (0.00235) (0.00576) (0.00239) 

    

Observations 62,696 25,474 37,222 

Number of idn 62,696 25,474 37,222 

Robust standard errors clustered at the system level in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

With state, rule code, and year fixed effects    

 

 


