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Abstract

This dissertation looks at haovganizaions manage sustainability issuesth an emphasis on the
uncertainty in the environmenChapterl exploreshow firms make investment decisions in
Corporate Social Responsibiliff©SR. Chapter2 andChapter3 focuson a very timely and
important sustaability issue: safe drinking water.

Chapterl uses real options theories to examine how two types of urdgrtafluence
Corporate Soci al Responsibility (CSR) activit
revenue growth and insuring againsgaive events. In particular, lcaptwen cer t ai nty ove
negative social, environmental, or politicaleats (negative event uncertainty) using sentiment
embedded in news repartanduncertainty in firmsé product
uncertanty) using crude oil price shocks find that publiclytraded U.S. firmdncrease CSR
activities when facingiegative event uncertaintiputreduce CSR activities when facing market
uncertainty* . These relationships ar e dwbdvitye weiched by
influences the opportunity cost of CSR inves:
damage of negative event s, and the competitiywv
CSROs value to the fiiewpfCSR ésa stitegc chvesirgest. suppor t

Chapter2 is motivated by the observation that-profit organizationdiave highpowered

incentives to cut costs, and may degrade quality as a result. Prior work offers neither an integrated

1 As a matter of fact, firms in our sample reduce all types of invedtmet just CSR) under conditions of negative
market uncertainty. CSR is distinct amongtgtles of investments because investment in CSR drops as a result of
both negative market uncertainty and positive market uncertainty.
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theory of the comparativedvantage of feprofit and norprofit management in providing quality
nor consistent empirical conclusionseWypothesize that quality depends on the relative access
to resources of different ownership forms, and test our hypotheses using data on ipwnersh
changes. Our context is the safety of U.S. drinking water supply, using a panel of 65,025 water
systems frsm 2006 to 2014. By combining matching and differemedifferences methods to
construct comparable counterfactual control groups, we presefirdhéargescale empirical
study of the ownershipervice quality relationship that examines both privatimatand
municipalization. We find support for several hypotheses on the comparative advantages of public
and private ownership. Nevertheless, piization exhibits an absolute advantage: it consistently
produces quality improvements but municipalizatioesioot. We discuss potential explanations.
Chapter 3 extendsChapter2 to studywhy general deterrence effect of regulatory
enforcement actionxists, using data on the quality violations and regulatory enforcement records
of all 141,290 drinking waterystems in the U.S. between 1980 and 2017. We argue that general
deterrence is a response to two kinds of new information about the regulataledeateough its
past enforcement actions. The first kind of information is the regulator's type, i.e., bow pr
corporate vs. prenvironment the regulator is. The second kind of information is the regulator's
level of resource constraints, since reguatlrcome more strategic in enforcement when they are
subject to resource constraints. In support of bothestowe find that general deterrence is more
prominent during regulator turnover, when unc
gereral deterrence is more prominent for regulators with tighter budget constraints, especially
when the budgetanstraints exhibit high intertemporal uncertainty. However, further exploration
of the regulatory enforcement actions only supports the reguiggerstory but contradicts the

resource constraints story. Finally, we find general deterrence is more pmomihen the



enforcement actions are coercive in nature, whereas prior cooperative enforcement actions may

induce more violations by neighbérs

20ne possible explanationrfthis phenomenon is that the regulator is teaching the neighbor how to come into
complianceand a cooperative enforcement action acts as a signal that the regulator will teach the neighbor next.

Xi



Chapterl
The Effect of Uncertainty on Corporgéecial
Responsibility: A Real Options Perspective

1 Introduction

Uncertainty has a crucial impact on firm decisions regarding costly irreversible investment
(Handley and Limao, 2015)The decisiormaking becomes particularly tricky when the
investment is subject to different types of uncertainty. This paper sheds ligitteotypeof
investment that falls into this categorgngagement in Corporate Social Responsibility (CSR).
With practices like impadhvesting as well as public awareness about sustainability on the rise,
corporations are increasingly recognizing the value of CSR. CSR hageslsmted increasing
interest from scholars in multiple disciplines, like economics (Bagnoli and Watts, Raf#),
2001; Bénabou and Tirole, 2006; Kitzmueller and Shimshack, 2012; Lyon and Maxwell, 2008),
finance (Brammer, Brooks, and Pavelin, 2006; Deng, Kang, and Low, 2013; Di Giuli and
Kostovetsky, 2014; Goss and Roberts, 2Qlths, Servaes, and Tamayo, 201Znd strategy
(Flammer, 2013; ktt, Grandy, and Lee, 2015; Kaul and Luo, 2017

In particular, | study how CSR activitiemre shapedy two types ofuncertainty’
uncertaintyin f i r proglut or financiamarket (market uncertaintgnduncertaintyoer f i r ms 6
negativesocial, environmental, or political evenfisegativeevent uncertainty)This dynamic

between CSR and uncertaitigs to do with the ways CSR may benefit firms. First, G&ferées



competitive resources that enhargrewth in revenue (@ hence shareholder value) (Barnett,
2007;Denget al ., 2013; Russo and Fout s, 1997) . Fol
trained millions of IT and network professionals for underprivileged communities (Cisco, 2018).

The program significanty impved Ci scods brand 1 mage and mar
2002). Second, CSR provides insurance limiting lossestiegativeevents (McGuire, Sundgren,

and Schneeweis, 198Bins et al., 2017Luo, Kaul, and Seo, 2018)his is because when these

negdive events emerge, stakeholders may perceive a firmanthbmmendabl€SR track record

less negatively (Godfrey, Merrill, and Hansen 2009). For example, Nike, after decades of supply

chain scandals (Forbes, 2010), reportediogmt involvementin CSR ni t i ati ves At o

critical human rights risks across different |
many <c¢l ai med fAacts as an i nsnegativeegeats (EIpdsitoc y 0 a ¢
2009). | argue these two way€SR benefits firmswi | | mani f est t hemsel ve

response to uncertainty sace according to the @&s€ebtRllyahosit st r at
taking a longterm perspective tmaximizingprofit (Bénabou and Tirole, 2010).
On this premise,devel@ a model tdramethe CSRinvestment decision as one of valuing
two real options the option to postpone (an investment) andajhigonto follow up (with more
investment after the initial investment to generate additionaingtyLeiblein, 2003; McGth,
Ferrier, and Mendelow, 2004First, firms have th@ptionto use previouSR investment to
insure againsthe damage ofhegativeevents Greater negative event uncertaintyises the
insurance value of investing in CSR. Acdingly, | hypothesize thafirms will expedite CSR
investment when they face great@gative event uncertaintgecond firms can wait and invest
in CSR only when the investment generates sufficient growth in revenue @rgyrenhanced

customer demand). Greater market uncetyaiaises the dispersion of future retumsdthus the



option value of postponingntil the expected benefits of the CSR investment on future revenue
can bemore certain Accordingly,| hypothesize thafirms will postponeCSR investment when
they facegreater market uncertaintin reality, irms maynot make optimatlecisions on their
CSR engagementnd eitheroverspendor underspenadn CSRbecause they fail to take into
account both sets of uncentes.

To test the mechanisms underlying the twomisjipothesed,hypothesize that firms with
higher innovative productivity are more likely to postpone CSR investment in the faarkat
uncertainty.Thisis because the resources required for CSRbegoutto more productive use of
investing in R&D ad therefore these firms incur a higher opportunity cost for CSR investment.
In addition | hypothesize that firms with greaterand equity are more likely to expedite CSR
investment in the face ofegativeevent uncertaintyThis is because firms with gater brand
equity are more I|likely to be dependent on st
insurance value more in the facenagativeevent uncertaintyinally, | hypothesize thafirms
with more competitive product markets are less likelpostpone CSR investment in the face of
market uncertainty and more likely to expedite CSR investment in the face of negative event
uncertainty. Thiss because the mocempetitive the market, more valuable CSR is to the firm.

| test these hypothese&viththree empirical models usifgjnder, Lydenberg, and Domini
(KLD)?® CSR ratings between 1997 and 20I0e first model measur@ggative event uncertainty
using sentiment analysis of news refsorbout firms. Using both a fixed effects model and a

sydgem generalized metheaf-moments (GMM) estimator, | find support for Hypothekithat

3KLD ratings capture many CSR investment/activities suscbharitable giving and pollution prevention programs
directly. For KLDrated issues that amore performanceriented, we can also assume a close connection between
CSR investment and CSR performance.



negative event uncertaingxpedites CSR investmehThesecondnodel captures crude oil price
uncertainty witimplied volatility of options on crude dil Oil price shocks are exogeno(lsilian,
2009)and have been established as a major contributor to volatilities and uncertainty (Friedman,
1977). Ifind that CSR ativities of firms in crudeil relatedindustries (derived using inpoutput
tables from théJ.S.Bureau of Labor Statistics) decrease more than those iniothestriesvhen
this uncertaintyincreasesThis supports Hypothesi that market uncertaintpostpones CSR
investment. Thehird model utilizesdifferencein differences (DID) matching. The treatmt
group contains, again, firms in crudiérelatedindustries. The external shock (treatment) is an oil
price volatility hike. | use propensity scareatchingandfind thatrelative to control group firms
matched on prshock characteristics, theodl at ed firmsé CSR activitie
years withhikesand years with crashes in oil futures prices, again supporting Hypdh€&hisse
findings support the view of CSR as a strategic investment. Subgroup analysis results also support
thehypahesesabout the moderating effects.

This paper makes a few contributions to the literatuextinds the real options litgure
by introducing aduatuncertainty, duabption framework. Despitihe attention paid to theption
to postpongdMason and Weds, 2010; McDonald and Siegel, 1986; Pawlina and Kort, 2006) and
theoptionto follow up (Adner and Levinthal, 2004a, 200Bnwman and Hurry, 1993;eiblein,
2003, respectively, applying both options to the same subject in the face of uncertaintgmas be
rare (Folta and O'Brien, 20Q4)his framework combines bothptionsto highlight how firms

balance the benefits and opportunity cost of CSR tnwest in the face of uncertaintffhe

4Of course, our data does not allow us to a firmgragte information about a coming negative fispecific event

and buys CSR as insurancstjahead of the event becoming pulicactice often referredtod&sgr e e nwas hi ngo
(Lyon and Maxwell, 2011)although the effectiveness of the practice has bpé¢a debate.

5 This echoes the derivation of market and macroeconomic uncertainty medsu@8OE Volatility IndexVIX)

and similar indices (Baker, Bloom, and Davis, 2016; Bekaert and Hoerova, 2014; Harmon, 2018)

4



framework can also be adaptedutederstand how different types ofaamtainty influence other
investment decisions such as R&D goidit ventures

In addition, this paper contributes to the CSR literature. It prexadeew way to add clarity
to the debate on the nature of CSR, by showing investing in CSR as respondiegrtainty in
ways that are consistant with CSR engagement being a strategic debaiairives better
financial performance (Bénabou and Tir®2@10; Flammer, 2015aather tharts 0 me manager s
indulgence at the expense of shareholders, enabled byrecesslack created by good prior
financial performance, i.e., a manifestation of an agency problem (Bernea and Rubin, 2010;
Friedman, 1970; McWillims and Siegel, 2001}.also unites the enhancing growth and insurance
views with the critical constructsf uncertainty and option that have been largely missing from
the existing literature. In doing so, the paper provides a deeper analysis of thédriteng

firms and a more comprehensive depiction of CSR as a firm strategy.

2 Literature Review

2.1 Enhancing growth and insurance views of CSR

CSRencompasses Athe economic, | egal, ethical,
organizationds ( Carr ol | 1979) an d§(BénabsutahdyTirolep2010;niyoa r vy a c
and Maxwell, 2008)A question researchers grarticularly intersted in is what motivates CSR

(Bansal, 2005; Campbell 2007; Hiatt et al., 2015; Howarenville, Nelson, Earle, Haack, and

Young, 2017; Kim and Zhou, 2018). Firms invest in CSR in the hope of deriving finestaials

from it, as capbuwedl bbbyt dei pgrgesedd (B®nabou

2015a).There isa longestablishediterature supporting the view that CSR contributes to a

6 Even though some of these voluntacytai vi t i es are purely symbolic gestures
Maxwell, 2011).



competitive advantage and leads to better financial perfaren@ochran and Wood, 1984; Eccles,
loannoy and Serafeim, 2014; Flammer, 2013; Kaul and Luo, 2017), as in the rebasszkview

on CSR (Russo and Fouts, 1997), while others have raised doubt about this view (Hillman and
Keim, 2001; Mackey, Mackey, arBarney, 2007; Orlitzky, 2013). Apart fromah plentiful
research has characterized CSR as an insurance or risk management instrumerit 8008ted
McGuire et al., 1988; Minor and Morgan, 2011; Peloza, 2006). For example, firms may conduct
CSR activities to reduce risk exposure to lawsuits anégi Godfrey et al. (2008)yguethe public

would generate positive attributions and temper their negative judgments against firms with a
superior CSR track record when future events that may negatively affactamé s r eput at i
On the othehand,Luo, Meier, and Oberholzggee (2012) find evidence that partially contradicts

this theory, in that accidents at a company with a superior CSR record get reported more by the
media. Sometimes such an insuranee can lead tmoralhazard of firms engang in more

harmful behavior after they invest in CSR (Luo et al., 2018). Even though the value of an insurance
instrument shoultbe drivenby theex-anterisk exposureor probability the insurande activated

in the future the emphasis of the extanteliature hadeen definedy examiningex-postvalue

loss aftera negativeevent has occurred (Koh, Qian, and Wang, 2014). My paper shifts the focus
of discussion from the epost effect of CSR to why firms invieis CSRex-ante.

While the aforementioned SR-for-growth and CSRfor-insurance views offer valuable
insights on why firms would invest in CSR, beibwsassume a fair amount of certainty in firms'
operating environment: CSR investment is assumed ta iagouofitability growth for the firm,
and negative social and environmental events are assumed to happen (with high probability) to

warrant insurance. Incorporating uncertainty into @®Rfor-growth and CSRfor-insurance

"Hustedl 2005) is a conceptual paper that characterizes CSF
hypothesizes that the more proactive the CSR projects, the tlhevex ante downside business risk of the firm.

6



views may generate addition&kbretical insights. Fitsthe return generated by CSR investment

does not necessarily lead to a higher profitability level for the firm if the opportunity cost is high,
i.e., if theinvestmentrequired for CSR cahe usedor an alternative activity thahay generate

even more pfits. The opportunity cost of investing now and forsaking the opportunity to wait for
additional information will also be higher under greater uncertainty (Dixit and Pindyck,.1994)
Second CSR i nvest ment 6s lowwhsnnegativesoeal endronmentalroay b e
political events only occur with a slim expected probability. However, a high level of uncertainty

even around a low average probability may increase the insuraluee

2.2 Realoptions theory

The real optioa theory may provide a weperspective on these patterns. Derived fronthbery

on pricing of options (Black and Scholes, 1973), real options theory got its name in Myers (1977).
The classic version of real options theory claims that in the presenoeeastainty, the option of
postponing investment decisions to future periods gives the decision maker the opportunity to give
up investing when the return turns out negative and iongstwhen thereturnis positive, thus
increasing the net expecteetum of a project. The valuef this option goes up as volatility and
uncertainty increase, pushing investors to postpone investment (Bernanke, 1983; McGrath, 1999).
From first adopting it in Bowman and Hurry (1993) to deriving complicated behavioral
implicatons today (Posen, Leibfe and Chen, 2018), the strategic management literature has
taken a more nuanced approach to the application of real options theory. Even though more
detailed taxonomies are possible (Trigeorgis and Reuer, 2017), we may clesaffglicationof

real ogions in strategic management into two main typ#se optionto follow upandoptionto

postponefolta and O'Brien, 2004.eiblein, 2003; McGrath et al., 2004 )expand on them below.

Option to follow up



Theoptionto follow up portraysatangibleinvestment vehicle like a financial option that needs to

be acquired through some initial investment and provides valuable folowvestment
opportunities (Leiblein, 2003). Asngertainty increaseshevalue of initial investmenticreases

In this casean optionis the initial investmentandfollow-on actions exercise the option (Adner

and Levinthal, 2004a)Even though not without critique (Adner and Levinthal, 2004b), this
construchas long been used to study various issugls asdiversfication (Kim and Kogut, 1996),
technology positioning investment (McGrath, 1997), joint ventures (Kogut, 1991), minority
investmenin a partnership (Folta and Miller, 2002; Miller and Folta, 20@2d R&D (McGrath

and Nerkar, 2004)t alsoholds poligy implications for entrepreneurship and bankruptcy laws (Lee,
Peng, and Barney,200Tpr opose that this construct can be

view.

Option to postpone

On the other hand, tluptionto postponéhas received smt empirichattention in the management
literature. The option to postpone requires no initial investment (Dixit and Pindyck, 1994; Pawlina
and Kort, 2006) and emphasizes the opportunity castvestmentMcDonald and Siegel (1986)
illustrate this mecanism by bdding a canonical model, in which a firm is considering the timing

of making an investment whose value follows a geometric Brownian motion. Using dynamic
programming, they find the investment value needed to justify investment is equal tiontio¢ s
directcost and opportunity cost ofvestmentBoth this model and ensuing research (Mason and
Weeds, 2010) find that as uncertainty (measured by variance) increaseptithevalue of
postponing investment and preserving the opportunity to makeef choice increases. In this
case, an option is an i mplicit makingagpmfilabled r i g

investment is tantamount to exercising the option (Pindyck, 1991). This perspective has many



applications. Baker et al. (2016) fitlat goverment policy uncertaintis associatedith higher

stock price volatility and reduced investment and employment in psdingitive sectors. Handley

and Limao (2017%ind thatreductioni n t rade policy wuncertainty ¢
growth to theUS after China joined the World Trade Organizatldncertainty about government

policies, including environmentgblicies has been reported agprimaryculprit of the disastrous

outcome and longevity of the 2008 Great Recession (Fedeeal Kdarket Conmittee, 2009). The
international business literature finds uncertainty deters market entry (Campa, 1994). Despite the
richness of thditerature there is still, however, a lack of research on the effect of uncertainty on

CSR investment

3 Theory

3.1 Conceptualframework

| start by constructing a conceptual framework to provide an intuitive overview thfetbie; But

before, that| consider the appropriateness of putting CSR investment in the real options context.
Adner and Levinthal (2003a&bdiscusion about the boundary of real options focusegwim

defining features: exogenous uncertainty and irreversibility. CSR invesisrardracterizetly a

high level ofuncertaintyp ey ond t he firmés <contr ol aelyd hi gh
investment dedicated to a specific CSR cawsg. (philanthropic projects) can be taken back or
redeployed. Adner and Levinthal (2004a) also point out that the real options theory is less suitable
when management deci si o actandsdeidfwhichfcasaumeertairstyi t an d
resolutionbecomes more endogenous to firm activapd pathdependence becomes a more
appropriate depiction. It is nobviousthis would be the casemyst udy of uncertair

on CSR investment.



| illustrate the framework in Figure 1. From time 1to timeO p, a firm has an
opportunity to invest in CSR and it can determine when to make that investinisntan be seen
as a call optio® , which hasa strike price equal to the cost of CSR investment. In this period up
to the exercise of thoption, the firm holds the option to postpone as discussed in the real options
literature (Leiblein 2003). In a simplified version, the firm is determibietyveen investing at
moro p. Now we also need to look at why firms invest in CSR. By condgdhe CSR
investment, managers acquire a put option that hedges against future negative events happening at
0 . Her e | i nt egr at eewtnto¢he ieaC @dnsparspactives y argumg e 0 v
that in contrast to the typical kind of optionfadlow up the real options literature discusses (e.g.,
vertical integration (Leiblein and Miller, 2003), R&D (McGrath and Nerkar, 2004), and strategic
alliances (Kogut, 1991; Vassolo, Anand, and Folta, 2004)) that provide an upside potential, CSR
investmemngenerates a put option that insures firm value against downside risks in tsonmbf
political, or environmentad vent s t hat ¢ au eptatdreambirgten profts. a f i r my
Figure 1ldepicts a tension between two options, driven by two stygleuncertainty,
respectively. The value of postponing CSR investment increases with general market uncertainty,
making the firm more likely to invest the future instead of nav®n the othehand, the insurance
value of CSR investment as a put optisimicreasing witlmegativeevent uncertainty, making the
firm more likely to expedite the investmerithis construct also holds the potential of being

extended to describing joint ventures and R&D.

3.2 Model setup (se@ppendix C for details)
Formal deriation of the model cabhe foundin Appendix C In this section,l describethe main
assumptions, conclusionand intuitions of the model. There are three periods in this model,

representedby 1,0 p,ando ¢. Afirm makes a decision about investingimaunt of CSR

10



ateithero 1oro p, while a negative event of uncertain magnitude occus at. The event
prompts the firm to engage mamount of relief effort in its wake. | assume the aggregate gain
from CSR inveBnent, which is realized @& ¢, will be the result of the returrf €SRinvestment

before the event (enhancing growth) multiplied by a scale factor capturing the return of the relief
effort after the event (insurance).

Let s first |G5R kvedntent befoe the evéntet ® sofassume a ¢
unit cost of CSR investment. also assume the return to CSR investment is (1) following
diminishing marginal return as documented in previous literature (Smith, Read, and LOpez
Rodriguez, 2010; Webli996), and (2) proportional tbe market condition (denoted B) the
firm faces, based on the findings that CSR gives a firm competitive advantage from a resource
based viewpoint (Russo and Fout s, 19979 and
consumers with CSP preferensesas to reduce price competition (Baron, 200B)s a random
variable. Atdo T, the firm knows the distribution d¥1 but not its exact value. Fro;m p
onwards, the outcome of the random distribution is observed.

Second]| consider the insurance vieihe cost of the relief effort that follows the negative
event to alleviate thsituation is characterized by an increasing unit.cbisé return to the relief
effort is proportional to the magnitude of thegativeevent (deoted byc), a randonvariable,if
the CSR investmens madeato 1, but not if the CSR investment is dorteda p. Ato T,
the firm knows the distribution af but not its exact valuelhe intuition behind the difference
between the returns in the two periods is that beginning to act like a responsible player just before
a negative event occurs is less likiehachieve theositive attributions by the publas inGodfrey

etal. (2000 s CSR as insurance argument .

3.3 Equilibrium
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The firmbds maxi mioundbg solpireg a twastdge maxionizatidn problem. First,

by changing the amount of relief eff, | find the expected optimal return of the relief effort after
anegatve vent happens. Second, |l substitute this
profit and change themaunt of CSR invested to find the maximum expeqpedfit. | discuss the
equilibriumby two scenarios. In scenarip the firm invests in CSR at 11, whereas in scenario

b, the firm invests ab  p. Market uncertainty, operationalized by the variance of the distribution

of M, enters into the expression of the maximumpeeted profit in scenario, denoted by , but

not the maximum expected profit in scenaaiodenoted by . Negative event uncertainty,

operationalized by the variance of the distributioe,anters inta  but nott

3.4 Threshold value for negativeevent uncertainty

Let 6 s atlresholohealuéor negativeevent uncertaintymaginenegativeeventuncertainty

is increasing from 0 (equivalent to macertainty. When negativeevent uncertaintys smaller

than thethreshold the firm is better off investing in CSR @& p. When negative event
uncertainty $ larger than ththreshold the firm is better off investing in CSR@t Tt Intuitively,

as negative event uncertainty increases, a firm may have a stronger incentive to expedite its CSR
investment due to the inciead insurace valueThis illustrates the tension between the two types

of uncertainty in determining CSR investmemarketuncertainty pushes firms to invest later

while negative event uncertainty pushes firms to invest earlier. Thus, | propose:

Hypothess 1 (H1) (option value of insurance) Firms have greater incentives to expedite

CSR investments when they fagare negative event uncertainty

3.5 Threshold value for market uncertainty
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Let 6s aalwesholthealuéor market uncertainty. Imagine matkencertainty is increasing
from O (equivalent to nancertainty. Before market uncertainty reaches the threshold, the firm is
better off investing in CSR at T, sincet L . When market uncertainty becomes larger
thanthethreshold, the firm ibetter off investing in CSR at p.

The intuition is that as market uncertainty increases, a firm may have a stronger incentive
to postpone its CSR investment decision to the futnrkght of the increased option value.
Intuitively, postponing the CSHavestment to after one has acquired information about the
realization of the random market condition rather than investing before that generates a flexibility
advantage. Instead ohly being able to choose one investment amount now, which may not be
optmal for every realization of the market condition, the firm can optimally respond to each
realization of the market condition by investing after the market condition has been determin
generating a higher profit. The wider the distribution of the maxiedition, the bigger the profit

gained from postponing. Thmotivates the following hypothesis:

Hypothesis2 (H2) (option value opostponing Firms have greater incentivespostpone

CSR investments when they fagare market uncertainty

3.6 Innovative productivity

When a firm invests in CSR, it is not only forsaking the opportunity of postponing the investment
decision into the futurat is also forsaking thepportunityof allocating the resources to alternative
activities (Conlon and Garland, 199%3evinthal and Wu, 2010; Wu, 2013). Managers allocate
resources among various activities. If a certain amount of resdarnes usedor CSR, it may
alternativelybe usedor R&D, marketing, and other purposétence when considering the cost

of CSR irvestment, one must also take into account the forsaken returns from alternative uses of

the resources allocated to CSR investment.
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luseaftf més i nnovative product i capabilityfo generatenor e s
patents, to capture the retuim alternative investment activities. Intuitively, if a firm is more
productive in R&D, it will have diggerincentive to invest in R&D ratr than CSR compared
with other firms. This incentive wilbe strengtheneduring periods of high market uncertiin
The real options valuef patents has been extensively discussed (Czarnitzki and Toole, 2011;
McGrath and Nerkar, 2004; Schwartz, 2004kdla and Kanniainen, 2000). Patents generate real
options by providing exclusive rights to develop new productsof and Van Reenen, 2002).
The higher the market uncertainty, the higher the option value of patents, and the highkrethe
of engaging innnovative investments to genergiatents Additionally, Stein and Stone (2013)
find empirically that while uncgainty reduces a whole range of investmentsadtually
encourages R&D. They attribute this phenometadiong investment lags creating valuable real
put options which offset the effects of call options lost when progeetstartedThesearguments

translate into an even higher opportunity cost for CSR tmvest. Hence, | postulate that:

Hypothesis 3 (H3)(moderator:innovative productivity Firms with higherinnovative

productivity are more likely to postpone CSR investments in the face of mark&dinhce

3.7Brand equity

Having discussed theoderators el at ed t o t he mechanism of mark
we now turn tonegativeevent uncertainty. Our earlier discussion indicates rieghativeevent

uncertainty should affect CSRinvesime due t o C@Ri6nsoné afiteeicnucahvays f
CSRo6s financi al return mani fests itself. Pri
capacity iscrucial intranslating CSR into better financial performance (Barnett, R@0did that

firms with greater brand equitgre likely to enjoy a greater stakeholder influence capacity,

resulting in a highefinancialreturn of CSR investment (Li and Zhou, 2017a). Consistent with this
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logic, prior research has found that firms in reputaiensitiveindustries have thgreatet
incentives to invest in CSR (Brammer and Pavelin, 2005).

One may be concerned about the possible mechanical correlation between CSR and brand
equity (Flammer 2015). However, even if part of CSR investment mechanically tieansi
greater brand eqtyi, having greater brand equity still means a higher financial return of future
CSR investment. Finally, previous research has used brand equity as a proxy for customer
awareness, and proved that higher customer awarenessdeatiggher financial returaf CSR
investment $ervaes and Tamayo, 2013). Given the specific typ&énahcial return under
consideration, i.e., i nsurance, we should see

amplified when negative event wartainty increases. Hence, | hypothesize:

Hypothesis 4 (H4)(moderator:brand equity Firms with greater investmenin brand

equity are more likely texpedite CSR investments in the fageeghtive event uncertainty

3.8 Market competition

Applying theresourcebased view of the firm on CSR (Russo and Fouts, 1988Yiqus research

has shown that firms engaged®Rto establish a competitive advantage against their peers, which
ultimately leads to increased profits (Cochran and Wood, 1984; Ecclesplgaand Serafeim,

2014; Fl ammer, 2013; Kaul and Luo, 2017). Fol
be higher for firms in more competitive market environments and these firms should invest more

in it. Indeed, some research has found thatifiors in industries with high competitive intensity,
CSROs positive influence deal and Ndiro2006akKemper, i s b
Schilke, Reimann, Wang, and Brettel, 2013). Fisman et al. (2006) present a signaling model of
corporate philantlopy in a market where quality is difficult to observe, where CSR serves as a

signal for aversion to sacrificinguglity. Based on this model of product differentiation, they
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predict and find that CSR is more prevalent in competitive markets. Along thesgdthers find
that increases in product market competition induce more CSR (Ferraratezand Santalo,
2010;Flammer, 2015a).

Hence, firms in more competitive markets should have a stronger incentive to invest in
CSR. Putting this in the context ohcertainty, this means they are less likely to postpone CSR
investment even if market uncertainty calls for thiendo so and more likely to expedite CSR
investment when negative event uncertainty calls for it, as negative events will erode their valuable

competitive advantage. This leads to the following hypothesis:

Hypothesis 5 (H5)(moderator:market competitionFirms with more competitive product
markets are less likely to postpone CSR investments in the face of market uncertainty and

more likely toexpedite CSR investments in the faceegfative event uncertainty

4 Empirical Method

4.1 Dependentariable: CSR measures

To measur e f i r husethe CERRatirrgs dommidy Kinder,d.ydenberg, Domini

Research & AnalyticKLD ratings (partof ESG Ratings provided by MSCI starting 2011) have

for two decades been used as mhanstream approach of studying CSR by scholars (Carroll,

Primo, and Richter, 2016; Chatterji, Levine, and Toffel, 2009; Waddock and Graves, 1997) and
have been applaudeds it he de facto research stalhmaardo |
KLD ratingsconsist of, in the first part, indicators for both strengths and concerns in the Qualitative

Issue Areas of Community, Corporate Governance, Diversity, Employee Rel&iomonment,

Human Rights and Product, and in the second part, indicators of imertén any Controversial

Business including Alcohol, Gambling, Firearms, Military, Nuclear Power, and Tobacco.
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It is true thatKLD rating or any CSR rating data is lited in that it only measures CSR
activities, which is not always the same as timin@€8R investment, the variable | am directly
interested in. lillustrate below how | can use the former to measure the latter. First, a postponement
of CSR investment intan unspecified future period (timing of CSR investment) can be
empirically captured Yy a reduction in CSR investment in the current period when uncertainty
spikes, ceteris paribus. This is the logic applied in some prominent uncertainty research (Baker et
al., 2016; Bernanke, 1983; Handley and Limao, 2015). Second, many things KLD caibgs
are CSR investment/activities per se, such as charitable givirgpHuation prevention programs.

Third, even for things KLD focuses on that are more performareated, we can safely assume
t hat CSR investment a mo u nrmancé .h\ithayteesiough CSRi r mo s
i nvest ment s, a firmés CSR performance may go
performance may improve with an increase in CSR investnSo even though theoretically |
model the timing decision of CSR investments, erogily we derive this timing decision by
observing changes in firmsé KLD ratings acros

| obtain the historical archive of this rating between 1991 to 2010, whiddrs over 3000
companies in the later years of this period, through Socratesiebéata. However, the number
of firms included in this data set, especially of those that can be matched with otHewé&haata
to be discusseblelow, goes down qckly in the 1990s and eventually becomes quite small. As
such,l focus on the perioddiween 1997 and 2010had considered but eventually d
using Thomson Reuters ASSET4 ESG (environmental, social and governance) scores and

Sustainalytics ESGcoresBoth these ratings cover smaller samples of U.S. firms and gravitate

8 Additionally, as we will illustrate in éndetailed specifications of KLD, dacusison the aspects of KLD that are
exactly about activities
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towards a global rather than U.S. coverage. They also have too short histories (since 2002 for
ASSET4 and 2009 for Sustainalytiée) the purpose ahis analysis.

Given the dta source, | construct a CSR measure similar to the approach taken by Servaes
and Tamayo (2013) and Lins et al. (2017), that focuses on only a subset (Community, Diversity,
Empl oyee Rel ations, Environmentilustataddboudthaha n Ri ¢
are more representative of the f ifrPmsodd USSR aicst
out since it mainly concerns tqgaltyof a f i rmés product and its pl
which are not part of a typic&SR definiton. | also leave out the Corporate Governance area
since it was renamed from the Other category by KLD in 2002 and includes miscellaneous items
such as High Compensation tlaat difficult to classify into a part of CSR.also exclude the
Cortroversial Bisiness categories, as changing ratings in these areas would entail a complete exit
of the industries, a decision unavailable to a firm in any shortdecisioamaking process,
especially in our empirical context.

To constr uct CSR sdorelfirst@<lude categorek in the five issue areas
that merely comply with regulations to make sure we are capturing voluntary actions not required
by regulationsl(yon and Maxwell, 2008)The results do not change, though if I include them.

Next, for allthe issues included in each of the five issue areas, | add up the strengths and concerns
indicators respectively, before normalizing each of the sums by the largest possible strengths or
concerns count each year, resulting in area strengthe€armrns sares ranged 0 to IThe
aggregate net CSR score, which can fluctuate betveand 5, is then obtained by adding up all

5 area strengths scores and deducting the 5 area concerns scores.sBo&SRecific to the
environmentindcommunity isconstructedy adding up these two issue areas and ranges between

-2 and 2. Another CSBcorespecific to diversity and employee relatiansonstructedh a similar
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fashion Finally, instead of subtracting concerns scores from strengths st@@sstrict two

measues of strengths and concerns only. Using Committee on Uniform Security Identification
Procedures (CUSIP)coslend ti cker symbols, firmsé CSR scor
Compustat at Standard & Poor's, available via Wharton Ré¢sBata Sences (WRDS), as well

as other data sets to be illustrated below.

4.2 Model 1: Negative event uncertainty

Independent variable

This modelexamires the effect ofiegative event uncertainnd is workin-progress. Currently,

| use RavenPack News Analytic®4ccessed viRDSto derive an annual composite measure

of firmsé reputation ex pdssethe RagenRhck Eduities Dawat i o0 n
Jones Edition, which includes news reports about firms from Dow Jones Newswires, regional
editions of he Wall Street Journal, Barron's and MarketWatch. Among all types of rdsanigle

out reports about environmentablitical, social, and business events that are related to areas
typically covered by CSRThe selected event categories include, byhalmetical order: civil

unrest, corporateesponsibility, crime, governmeimdustrial accidentdabor issues, legal, plic
opinion, regulatory, security, and wemnflict. For each of these reported events, RavenPack
provides a sentiment measure caliaeént Sentiment Score (EStBatranges from 0 to 100, with

50 standing for neutral sentiment and 100 being most padityenerate from ESS a negative
event uncertainty measure that incorporates event sentimentl Fesstale the ESS by deducting

50, dividing by 100 for each scorand only keeping the events withscaledscores below zero

Next, | take the absolutealue of the rescaled scores so that negative events do not have negative
scores. Then, | generate annual standard deviations of tbespeal scores for the events. | also

generate the sums of the processed event scores for each firm and year. Finatip)yl the
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standard deviations with the sums, before normalizing the product by total assets to take into
account the fact that larglrms may attract more media attention. This measunegétive event
uncertainty not only takes into account the vittgtof events, but also the sentiment of the events,

or intuitively,how #fAstrongl yo news agenci elgthi$meadure about
will not only capture the variation of negative sentiment in the past, but this variation in the past

will also signal to firms the uncertainty in future negative events, if the past is a good predictor of

the future. This firmyear datas compiledbetween 2000 and 2010.

Moderating variables

According to the hypotheses, the relationship between uncertadtyCSR investment wibe
moderatedo y a f i r m@pmdudtivityy lwandaequity, @nd product market competition.
measureénnovative productivity using a patent measure divided by R&D expeh$as. division

by R&D expenses constitutes an effort to capture the level of efficiency in generating patents and
innovating,and is distinct from thexistingapproach of merely measuringtpntoutput. As for

the patent measure, | use the citation and firm-weightedpatent measure by Kogan,
Papanikolaou, Seru, and Stoffman (2017). For details ofmdsgsureand original patent data,
please refer to that paper. The citatieeighted apprachis the commonly used patent measure

to account fothe heterogeneity in thalues of patents (Li and Zhou, 2017b). However, the results
do not change if | use raw patent count or stoekketweighted measures instead. Next, |
measure brand equitying advertising expense, normalize by total assataccordance witthe
approach taken by Li and Zhou (2017a) and Morck and Yeung (1992). Finally, | measure product

market competition using the Herfindahl index (HHI) of market concentration. HHI isuneelas

9 Since according to sonmiesearcherspatent data can onlye effectivelyused for industries that have above a
threshold in the industry number of patenteur measure is admittedly crude. Since the focus of our paper is not
about patent, though, we hope this measure would suffice for our purpose.
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using total sales at the year, Standard Industrial Classification (SIC) industry level. The annual

firm-level variables are acquired from Compustat unless otherwise specified.

Control variables

To better identify the effect eincertaintyon KLD ratings,| control for a series of factors that may

al so influence a flincludedGSR Ktings inrthe previogs year givanitthe t
potenti al seri al c o r r ktheairicludethe fdllawingavariables laggesd K L D
by one yeato address the concern of reversed causality. Cash holdingdined as the ratio of

cash and shoterm investment to total assetgeverageaatiois definedas the total longerm debt

divided by total assetBoth variables are used to capture themfirsse s our ce avail abil
sizeis approximatedby the natural logarithm of total accounting assets (in millions of dollars), as

well as the number of employees in thousands to take into consideration different levels of labor
intensiveness acrodgms and the fact that large employers may attract more attention and
stakeholder pressure from the local communities. Prior research has shdangérahore visible

firms attract more pressure from activists and garner more return in complyirtheiittequests

(King, 2008; Lenox and Eesley, 2009). Marketbook ratio (priceto-equity ratio), theratio of
marketvalue to boolor accounting value of a firm, is used here to determine whether a firm is
undervalued or overvalued and if the company stemg future profit projections, which may
determine its CSR investment decisions. Return on assets, the ratio of income before extraordinary
items to the book value of asset s, i's wused
contribute to CSR wesmment decisions. All control variablese acquiredrom Compustat, at the
yearfirm level. This way we have data on 3,943 firms corresponding to 19,069yéan
observationsin Table B1 of Appendix B, we can see the summary statistics of the variable

mentioned so far for all the firms.
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Model specification

As shown in the equation below,r e gr es s t h eatindsion this Begativé& &ent
uncertainty measure in the previous year, controlling for a seriesntfol variablesas well as

the mean entiment ofnegativeevens. O "Y'Ystands for the change in KLD ratings for fiith
between yead and yeatt-1. Here luse change in CSR rating instead of the level of CSR rating
since a change in rating should more accurately answer the theoretical question of how CSR
investment is affected by uncertainty. However, the results are essentially the same if | use the
level d CSR rating insteadThis is also true for all following regressiods; is avector of
controls, including, among others, the annual averdgeuadle oil future prices in the previous
year.0 and"Ocaptureyear and firm fixedeffects, respectively. The robust standard erorare
clustered at the firm leveHere, in addition to using the default fixed effects model, whith w
suffer from the Nickell bias (Nickell, 1981), | usesgstem generalized methofmoments
(GMM) estimator, following Blundell and Bond (1998), with forward orthogonal deviations (FOD)
transformation proposed by Arellano and Bover (1995). In partidu@nerate instruments using
lagged values of the rigitandedside variables (except for the yedummies). The FOD
transformation subtracts the mean of all the future observations of each variable, preserving all

lagged values of the explanatory vatesbas valid instruments (Bulan, 2005).
Q6 YY| 1 Yt OQi 0@y 0 O - (1)

In the meantime, four undergraduate research assistants are using Factiva to conduct
keywords search on news reports to identify social, environmental, or political events related to
companies ilmy sample letween 2000 and 2010. Preliminary results using {talidcted data

are expectedhortly.
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4.3 Model 2: market uncertainty measure

Indepenlent variable

To study the effect o f mar k et | usenan édentifigationt y o n
strategy that utilizes the exogeneity of crude oil prices to the performance of the firms that either
produce or consume significant amounts of Ad.0il priceschange, firms that manufacture and
consume significant amounts of oil products may perceive more uncertainty in their supply and
demand. By capturing uncertainty using implied volatility derived from crude oil options, we are
better able to ddress endogeity concerns and come to causality conclusions as actions of
individual firms are not very likely to affect crude oil pric&en though not always accurate,

implied volatility has long been the metric used by academics to measure thé réaske pr edi ct i
of future volatility (Canina andriglewski, 1993). Volatility measures are often used to
operationalized uncertainty since volatility makes the environment less predictable (Bekaert and
Hoerova, 2014; Das, Sen, and Sengupta, 1998; MillikéB87), and prdicted future volatility

maps better with the concept of uncertainty than cuwelatility, which haseen realizedThe

famous CBOE Volatility Index, commonly known as VIX, is constructed using the implied
volatility of S&P 500 Index optins with a30-day expiration'® Both VIX and VXO, the S&P 100

version of VIX, have been used to measure market and macroeconomic uncertainty in previous
research (Baker et al., 2016; Bekaert and Hoerova, 2014; Bloom, 2009; Harmon, 2018). The same
logic behird the developmnt of VIX canbe appliedo crude oil. The data for the implied volatility

of WTI (West Texas Intermediatejude option contractsre calculated using Bloombeighen

compute the annual average of the demiplied volatility data from 201 to 2010 taarrive at the

independent variable. This uncertainty meassrthen matchedo the KLD ratings and other

10 Official VIX website. Extracted at: http://www.choe.com/vix
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variables using he Center for Research in Security Prices (CRSP) database @nthpustat via

WRDS.

Oil-related firms
One reason for thehoice of crude oil as the empirical context relates to theearhing impact
oil prices have on the economy, directly and indirectly affecting the profits of numerous industries.
For example, Narayan and Sharma (2011) look at 14 nrajastry sectorsral find that most
firms in the energy and transportation sectors are significantly and positively affected by oil prices.
On the other hand, Nandha and Faff (2008) observe that out of the complete set of 35 industries,
only mining, and o | and geafermahcesarenpositivety correlatedvith oil prices.
Moreover,all but 5 of the otheindustriesare significantly and negatively affected by oil prices.
Oil price also has substantial sway over the economy as a wd®@al price shaks raise
macroecoomic risks (Hamilton, 1983).

| define firms likely to be closely influenced by crude oil price fluctuations through using
inputoutput tables from U.S. Bureau of Labor Statistics to identify the NAICS industries that
ei t her u ssegnificant amaourd ¢&f eilcand oil products. Some of thelustriesincluded
are Crude Petroleum Extraction, Petroleum Refineries, and Fuel Dealers. Appendix A contains a
list of top industries included. This way we arrive at 36&@gted firms corregding to 1,877
firm-year observations with data on CSR and a series of control variables, m@R0ffirms
correspondingo 25,187 firmyear observations in the whole samplais diverse portfolio of

firms adds to the external validity of thesearch.

Model specificatin
| use a firm fixed effects ordinary least squdf@kS) model to estimate thedfectoil price

uncertainty has on a firmés CSR investment:

24



WYY | f JOwé at JOwé a U0 Qa A3k 0o O - (2)
where "Y"Ystands for the change in KLD ratings for fiffhetween yeabpand year t-1. The
mainterm of interestOw ¢ & \I 0 "Qdcaptures the interaction effect between uncertainty in oil
pricesOw ¢ tand being a firm in crude oil related industies8 Q¢ i.e., the extent to which
benginanoitr el ated industry affects howaintyincfuder mé s
oil prices The moderating effects are estimated using subgroup analysis on the moderating
variables£ is avector of controls, including, among etis, the annual average of crude oil
future prices in the previous year. and"Ocaptureyear and firm fixed effects, respectively. The
robust standard errors are clustered at the firm level. | confirm thermality of the error

distribution using residual plots.
4.4 Model 3: diff in diff - propensity score matching

Treatment: crude oil price shocks

Model 2 is based on a simple intuition and concisely identifies the effect of market uncertainty.
However, I t does n dnmplementatianlofvtiee canmgnly tised icentiichtion
strateiges, such as instrumental variable estimation, DID, or regressommtchuity design. In
Model 3, | extend ModeP to conductDID matching analysis using a natural experiment: shocks
in crude oilprices. One of the reasons thahooseo study firms in industries closely related to
crude oilprices is that oil priceare highly volatile. The data for the oil future priees foundon

the website of The U.S. Energy Information Administration (EIA particular] use the Cushing,

OK Crude Oil Futures Contract 1. The price of this contract went from a low poiritlo8$% per
barrel in December 1998 to an-tithe high of $134.02 in July 2008, going throughjorupward

and downward slopes in lveten.l focus on the period between 1999 and 2009 to observe the
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shocks The data for 1997, 1998, and 2@@ used to provekfirm characteristics before and after
the shocks This is also feasible from the viewpoint of oil price patterns, in that thenaireed
stable formost ofthe 1990s, with the firghajor price movement in 1999. Graph A of Figure 2
below shows the trendf dhis futures contract price between 1999 and 2010. Perhaps more
importantly, oil shocks are unexpected, spurred by shocks inlggige trading, supply, and
demand, andhostlyexogenous (Kilian, 2009; Kilian and Murphy, 2013). These features make oll
shocks ideal identification instruments in contrast with the highly endogenous direct measures of
firmsd financi al positions.

On topof that, the volatility in oil prices, which we use to approximate uncertajrisy
easilycaptured by the oil price data, iwh makes studying it straightforward. In graph B of Figure
2, | plot the 12month rolling standard deviations of taéorementiond futurescontract prices
obtained from EIA. Standard deviation is the standard approach to measuring volatility and has
beenusedin prior research concerning oil prices (Crocker and Masten, 1988). Due to data
constraints il | us:t tioa e sudyismocks that took Mecea betwaeere 089 s e ¢
and 2009. Heré define a year to experience a volatility shock if there exists a period of 50%
increase in standard deviation within that year. This way we identify the following years with
volatility shacks, with thencreasen standard deviation in parentheses: 1282¢6), 2001 (50%),
2004 (190%), 2005 (54%), 2007 (132%), 2008 (121%). Finally, the year 2@p@d&lin that
even though it only saw a volatility increase 10t%, thevolatility in that period was already
monumentaland the absolute value ahcreasein standard deviation was 5.63, larger than in

several other years identified aboVéerdore, 2009s also includeds a year of volatility shock.

1 Even though past management research points out that volatilitg necessarily equivaletat uncertainty
(Bourgeois, 1985)it may be characterized as a major aspect of uncertainty (Carson, Madh@¥yap@06) As
discussed in more detail later on, empirical research often use volatility to operationalized uncertainty.
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These years that witnessed hikes in vbtatiargelycorrespond to periods afajorprice shocks.
Among thee periods, the following experienced oil price hikes: Feb 1999 to Mar 2000; Sep 2003
to Oct 2004; Dec 2004 to Sep 2005; May 2007 to June 2008; and Feb 2009 to Apr 2010. There are

also twomajorcrashes: Nov 2000 to Nov 2001; and June 2008 to Jan 2009.

Whydo oil shocks matter?

According toeconomies of scale, the return to CSR investment is going to be closely related to the
value of the f i Amidceasais alericenlatiity) Wwhetper ibtdkestthe form

of volatility shock intheeamo mi ¢ envi ronment, volatility shoc
or volatility shock in the demand of a firmo:
volatility of thevab e of t he f i r mdlds, iratsrs mdreasesatmdertgntyoff | t s .
return on CSR investment. Hendeargue that for an oilelated firm,an increase in oil price

volatility constitutes a valid treatment for testidgpothesi<2.

Matching thecontrol group

Having defined the treatment group as therelhted firms in ModeR, | construct the control

group through propensity score (probability of treatment) matching for each of the following
treatment years. As dé sghacngtbeitreatmenjearsifa oilu de o
price hikes are 1999, 2004, 2005, 2007, and 2009. The treatment years for crashes are 2001 and
2008. Combining matching with DID enables us to construct (or approximate) the otherwise non
observable counterfagls of no oilprice shocks for the eilelated firms. This method alleviates

the classical problem of selection bias caused by firms selecting into treatment in ways related to

their counterfactual CSR activities.
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Using the propensity score, estimatedthwa probit mal e | due t o Acur
di me n s i*plmatthifouryn@arest neighbors based on a series of firm characteriatics.
impose a common support condition by dropping treatment observations whose propensity score
is higher than the maximum &ss than theninimum propensity score of the controlis is
useful in ensuring that there always exists a firm similar to the treatment group®#m.
precondition for matching methods to work is the conditional mean independence assumption.
Thisregures that the mean untreated outcdmiedependent of the treatment status conditioning
on the variables | matabn. A direct implication of this is thd exclude any variable that might
be affected by the treatment. Thus all the matching variableagged by one year, i.e., in the
yearprior totreatment The matching variables include the same control variables used in Model
2.

In Table B1 of Appedix B, we can see the summary statistics of df@ementioned
variablesfor firms in the oitrelated hdustries and all other firms with data, i.e., the pool our
control groups drawnfrom. Since the most limited source of data is the KLD database dgxlu
the smallest number of firms), we can tell from Table B1 that the firms we study have significantly
poorer CSR ratings compared with the population of firms KLD rates, which is a decent
approximation of all firms of significant size in the US. Thepaénd to be short on cash, have
heavierdebt burden, employ more people, and have a lower markeiticad relative to their sizes.

It is reasonable to postulate that these characteristics may make the firms more susceptible to the

mechanisms | hypotheed above. From Table B2, the correlation matrix for firms ifreddted

12 Even though the idealpproacho estimaing the propensity score is ngurarametric, it entails a humongous

computational burden,leb ed ficur se of di mensionalityo. Hence a par al
always used.

13 However, imposing this condition may have a negative impatheestimation because in deleting some

treatment observationsamin practice changinthe estimand. Nonetheless, as pointed out by Crump, Hotz, Imbens

and Mitnik (2009), this is not necessarily a bad thing and actually a virtue.
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industries, iamgfimmihseg@$SRveaty correl ated wi

larger firms may be rated poorly relative to smaller ones in the industries kvatloo

Finally, the results of matchiraye presenteith Table 1. lisevidenf r om c¢c ol u mn
thatthe differences between the treatment and matched control gnagpsall,andt-tests cannot
reject the null hypothesis of equal means between the two groigesis othe matching variables,

with the exception o€SR Rating itself.

Difference in diferences
Having matched the control group firmigun the DID regression below using the OLS method

for one year before and after treatment.
DYY | 1 A6Qa s g om0k - (3)

Here, similar to the approach of Flammer (201%848),"Y Yrefers to the change in CSR
ratings from yeat-1 to yeart. Here | lag all treatments by one ysaras to be consistent with the
specificationsn other models that assie a lagged effect of uncertainty on CSR ratifgis a
vector of year dummiess ;  is a vector ofontrol variables that is a repetition of variables used
in the matching process above, lagged by one yeatenotes robust staad! errors clustered at

the firm level. Similarly, normality oftte errors is layely confirmed using residual plots., the

t h

i %b

average treatment effect on the treated (ATET) of a DID regression here is the average effect of

the external shocks on the R@ctivities of firms in oHrelated industries. The moderating effects
are also estimated using subgroup analysis as ireModHere we only use o+year before and

after oil shocks because research has showrewaatthough uncertainty shocks causegerary

postponement of investment, it will rebound or even overshoot in the medium term (Bloom, 2009).

This is especially tre in our casesince oil prices have been highly volatile throughout the
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sampling period, with one big price movement followingtaeaHowever, a qualitatively similar

pattern is observed if we extend the window to-fwgars before and after oil prickacks.

5 Results

5.1 Regression analysis

Negative event uncertainty

In Table2, both the first column that shows the results ofshigtem GMM estimator and the

second column that shows the results of the fixed effects estimator indicate that the higher the level

of uncertaintyin the sentiment of negative reports on G®Rited evets about a firm, the more

t he firmds iGcERse meattyearnHenceviHypothesis supported. Because of data

' imitati on, columns H4 and H506s subgroup anal
estimator. We see the effect of negatevent uncertainty is stronger among firms with ignea

brand equity and in less concentrated markets, consistent with Hypotheses 4 and 5.

Oil price uncertainty

Table3 presents the estimated effecbdfpriceuncertainty on KLD ratings. The first tvomlumns

test Hypothesi® by displaying the resultsithh two sets of controls. Columns H3 and H5 test
Hypotheses 3 and 5 by dividing the sample according to the medianrefaddd firmsin terms
ofprevious yearsd innovati ve Throaogd masticolunnstwe and
see that the coefi ci ent to fHAOiI | | mptlried at éal dtnidluistty i lea g
meaning that firms in oitelated industries are particularly resgive to uncertainty in oil prices

compared with other firm§hisis consistent with Hypothesis Lookingat columns H3 and H5,
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we realize that the coefficient is more significant and larger for the subgroups with higher
innovative productivity and maek concentration, supporting the predictions of H3 and H5.
Coefficients to the control variables also revaaheinterestingpatterns. Marketo-book ratiois

negatively correlatedith KLD ratings.

DID graphs

In Figure3 below, we see graphs A and B tlagproximate a DID matching method by plotting

out the prereatment and posteatment means of CSR ratinigs firms in the treatment group

and matched control group, featuring oil price hikes and oil price crashes. Theselgnadphs
credence to Hypotlsés 2. The treat ment group fandfatdypa CSR r
significant degree relative to thoséthe control group, albeit to a smaller extent in the oil price
crashes scenario. Nekiyill set out to investigate if this still holds in neorigorous DID matching

regressions.

Oil price shocks

In the first four columns of Tablegl below, we can sethe results of DID matching
regressions for oil price hikes, while the last column shows the results for oil price crashes. Table
4 reports DID mé&hing results that look aneyear before and after treatment, hence using the
change in composite CSR rags as the dependent variable. The average treatment effect on the
treatedis capturecoy t he <coef f i ci erelated iodustrieshiMe cansee thatfdlrl e A O
both hikes and crashes, the treatment effect is negative and highly significanth8ifindihgs
are significant both for hikes amdasheswe can rule out the findings being the result of a-first
order change in oil prices. These results buttress the prediction of Hyp@ttestisirms hold off

CSR investments in the face of increasadertainty.
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In Table5, we observe the heterogeneity effect by summarizing the results reported in
Table4 divided at the median into high vs. low innovative productivity and market concentration
subgroups. The treatment effect is particularly signifitanthe low innovativeroductivity. It is
also more significant for the high market concentration subgroup during price hikes but the
opposite is true during price crashes. So, Hypothesis 3 is not confirmed while Hypothesis 5 is
partially confirmed. Howver, as we shall seetime robustness checks section, further support for

Hypothese8 and 5 is found.

5.2 Robustnessnalysis

As a first robustness check for hypotheses about the effects of market uncelrtastiyate

market uncertainty projected anthe firm level using\erage implied volatility for options of

firmsd stocks. Beckman, Haunschild, and Phil |

two types: firmspecific uncertainty and markkgtvel uncertainty shared across a set ofi§irThis

classification mirrors the decompositioof risk and volatility into market, industry, and

idiosyncratic components (Campbell, Lettau, Malkiel, and Xu, 20Bdgvious literature has

documentedirm-level uncertaintyderived from various sourcdie uncertainty assodied with

the development of a specifiechnology (McGrath, 1997) and uncertainty in the value of joint

ventures (Kogut, 1991) argtrategic alliances (Gulati and Westphal, 1999). Apparently, it is

challenging to measure these typésincertainty directlySo | operationalizenarket uncertainty

projected onto the firmlevels i ng I mpl i ed volatility derived f
The data comes from OptionMetrics database accessed/RI2S. Foreach stock|

calculate he annual average implied volatility for standardized (interpolatetheahoney

forward options with 3@lay, 60day, 9%day, 122day, 152day, and 182lay expiration.

Following the VIX approachl use 36day expirationin the analysis belowhut the resliis are

32



gualitatively the same using other expiration dayag the measure by one year to alleviate the

reversed causality concetrsimilarly match this data with the dependent, moderating, and control

variables datal. use a firm fixed efects ordinary least squares(OLS model to estimate the

AEEAAO O1 AROOAET OU EAO 11 A EEOI 60 #32 EI OA
suffering from Nickell bias (Nickell, 1981).
QOYY| 1 JOwgda a3k; & O - 4

where all notations follow the style of ModeP.

Table6 presents the resultEhelayout of this table is similar to that of Tal3eLooking
across all columns, we see that the higher the level of uncertainty, the miitebtmatings will
decrease, which supports HypotheXiss ar gument that i1 ncreased ma
the firm postpone its CSR investments.

In columns H3 ad H5, we see that that the higher the innovatinseluctivity and market
concentrationthemor e responsive to increases in implie

This means thatirins with higher innovative productivity are more likely to posgddSR
investments in the face of market uncertairtiyt that irms with more competitive rpduct
markets are less likely o so. Hence, we have support ftypotheses 3 and 5.

In Table7, | use several different measures of KLD CSR ratings to repeddlthanatching

analysison oil price shocks. We can see that the resatts mainly driverby changes in the

categories related to environmental protection and community responsibilities. The diversity and

employee relations rating® notshowmanysignificant changes on the other hahdlso find

that the resultare mainly driverby changesn CSR concerns in the KLD ratings as opposed to

strengths.This may either imply that concerns carry more information tistrengthsas
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documented in previous reselrChatterji et al., 2009)r thatit is mainly the CSR concerns that
change following ucertainty shocks.

In Table8, | repeat the analysis in TablaisingsimpleDID instead oDID matching. We
can see that even though there are some changes mmatjfrétude and significance level, the
pattern observed so far persists.

Since in Tabledd s alyais of oil price shockd, do not distinguish between firms that
would benefit from an increase in crude oil price and firms that would be harmed by ibsiiisle
that some coincidental combination of these two types of firms has led to the dijssiteen. For
example, it could be that firms that suffer when oil price increases reduce their CSR activities
when oil price increases, while firms that suffehem oil price decreasegducetheir CSR
activities when oil price dropg.his would not invdve uncertainty or real options. To see if this
might be the casd, separately analyze two groups of firms in-r@lated industriesl obtain
monthlystock retuns for firms usingCRSP datd.then regress monthly stock return on percentage
monthly changs in crudeoil future prices,controlling for the S&P 500 return andnionth
Treasury constant maturity rateecord the coefficient for thehangesn oil future price variable
and label firms with positiveoefficientsas benefiting from an oil pricecrease while labeling
those with negativeoefficientsas benefiting from an oil price decreak¢hen repeat the DID
matching analysis twice using each of the types of firms as the treatment group, respectively.
As seen in Tabl, the aggregate salts we observe in theainanalysis seem to be mostly driven
by firms benefiting from oil price increase. For firms benefiting from oil price decrease, their CSR
activities only decrease during oil price crashes but do not experience significant ahamges

oil price hikes (cosshocks).
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One may think of an alternative mechanism
firms react tdarge positive price shocks with reductions in CSR spending because they start to
see (with those higher priggsigher relative returnsdm investing the marginal dollar in the main
operating business. This behavior would then lead firms to transfer away from CSR spending to
investingin the main operatingusinessat the margin. To test if this mechanism is #igant, |
rerun the oil pige hike regressions for firms benefiting from oil price increase (as in Yabldle
controlling for previous yeards R&D expenses
common real options strategy to deal with uncetyainfind that the originatesults on CSR still
hold after we control for R&D expenses, and R&D experasessignificantly and positively
correlatedvith CSR. If we see R&D as part of the main operating business (at least more so than
CSR), we have indict proof that the reductian CSR is not a result of a transfer to thain
operating business.

Out of concernshat merely controlling for CSR ratings in 1 year before treatment in the
matching process is not adequatepeated the above DID matchimgcedures using the average
of CSR ratings one artd/o yearsprior totreatment The results are almost the same, which is not
surprising given théargelyparallel trend of CSR ratings between the treatment group and control
group in thewo years beforg¢he treatment, as seen imgére 3.

Minor changes to the matching methodology, including changing the number of neighbors
matched, using a logit model to generate the propensity score instead, and trimming 1 percent of
the treatment observations for whitle propensity score densitf the control observations is the
lowest, caus@ery minor changes to our resultsalso conducted matching using other matching
methods, including a kernel propensity score matching with a Gaussian kernel, which constructs

the counterfactual controrgup by taking local averages of the untreated group observations near
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each treated observation, and coarsened exact matching, a type of matching on exact values with
discretized variables developed by lacus, King, and Porrd2§2@ll with the same maticty
variables.Both of these methods generate similar results, but with slightly reduced significance

for longer time horizons before and after treatment. These results are available upon request.

6 Conclusion and Discussion

In this paper, | build a reajptions model thatomlines the view of CSR as a competitive resource
that enhances growth and the view of CSR as providing insurance. | then etteamroderating
impacts of innovative productivity, brand equity, and producketacompetition. My preliminary
results support my hypotheses derived from t|
decrease when they face more market uncertaintygcesly for firms with high innovative
productivity and less so for firmsincpre t i t i ve mar kets. They al so st
increase when they face more negative event uncertainty, especially for firmgeatarbrand
equity and in comp#ive markets.These findings support the narrative of CSR as a strategic
invedment.

The theoretical framework proposed in this paper has the potential to provide fodder for
various streams of future researthe dualuncertainty, duabption framework | developed holds
the potentialof contributing to the understanding of hearioustypes of uncertainty drive R&D
(McGrath and Nerkar, 2004)pint venture Reuer and Tong, 2005), and other strategies often
discussed in entrepreneurship and international business, to the extent that these strategies also
contribute to both growth anshsurance. For example, R&D investment decision is shaped
simultaneously by R&DOG6s value i ningnngagamsi ng gr

competitorsdé technol ogi cal breakt hrough.
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In addition to the theoretical contributions, the findirgger practical implications. It
advises managers on how to respond to uncertainty when developing CSR strategies. Highlighting
the empircal setting of firms related to oil production and consumptite findings hold
particular significance from a sustainatyilperspective. For example, recent issues like offshore
drilling and the Keystone Pipeline have attracted substantial publidiatierspecially from
conservationist group$

The paper has a few limitations and requires further improverRentexampleeven
thoughl have used both an aggregate KLD score and a KLD score specd#gutaread need
to dig deeper into the detad$ CSR ratings and possibly come up with a more refined measure of
CSR. The KLD ratings, while being the mainstream appra#cstudying CSR for decades,
grapples with some intrinsic difficulties in measuring CSR activity, since some of what is credited
as CSR is symbolic or Agr eenwA $amousegample(df y on a
greenwashing is BP, which even changea@me from British Petroleum to Beyond Petroleum
but got named the | argest Acor por at4gPelozb,i mat e
2006).Thisi s especially true after the Deepwater Ha
CSR activitim and fAeasyo CSR activities proposed ir
potential candidate tadentify substantive CSR indiives among symbolic ones. Flammer
(2015b) 6 s o0bs er vdated sharehdldergpropodalk with wery fe\8 fRvarabtes
suggest their symbolic nature provides yet another perspectivideotifying substantive vs.
symbolic CSRs. As an ongoimgxt step along the lines of thisam using the Factiva database
of newspaper articles and press releases to conductanekgsis on reports of CSielated

activities by firms.

14 For example, a recent Trump administration plan to expand drilling in U.S. continental waters has drawn
oppositon from conservation groups (The Washington Post, 2018).
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In sum, despite the limitations, this paper provides an empirically lestadluncertainty,
dualoptionframework that characterizes how CSRadism strategy, is motivated or discouraged
by vaiious types of uncertainty. It also explores the underlying mechanisms of these mtterns

examining the moderating effect of innovative productivity and brand equity.
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8 Figures and Tables
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CSR Investment as Real Options
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FIGUREL-2

Crude Oil Futures Price: Cushing, OKi Contract 1
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FIGUREL-3

CSR for Treatment and Control Groups after Shocks to O#related Industries

A: CSR for Treatment Group vs Control Group
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TABLE1-1

Balancing of Variables Between Treatment and Matched Control Goups

Mean t-test V(T)/
Variable Treated Control %bias t p>t V(C)
CSR Rating -0.26 -0.23 -10.7 -2.74 0.006 0.99
Total Assets(log) 7.57 7.55 1.4 035 0.723 0.75*
Return on Assets 0.05 0.04 5.3 1.33 0.183 0.88
Cash Holdings 0.11 0.12 -46 -1.11 0.266 0.61*
Leverage 0.23 0.22 52 125 0.211 0.59*
# Employees(1,000) 11.96 12.05 -0.4 -0.09 0.927 0.50*
Marketto-book Ratio 2.15 2.62 -5.3 -1.25 0.212 0.43*

* if variance ratio outside [0.881.14]
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TABLE1-2

Impact of Negative Event Uncertainty on CSR

H1 H4 H5
Subgroups: %y'\jltl\e/lm gfif)éi?s Brand Equity Market Concentration
Low High Low High
DEPENDENT VARIABLE: pComposite CSR
Negative Event Uncertainty L1 0.146*** 0.108** 0.123 0.154* 0.198*** 0.0708
(0.0562) (0.0428) (0.0852) (0.0728) (0.0628) (0.0566)
Mean Negative Event Sentiment L -0.370 -0.109 -0.0293 -0.294** -0.0596 -0.135
(0.256) (0.0683) (0.141) (0.137) (0.0995) (0.104)
CSR Rating L1 -0.259*** -0.499*** -0.585*** -0.43*+* -0.533*** -0.505*+*
(0.0219) (0.0180) (0.0410) (0.0353) (0.0289) (0.0232)
Cash Holdings L1 0.0186 -0.0614 -0.0669 -0.138* -0.113* -0.0426
(0.0791) (0.0415) (0.105) (0.0818) (0.0632) (0.0598)
Leverage L1 0.137 0.0173 0.0186 0.0255 0.00532 0.0163
(0.0301) (0.0759) (0.0603) (0.0406) (0.0510)
Total Assets(log) L1 0.0550*** -0.00202 -0.0324 0.0389 -0.0135 0.00223
(0.00999) (0.0115) (0.0252) (0.0273) (0.0203) (0.0166)
Return on Assets L1 0.00433 0.0641*** 0.150*** 0.0351 0.155*** 0.0142
(0.038) (0.0214) (0.0485) (0.0648) (0.0413) (0.0222)
# Employees(thousand) L1 -0.000215** -4.94e05 -0.000705  0.000857** 0.000357 -7.93e05
(0.000105) (0.000203) (0.000472)  (0.000358) (0.000914) (0.000188)
Marketto-book Ratio L1 -0.000252  -4.50e05*** -0.00149* 1.12e05 -6.53e05%** 2.09e05
(0.000290) (1.00e05) (0.000779)  (5.78e05) (5.93e06) (7.92e05)
Constant -2.931%+* -0.0738 0.122 -0.340* -0.000265 -0.0916
(1.100) (0.0851) (0.195) (0.191) (0.154) (0.121)
Observations 8,805 8,823 1,738 2,145 3,969 4,854
R-squared 0.202 0.264 0.178 0.202 0.209
Number of ncusipn 2,005 2,004 552 505 1,096 1,243

Robust standardrrors clustered at the firm level in parentheses
**% n<0.01, ** p<0.05, * p<0.1
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TABLE 13

Impact of Oil Price Uncertainty on CSR

H2

H3 H5
Subgroups: Baseline Full Model Innovative Productivity Market Concentration
Low High Low High
DEPENDENT VAR: pComposite CSR
Oil Implied Volatility L1 0.0202*** 0.0157*** 0.0196*** 0.0146%** 0.0174%* 0.0135***
(0.00104) (0.00138) (0.00340) (0.00455) (0.00204) (0.00208)
Oil Implied Volatility L1 *
Oil-related Indus. 8.57e05 -0.00466** -0.00877 -0.0197** -0.00188 -0.00705*
(0.00265) (0.00233) (0.0109) (0.00986) (0.00297) (0.00363)
Mean OilFuture L1 -0.00625***  -0.00582***  -0.00502***  -0.00557**  -0.00606***  -0.00533***
(0.000303)  (0.000328)  (0.000850) (0.00117) (0.000434)  (0.000507)
CSR Rating L1 -0.557*** -0.576*** -0.560*** -0.588*** -0.546***
(0.0133) (0.0323) (0.0340) (0.0188) (0.0199)
Cash Holdings L1 -0.0300 0.0317 0.0104 -0.0392 -0.0104
(0.0241) (0.0495) (0.0582) (0.0321) (0.0398)
Leverage L1 0.00160 0.0181 0.0119 -0.00197 -0.00984
(0.0184) (0.0424) (0.0477) (0.0226) (0.0330)
Total Assets(log) L1 0.00126 0.0132 0.0527** 0.00147 0.00226
(0.00737) (0.0185) (0.0245) (0.0112) (0.0111)
Return on Assets L1 0.0322 0.0461 0.0470 0.0250 0.0414*
(0.0220) (0.0312) (0.0342) (0.0341) (0.0234)
# Employees(thousand) L -6.23e05 0.00134 9.70e05 0.000165 -0.000122
(0.000223) (0.00132) (0.000630) (0.000745)  (0.000209)
Marketto-book Ratio L1 -3.23e05** -4.60e05 -5.66e05***  -4.73e05*** 4.04e05
(1.39e05)  (0.000112)  (1.07e05) (6.58e06) (3.62e05)
Constant -0.294*** -0.249%** -0.461%** -0.540%** -0.291%** -0.216%+*
(0.0203) (0.0509) (0.120) (0.167) (0.0790) (0.0751)
Observations 19,732 18,068 3,166 1,945 9,865 8,203
R-squared 0.069 0.248 0.241 0.299 0.267 0.233
Number of ncusipn 4,080 3,924 948 612 2,451 2,077

Robust standard errors clustered aetfirm level in parentheses
*kk p<0.01, *% p<0.05, * p<0.1
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Impact of Oil Price Shocks on CSR

TABLE 14

Price Hikes Price Crashes
DEPENDENT VARIABLE: pComposite CSR
Oil-related Industries -0.0639*** -0.06@2** -0.0653*** -0.0691*** -0.0379%+*
(0.0143)  (0.0140)  (0.0146)  (0.0144) (0.0116)
CSR Rating-1 -0.168**+ -0.159%** -0.0462%**
(0.0259) (0.0264) (0.0150)
Total Assets(log)1 0.0118*  0.0130* 0.00534
(0.00520)  (0.00534) (0.00386)
Returnon Assets.1 -0.0823***  -0.0699*** -0.0358
(0.0201)  (0.0206) (0.0364)
Cash Holdings.1 0.137** 0.113** -0.0282
(0.0565)  (0.0560) (0.0404)
Leverage.1 0.0414 0.0249 -0.0465*
(0.0320)  (0.0321) (0.0270)
# Employees(1,00Q)1 0.000870*  0.000569 -0.000327
(0.000450) (0.000461)  (0.000328)
Marketto-book RatioL1 -0.000479 -0.000428 0.00229**
(0.00144) (0.00143) (0.000984)
Constant 0.00481  -0.0222  -0.132%*  .0.155%* -0.0253
(0.0205)  (0.0207)  (0.0490)  (0.0499) (0.0263)
Observations 1,771 1,771 1,771 1,771 567
R-squared 0.051 0.087 0.067 0.099 0.073

Robust standard errors clustered at the firm level in parentheses
% n<0.01, ** p<0.05, * p<0.1
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TABLE 15

Impact of Oil Price Shocks on CSR Subgroups

H3 H5
Subgroups: Innovative Productivity Market Concentration
' Low | High Low | High
DEPENDENT VARIABLE: pComposite CSR
Price Hikes -0.136*** -0.0603 -0.0199 -0.0747***
(0.0492) (0.0450) (0.0163) (0.0152)
Price Crashes -0.0231 0.00862 -0.0224** -0.00290
(0.0242) (0.0355) (0.0113) (0.0106)

Robust standard errors clustered at the firm level in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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TABLE1-6

Impact of Firm Implied Volatility on CSR

H2 H3 H5
Subgroups: Baseline | Eull Model Innovative Productivity Market Concentration
Low High Low High
DEPENDENT VAR: pComposite CSR
Implied Volatility(30d.) L1 -0.0569***  -0.103*** -0.245 -0.407%+ -0.0670%  -0.146**
(0.0217) (0.0270) (0.0713) (0.0683) (0.0291) (0.0402)
CSR Rating L1 -0.500*** -0.565*** -0.459*** -0.554*** -0.499***
(0.0146) (0.0335) (0.0325) (0.0211) (0.0197)
Cash Holdings L1 -0.0194 0.0663 0.000989 -0.0194 -0.0348
(0.0261) (0.0540) (0.0534) (0.0362) (0.0407)
Leverage L1 0.0143 0.0153 0.0320 -0.0140 0.0365
(0.0204) (0.0512) (0.0501) (0.0250) (0.0347)
Total Assets(log) L1 -0.000498 0.0208 0.0248 0.00178 0.00220
(0.00755) (0.0200) (0.0206) (0.0124) (0.0112)
Return on Assets L1 0.0348* -0.0165 -0.0294 0.0639*** 0.0158
(0.0159) (0.0332) (0.0351) (0.0240) (0.0238)
# Employees(thousand) L. -0.000147 0.00150 0.000307 0.000249 -0.000216
(0.000175)  (0.000929)  (0.000719)  (0.000787) (0.000162)
Marketto-book Ratio L1 -3.13e05** 3.99e05 -6.18e05*** -5.86e05*** 5.92e05
(1.58605)  (0.000412)  (1.18e05) (7.49e€06)  (4.89e05)
Constant 0.00709 0.0264 -0.0855 0.00278 0.00484 0.0273
(0.0138) (0.0584) (0.147) (0.149) (0.0950) (0.0863)
Observations 16,907 15,163 2,665 2,511 6,976 8,187
R-squared 0.044 0.212 0.243 0.262 0.231 0.207
Number of ncusipn 3,426 3,226 819 677 1,803 1,993

Robuststandard errors clugred at the firm level in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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TABLE1-7

Impact of Oil Price Shocks on CSR: Alternative CSR Measures

Price Hikes
PEnv &C o@Di v &E pPCSR PGSR
DEPENDENT VARIABLE: CSR CSR Strengths Concerns
-0.0118*** -0.00860 0.00119 0.0269***
(0.00344) (0.00664) (0.00336) (0.00641)
Price Crashes
PEnv &C o@Di v &E pPCSR PCSR
DEPENDENT VARIABLE: CSR CSR Strengths Concerns
-0.0203*** -0.0181 0.00167 0.0453***
(0.00617) (0.0114) (0.00642) (0.0121)

Robust standard errors clustered at the firm level in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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TABLE1-8

Impact of Oil Price Shocks on CSR DID

Price Hikes Price Crashes

DEPENDENT VARIABLE: pComposite CSR
Oil-related Industries -0.0140** -0.0283**  -0.0154** -0.0315*** -0.0378***
(0.00619) (0.00664)  (0.00623) (0.00689) (0.0119)
CSR Rating L1 -0.0910*** -0.101*** -0.0825***
(0.00670) (0.00681) (0.0110)
Total Assets(log).1 0.00701*** 0.0120%*** 0.00477*
(0.00121) (0.00138) (0.00254)
Return on Assets L1 0.0198* 0.0269*** 0.0185
(0.0102) (0.0103) (0.0192)
Cash Holdings L1 0.0355*** 0.0534*** -0.0163
(0.00949) (0.0101) (0.0164)
Leverage L1 0.00406 -0.00677 -0.0380**
(0.00718) (0.00769) (0.0162)
# Employees(1,000) L1 -3.22e05 -5.42e05 -5.55e05
(3.29e05) (4.90e05) (4.87e05)
Marketto-book Ratio L1 -6.09e05***  -6.07e05*** 9.71e06
(2.22e05) (1.94e05) (2.78e05)
Constant 0.00672  0.0191**  -0.0604*** -0.0883*** -0.0489**
(0.00790) (0.00779) (0.0134) (0.0138) (0.0210)
Observations 10,777 10,777 9,885 9,885 2,757
R-squared 0.012 0.042 0.017 0.052 0.041

Robust standard errors clustered at the firm level in parentheses

*kk p<0_01’ *% p<0_051 * p<0_1
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TABLE1-9

Impact of Oil Price Shocks on CSR: Firms Benefiting from Qil Price Increase or

Decrease
Benefiting from

Subgroups: Price Increase ‘ Price Decrease
DEPENDENT VARIABLE: pComposite CSR
Price Hikes -0.0294*** -0.0110

(0.0105) (0.0102)
Price Crashes -0.0399** -0.0437**

(0.0192) (0.0178)

Robust standard errors clustered at the firm level in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Appendix A: List of Top Oil-related Industries
TABLE Al: List of Top Oil-related Industries Included in The Treatment Group

NAICS # NAICS #
Code Title Observations Code Title Observations
213111 Drilling Oil and Gas Wells 167 482111 Line-Haul Railroads 79
481111 Scleduled Passenger Air 146 484121 General Freight 79
Transportation Trucking, LongDistance,
Truckload
213112  Support Activities for Oil 132 325211 Plastics Material and 73
and Gas Operations Resin Manufacturing
324110 Petroleum Refineries 131 483111 DeepSea Freight 55
Transportation
333132 Oil and Gas Field 108 212221 Gold Ore Mining 48
Machinery and Equipment
Manufacturing
325998  All Other Miscellaneous 85 484122 General Freight 46

Chemical Product and
Preparation Manufacturing

Trucking, LongDistance,
Less Tharilruckload
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Appendix B: Additional Summary Statistics
TABLE B1. Descriptive Statistics of Firms in Oilrelated Industries

Firms in Qil -related

Industries All Firms
Mea Std.
Mean Std. Dev. Min. Max. n Dev. Min. Max.
CSR -0.30 0.29 -1.25 0.00| 0.03 0.48 -161 210
Total Assets(log) 8.21 1.27 5.08 10.08| 7.49 1.79 2.33 13.08
Return on Assets 0.03 0.05 -0.09 0.15| 0.03 0.19 -3.07 1.25
Cash Holdings 0.08 0.10 0.00 0.45| 0.26 0.21 0.00 0.97
Leverage 0.20 0.15 0.01 0.58| 0.15 0.20 0.00 3.39
426.7
# Employees(thousand) 12.23 10.37 1.37 39.03| 20.69 47.37 0.01 5
- 2725
Marketto-book Ratio 2.03 155 050 6.69| 3.76 13.75 238.73 0
Patenito-R&D Ratio 0.63 052 0.03 192| 0.95 2.08 0.00 40.66
Advertisingto-assets
Ratio 0.01 0.00 0.00 0.01| 0.02 0.04 0.00 0.52
Herfindahl Index(HHI) 0.53 0.14 0.16 1.00| 0.35 0.24 0.05 1.00
TABLE B2. Correlation of Statistics for Firms in Oil -related Industries
Total Return # Market -
Assets on Cash Employees to-book
CSR (log) Assets Holdings Leverage (thousand) Ratio
CSR Rating 1
Total Assets(log) -0.1359 1
Return on Assets -0.0495 0.0864 1
Cash Holdings 0.022 -0.2156 -0.0192 1
Leverage 0.0539 0.1522 -0.2551 -0.1998 1
# Employees(1,000) -0.053 0.6838 0.0282 -0.1012 -0.0435 1
Market -to-book Ratio 0.0159 0.0158 -0.0086 0.0282 -0.1185 0.0404 1
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Appendix C: Detailed Model With Proof

Model setup
There are three periods in this model, representadl by, 0 p, andd ¢. A firm makes a
decision about investingyamaunt of CSR at eithed Toro p, while a negative event of
uncertain magnitude occurs@t ¢. The event prompts the firm to engage emmount of relief
effort in its wake. | assume tlaggregate gain from CSR investment, which is realizéd at,
will be the result of return of CSRvestment before the event (enhancing growth) multiplied by
a scale factor capturing the return of the relief effort after the event (insurance).

L e t éstslooK at the return of CSR investment before the event. Let the cost of CSR
investment b&® Y "OO0YwhereOis the unit cost of investment. The return to the investment
is'Y ORY 0 Y'Y Hete rifefl ects t he etuintoiC8Risvésimeny, mar g
as documented in previous literature (BmRead and LopezRodriguez, 2010; Webb, 1906
0  Tmcaptures the market condition the firm faces. This setup is based on the findings that CSR
gives a firm competitive advantage from agercebased viewpoint (Russo and Fouts, 1997) and
works to differentiate f i rQGSP prefgpencesdso asttesredtice wa r d
price competition (Baron, 2009). At T, the firm knows thab will follow a normal distribution

0 with mean‘ and variance, . Fromd p onwards, the outcome of the random

distribution is observed and | deedhe realized value .

Second, | consider the insurance view. The cost of the relief effort that follows the negative

event to akviate the situation is representeddbyi i , whichcaptures increasing unit cost
of relief as more effort is devote@he return to the relief effort i¥ "G Qo YA if
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the CSR investment is donecat 1, but’yY "Yi YA if the CSR investment is donedt

p. Herecis the magnitude of the negative eventoAt T, the firm knows that follows a normal
distribution. For brevity of computation, | assume it has meaand variance . This setup
symbolizes the insurance feature of CSR, wf@@ "Q® is monotonic transformation ofon

A . Qalso follows anormal distribution  "Q with mean’ and variance . (One can sef)
‘Q3Hwith e being a coefficient but that isot necessary for the illustration of this model.) The
intuition behind the difference between the returns in the two periodatibéginning to act like

a responsible player just before a negative event occurs is less likethigve thepositive

attibutions by the publiesinGodf r ey et al . (2009)6s CSR as
Equilibrium

Scenario a
If the firm investsinCSRa m t he f i r mod & giwenbpthecfdll@vihg, wherdlf i t
represents expectation conditioning on information available at the given point in time.
Vi MY DRY 6 Y D1 @ 1)
HereO i represents the expected optimal return of the relief effort that can be obtained

by changing, if CSR investment is made@at 1. Hence:

01 Maooy W 6 i (2)

To maximize the expected profit* , we start by findingd i . Wheni® -"Q1Ywe
haved i _ -3QJ3Y 1QQ7Q- ° . Y. Here, | make use of the equation

W 071 0'Q to simplify the expression. Substituting i into (1) arl

maximizingM “ , we notice that since the resultd’ is a cubic function o§ it should not
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have a global maximum or global minimum in general. Howeassuming O m, | find

through first order condition tha& “ has a local maximum™( - ° ‘O and a local
minimum (Y 1. Since®Y m, M “ has a global maximum & - ‘O, and the
maximum expected profit © * — ° 0 » ‘. ldenote this

Scenario b

If the firm investsadb p, t h eexdected préfisis:
M Y ODRY 6 YO 1 @ 0 QO (3)
HereO 1 represents the expected optimal return of the relief effort that can be obtained

by changing, if CSR investment is made@t p. Hence:

O 1 MIA@r ™M 06 i (4)
Again, to maximize the expected profit* , we start from findingd i . Wheni *
-UY we have) i -"Y Substitutingd i into (3) and finding the maximum of the cubic
function M “  through first order condition, | getY - 0 'O and that the maximum
expected profiM “ *  — 0 O @ 0 Q0. To simplify the expression, note that
sinceM follows a normal digibution, we havéO 0 ‘ o' Q . Hence, substituting
in the expressiond® 0 ,we havet « *© — ¢ O (o 0, o | denote this

Threshold value for negativeevent uncertainty
Let 6 s athrasholdgalefor negativeevent uncertaintymaginenegativeeventuncertainty

is increasing from O (equivalent to mocertainty. Whennegativeevent uncertaintys smaller
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than thethreshold the firm is better off investing in CSR at p. When negative event
uncertanty is larger than ththreshold the firm is better off investing in CSR@t Tt Intuitively,

as negative event uncertainty increases, a firm may have a stronger incentive to expedite its CSR
investment due to the increased insurance valus.illustraes the tension between the two types

of uncertainty in determining CSR investmemtarketuncertainty pushes firms to invest later

while negative event uncertainty pushes firms to invest earlier. Thus, | propose:

Hypothesis1 (H1) (option value ofnnisurance) Firms have greater incentives to expedite

CSR investments when they fagare negative event uncertainty

Threshold value for market uncertainty

Let 0s aatlwesholthealuéor market uncertainty. Imagine market uncertaistyncreasing
from O (equivalent to naincertainty. Before market uncertainty reaches the threshold, the firm is
better off investing in CSR at T, sincel t . When market uncertainty becomes larger
thanthethreshold, the firm is better off investing in CSRbat p.

The intuition is that as market uncertainty increases, a firm may have a stronger incentive
to postpone its CSR investment decision to the future in light of the increased option value.
Intuitively, postponing the CSR investment to after one hasiead) information about the
realization of the random market condition rather than investing before that generates a flexibility
advantage. Instead of only being able to choose one investment amouynthickvmay not be
optimal for every realization of éhmarket condition, the firm can optimally respond to each
realization of the market condition by investing after the market condition has been determined,
generating a higher profit. The wider the disition of the market condition, the bigger the profi

gained from postponing. Thiotivates the following hypothesis:
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Hypothesis2 (H2) (option value opostponing Firms have greater incentivespostpone

CSR investments when they faware market uncertainty

61



Chapter2
Do ForProfit Firms Degrade @ality?:
Evidence from Drinking Water Systems in
The U.S.

1 Introduction

Whether organizations providing essential servisash as educatiorenergy, health care,
telecommunications, and water should be managed through publicly or privately owned
organizaions has long been an issue of heated déBateker and Masten 1996, Koh et al. 1996,
Newbery and Pollitt 1997Troesken 2001Troesken andseddes 2003, Kwoka 2005, 2008).
Recent controversies across a number of industries suggest tpatffomanagenent can have
serious negative implications for service quality. The U.S. Justice Department under President
Obama decided it would no longeseuprivate prisons because they are less safe and less effective
at providing correctional services (Zapotosky atarlan 2016). Feprofit schools in the U.S.

have come under fire for fueling the student debt crisis, deliveringji@iity training that dils

to generate jobs for students, and leaving students holding large amounts of debt wApeafe for
school g@es bankrupt (Looney and Yannelis 2015).-pafit health care in the U.S. has been
attacked for skimping on charitable care to the needy {(Ha616) and refusing to provide care

to patients with prexisting conditions until the Affordable Care Act2010 made it illegal to

discriminate on this basis (Hendren 2013).
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Ownership and governance have implications for multiple dimensions afipagjanal
performance, and have been studied extensively in management (Perry and Rainey 1988, Boyne
2002,Leiblein 2003, Moore and Kraatz 201g&onomics Vickers and Yarrow 199Hart et al.

1997, Frydman et al. 1999, Megginson and Netter 2001) aintitploscience (Chubb and Moe
1988, Konisky and Teodoro 201%jowever, the literature has focused primarily ostcpricing

and efficiency (Vickers and Yarrow 1991, Megginson and Netter 2B&iland Warner 2008),

with less attention paid to how ownerglaiffects quality of service. The literature that does address
guality impacts has reached very mixed conclusi@wmmne studies find that private provision
offers higher quality (Keeler 1992, Galiani et al. 2005, Stolt et al. 2011, Cabral et al. 20&kyKoni
and Teodoro 2015), some find public provision offers higher quality (Troesken 2000, Kwoka 2005,
Amirkhanyan eal. 2008, Comondore et al. 2009, Lundahl et al. 2009, Looney and Yannelis 2015),
and others find no consistent advantage of one form ovénem@umagalli et al. 2007, Wallsten

and Kosec 2008, Alonso and Andrews 2016).

Not all of the research linkingwnership form to quality offers theoretical explanations for
the linkage. That which does suggests that public ownership may increaselmpgaliige it offers
weaker incentives to cut costs on raontractible dimensions of quality (Hart et al. 1997, Kao
2005, Amirkhanyan 2008, Alonso and Andrews 2016) or extends service to groups of customers
that might be neglected by private owners (TreesR000). Conversely, private ownership may
increase quality because it increases investment and expands natwoektions (Galiani et al.

2005, Olmstead 2009), brings to bear greater managerial capabilities (Cabral et al. 2013), or
increases scrutiny dm external stakeholders (Cabral et al. 2013, Baum and McGahan 2013,

Konisky and Teodoro 2015, Montgomery etfafthcoming). Although these papers all provide
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valuable insights, there is not yet an integrated theoretical framework that explains whean priv
or public ownership will be more effective in the provision of quality.

In light of the fragmented state did literature, we ask under what conditions private
ownership degrades quality of service. In so doing, we seek to advance understandiegrgy off
a simple resourebased theory of the comparative advantage of alternative ownership forms in the
provisionof quality. If a municipality has endowments of key resources that are particularly low
in cost or high in quality, then neprofit provisionthrough public ownership is more likely to
produce high quality, but if its resources are high in cost or loguality then the use of a for
profit supplier is more likely to produce high quality. We test this theory using a large panel dataset
to studyhow changes in ownership form (from public to private and vice versa) affect an
organi zati on 0 sespged to feovicengmalitye e wi t h r

Our empirical setting is U.S. municipal water services. Water services provide an excellent
test case for severaasons. First, in recent years water issues have emerged into the spotlight as

awareness of the importance ofstmatural resource has grown. In 2016 the World Economic

Forum named fAwater criseso the | ar(¢gerF016)gl ob al

Moreover, although water has attracted attention due to unprecedented droughts in California and
Texas, weer shutoffs in Detroit, and the lead contamination crisis in Flint, Michigan, water
remains understudied in the management literafnerland and Zell 2010) Second, the
ownership of water supply systems has become increasingly contested in recehVgtarand

sewage systems have historically been publicly owned in the U.S., even as other utilities have been
privatized(Masten 201Q)Howeve, following the Great Recession, many municipal governments,
especially those in the Rust Belt, considered pdiay their water systems to cope with fiscal

challenges (Food and Water Watch 2010). While advocates of privatization argue it will drive
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down costs and increase efficiency, activist groups argue that water should be a publicly owned
commongBarlow 2013 and protests against water privatization have emerged across the country
(Food and Water Watch 201@o, on the one hand, privatization dpesvide the infrastructure
upgrade many systems badly need, on the other hand, masigdome families can nahger

afford the higher water rates caused by the infrastructure upgiadéy, studying water services
provides unique empirical opportunities. As privatization has gained attention, municipalization
of water systems has also become more common. tintfi@cnumber of people served by private
systems dropped by 16% betw&f®7 and 2011 while those served by public systems rose by 8%
(Food and Water Watch 2012). The fact that privatization and municipalization of water services
are happening concurreptllows us to study the dynamic effects of changes in ownership status,
in both directions, which offers unique opportunities not found in prior literafinie setup also

helps us better address the endogeneity concern associated with static anéhgsiglationship
between ownership and performance.

Our study offers irmportant theoretical and empirical contributions to the economics and
management literatures on ownership form and its relation to service quality. From a theoretical
perspective, we @lelop a theory of the key local resources expected to affect the ctingpara
advantage of public and private ownership. In particular, we develop hypotheses regarding the
role of finances, local labor markets and stakeholder attention as key inpuisgtfee provision
of quality, and explain how they affect the compamperformance of different ownership forms.
From an empirical perspective, our unique panel dataset, compiled through a series of Freedom of
Information Act requests to the U.S. Emnmental Protection Agency (EPA), enables us to use

modern quasexperimatal methods (Campbell and Stanley 2015) to control for-timariant

factors correlated with both a systemds owner
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would bias thecrosssectional estimations common in the literature. A particular stnesfgour
dataset is that it gives us the rare ability to assess both privatization and municipalization in a
consistent fashion using concurrent data. We offer the first-rgle empirical study that
examines the dynamic effects of ownership changeedsas the important role of contextual
factors in provision of quality, an increasingly pressing issue in times of infrastructure decay across
sectors. Finally, given growing coneosrfor water quality and the health implications of quality
and service wlations, our study provides valuable insight to public and private managers and

policy-makers who seek to better understand and govern these vital systems.

2 Related Literature

Themerits of public and private ownershipve been the subject of onggidebate across multiple
literatures. Findings suggettat neither form universally dominates and that both forms have
strengths and weaknesses when evaluated on a variety of fanttrding service quality. A large
economics literature finds that pate ownership generally creates stronger incentives for cost
reductions(for a review see Megginson and Netter 2001), especially in competitive industries
(Vickers and Yarrow 1991)In the management literature, recent reviews suggest that although
private ownership is often associated with greater productive efficiency, contextual factors create
such substantial variation in financial performance that general comparisons remaatuisive
(Cuervo and Villalonga 2000, Musacchio et al. 2015).

Although he role of ownership form has been studied extensively, relatively little attention
has been paid to its impacts on service quality, despite the large literature on quality management
and the factors that influence it (Benson et al. 1991). From a thebrpécspective, private

ownership may produce higher service quality because it is less vulnerable to political
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misallocation of resources (Shleifer and Vishny 1994), or becauseepfinas receive harsher
regulatory treatment than do public firms (Kdgisand Teodoro 2015). Consistent with this view,
superior quality performance has been documented-orédit U.S. hospitals (Keeler et al. 1992),
Swedish elder care (Stolt et al12), nursing homes internationally (Comondore et al. 2009) and
Brazilian prisons (Cabral et al. 2013). Conversely, from a theoretical perspectivgrafdan
ownership may produce higher service quality because it creates less incentive foredading
costcutting (Holmstrom and Milgrom 1991, Hart et al. 1997) or becpesalties for violations
are too low to induce compliance from prafiiven firms (Harrington 1988, Gray and Shimshack
2011). Consistent with this view, superior quality performdrasebeen documented for Aprofit
U.S. electric utilities (Kwoka 2005)).S. nursing homes (Amirkhanyan et al. 2008), and U.S.
prisons (Lundahl et al. 2009).

Thus, on quality grounds as well as on cost efficiency grounds, neither ownership form
appeargo be universally superioWith regard to municipal water services sfieally, a review
of all published econometric studies of water and waste production since 1970 found little support
for a connection between privatization and cost savings, pobsiblyuse there is little competition
in water supply (Bel and Warner 2008esearch on the connection between ownership and water
guality also reaches mixed conclusions. Some research finds no significant impact of ownership
form (Wallsten and Kosec 200&nd other research finds that privatelyned systems have
fewer qualityviolations than publichowned systems (Galiani et al. 2005, Konisky and Teodoro
2015). Ogden and Watson (1999) find that improved service quality may actually increase
shareholderaturns in private water systems, enhancing incentives for improvementmsttast,
Troesken (2001) finds water municipalization in the earl§) @ntury decreased the spread of

waterborne disease among lefBuent communities. Yet other work finds thalthough
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ownership form does have an impact on service quality, its impact is moderated in subtle ways by
other variables; for example, scale nmagderate the effects of private ownership because larger
systems are subject to more scrutiny from nati@wivist organizations (Montgomery et al.
forthcoming). However, these studies are all either primarily €sesgonal in nature (Troesken
2001, Wallsten and Kosec 2008, Konisky and Teodoro 2015, Montgomery et al. forthcoming) or
conducted in a developirgpuntry context that may be expected to differ substantially from that

in the U.S. and developed world (Galiani et al. 2005).

In short, neither theory nor prior empirical work provides much reason to believe that one
ownership form is likely to always dunate the other in terms of the provision of service quality;
instead, contextual factors appear to be crucial. Accordimghseek to uncover sources of the
comparative advantage for particular ownership forms in the provision of service quality. We lay
out below a theory that identifies key inputs used in the production of a local good. If a
municipality has endowments of thasputs that are particularly low in cost or high in quality,
then nonrprofit provision through public ownership is more likétyproduce high quality, but if
its inputs are high in cost or low in quality then the use of gffofit supplier is more likig to
produce high quality. Before developing our theory and hypotheses in detail, we first provide more

background on our emgal context.
3 Empirical Context

We chose to study U.S. drinking water supply systems because water quality is dactariah

public health, because there have been numerous changes in ownership form at water systems in
recent years, and becauke links between ownership form and quality have been controversial.
We focus our empirical analysis on U.S. municipal waggvices, the systems and infrastructure

that provide drinking water to over 150,000 communities across the U.S. and areeceyltte
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U.S. EPA under the Safe Drinking Water Act (SDWA). While the vast majority of these systems
have successfully been piding access to safe, affordable drinking water for decades, this system
is now facing challenges for several reasons.

First, the safety of U.S. drinking water has long been taken for granted, but the severe
contamination in Flint, Michigan, has raisesvareness that water quality is not guaranteed.
Moreover, evidence from around the U.S. suggests quality concerns are muckidesggead
than had been previously thought (Fortin 2017). Fortunately, the SDWA of 1974 sets standards for
contamination and akes violations data public, enabling careful lasgale empirical analysis.

On a related note, with much water infrastructomeed below ground, its decay has also
been largely invisible, leading to years of deferred investment. Yet, recent evedtaairgg
renewed attention to water services. The crisis in Flint, Michigan, in whichliteat pipes

leached into local drinkmpwater, has led to further analysis of EPA data. Currently, over 5,300

U.S. communities, serving almost 18 million peoplejare vi ol ati on of t he EPA

rul e, a regulation aimed at monit oure(@apimt he ¢
2016) More generally, the EPA6s data show that
consumers, reported Hemrelated violations in 2013, while significant monitoring and reporting
violations were found at another 18%. In the same, #3892 enforcement actions were initiated
in response to drinking wateiolations(EPA 2013b)

System ownership has also been undergoing change. As with most other Western nations,
ownership of water services in the U.S. has been largely public foowalla centuryMasten
2010, Pérard 2009 Currently, 85% of Americans receive their water fropstems that are
publicly owned and operatgtNIAC 2016) There are several possible causes of the historical

municipal control of water, including the factatithe simplicity of water supply systems makes
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them less vulnerable to poor management by govemhbureaucrats, and that the contentiousness

of any attempts to raise water prices makes private ownership less attractive (Masten 2010).
Moreover, private ampanies may have incentives to underinvest in municipal infrastructure due

to fears of opportuni expropriation by local governments, providing further motivation for

public ownership (Troesken and Geddes 2003). For these and other reasons, muwmeirsdip

of water supply systems in the U.S. has been the norm for over a century and, ws gesi¢rally

high service quality has helped this mode of operation to develop a strong public perception of
legitimacy. Indeed, the public protests that €arpund many privatization proposals demonstrate

the powerful opposition of some groupgSonnorsand Purtill 2010)t he substanti al
di sapproval o (Suchman, 1995 p. 574) , and resu
by private ownersipiin this sector.

Although private ownership has also been present in the industry, recerdslbaad seen
increased interest in privatization of water systems as municipalities struggle with infrastructure
challenges (Beecher et al. 1995, Cotta 20TBg primary drivers of privatization appear to be
fiscal challenges facing local governments, esick to achieve greater operational efficiency,
challenges complying with environmental standards, and ideological support for -vesket
governance formégBeecher et al. 1995, Glennon 2004, Cotta 2012). Advocacy group Food and
Water Watch estimated 2010 that over 1,400 U.S. water systems have been privatized since
1991 with numerous other municipalities considering privatizing some or all of theirystems,
especially in the ecornfoodiadavatérWatche@dhewsngorsd O6 Ru s
communities water service pr i(Ganborsan@Ruitillc2019) hav e
public outcry and resistance as a growing water justiogement attempts to maintain the

traditional model of public ownership and delivery of water, agro protect affordable access
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to water and to challenge the commoditization of water througprtdit and private ownership

and management mod€Bakker2007, Barlow 2013)These groups see water as a public resource

and shared commons and they hakd global movement that successfully had water proclaimed

a human right by the United N@ttedoNators 206@ ner al
Although privatization receives more public attention, municipalization of water systems is
happening conarently, with the major drivers being a desire to manage city growth, high private
water rates, and water quality concerns (Smidt 1998, Ohemeng and GranE@6d and Water

Watch 2012).
4 Hypothesis Development

The impact of ownership form aquality may depend in important ways on the context in
which production occurs. In this section, we develop hypotheses regarding three important
contextual factors: fiancing costs, labor supply, and stakeholder attention. The first two of these
have longbeen regarded as the key inputs in economic theories of production, and the third is a
key part of stakeholddrased theories of management (Freeman 1984).

As mentiond earlier, crossectional empirical estimates of the relationship between
ownership formand quality may be biased because timariant factors (either observed or
unobserved) are correlated with both @aTosystem
avoid this problem, and to utilize modern quasperimental methods (Campbell aSthnley
2015), we will focus orchangesn ownership form, i.e. privatization and municipalization, for
which our dataset is perfectly suited. Consistent with thipireal strategy, the theoretical
hypotheses we develop in this section also focus ombact of changes in ownership form.

4.1 Financing costs
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Many essential services are highly capitdénsive, including energy, hospitals, prisons,
telecommunicatios, and water. These services require ongoing infusions of capital investment in
order tomaintain desired levels of quality, but they are easy to take for granted until problems
arise, at which point investment requirements can become onerous. Indeeitjely understood
that the U.S. is facing a massive need for investment in a rangéecémnt types of infrastructure.
Every four years, the American Society of Civil Engineers issues a report card on infrastructure in
the U.S. Its 2017 report gaveeth nat i onds i n'fvithadnking watdr systems a D + ,
receiving a D> Water supp/ is a highly capitalntensive service (Wolff and Hallstein 2005), and
it has been estimated that $1.3 trillion of investment is needed to upgrade aging water and
wadewater systems. The American Water Works AssocidfwdWA 2011) estimates that U.S.
water infrastructure has entered an era of replacement as existing systems built in earlier
generations reach, or have al r e@a)andmantninged, t
water service quality levels will cost an estimated $1 trillioerae next 25 years. The U.S.
EPAG6s estimates suggest a national infrastruc
$384 billion over the fifteen years 2030 (EPA 2013a) A recent report prepared for the
Department of Homeland Security notéshis funding gapdThe condition of our infrastructure
seriously lags behind in an increasingly competitive global economy, but we have been unable to
generatethe ver al | public interest, supMAC2016,pand po
3).

In light of these massive capital requirements, comparative financing costs are an obvious
factor that may influence quality provision in affected sectors, sudhrdsng water. It has long
been understood theoretically tipatblic-sector financing possesses innate advantages in terms of

reduced risk due to its ability to spread risks across large numbers of people (Arrow and Lind
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1970). From a practical perspe&j municipal bonds in the U.S. are typically exempt from fédera
taxation, providing a natural source of comparative advantage in finaf@iogder and Wohar
1999) However, the interest costs facing particular cities may vary greatly depending upon the
citydéds rate of growth i n pompositlo and othrer factord. Ini nc o n
contrast, private companies that operate nationally or internationally will have borrowing costs
that vary by company but not by local geographic region.aAsesult, privatization has a
comparative advantage in localgievith high borrowing costshbut municipalization has a
comparative advantage in localities with low borrowing costs. This leads to the following
hypothess:
Hypothesis 1 (H1):Privatization wil have a more beneficial effect on service quality in
areas wih high borrowing costsvhile nunicipalization is more beneficial with low
borrowing costs.
4.2 Local labor markets
In addition to capital, the other key traditional economic input to mtamtuis labor. Labor quality
has been shown to be an i mportant deter mi nan
quality (Roth and Jackson 1995). Although much of neodaksiconomics treats labor as an
undifferentiated commodity, more recewdrk recognizes that labor quality varies enormously as
a function of human capital (Becker 1962), and that because moving is costly local labor markets
are not perfectly connected dpel 1986). Moreover, the size of local labor markets generally
appearsd be quite small (Manning and Petrongolo 2017). Thus, the quality of the local labor force
can provide a municipality with a comparative advantage in production. This is well understo
by politicians, who seek to attract new businesses to their citss sir countries by emphasizing

the quality of their local working population (Soergel 2017). The most important form of
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investment in human capital is typically education (Beck8d)ities vary widely in the average
level of education of their residis, and research shows that higetucated cities benefit from a
wide range of positive effects on incomes, crime, and political engagement (Moretti 2004).

We hypothesize that migipal governments, and by implication the water systems they
run, are cmparatively more dependent upon the local labor force. In contrast, national and
international business firms have the ability to tap management expertise from around the world
and re&leploy it where it is needed most. Thus we posit:

Hypothesis 2 (H2):Privatization will have a more beneficial effect on service quality in

areas with a less educated labor foneile nmunicipalizationis more beneficial with a

more educated labor force.
4.3 Stakeholder attention
The third key 0i n ptivandss oivtbe lacall mmniunitiy tp the performhneeoh t t e
local institutions. The idea that social capital, civil society andgarernmental organizations
(NGOs) shape the context inhigh organizational behavior occurs has a long history across
disciplines Higher levels of social capital are associated with better functioning political systems
(Putnam et al. 1994) and higher rates of economic growth (Knack and Keefer 1997). Mdi® speci
to our setting, the literature on issue salience examines thedikdlthat an issue will gain public
or political interest and thereby put pressure on a firm (e.g. Bonardi and Keim 2005). The concept
of stakeholder attention, longused inreferanae t he fi rmés attention to
been used moreremt |l y to al so acknowledge the role o
activities (Madsen and Rodgers 201%Y/e expect this form of stakeholder attention to play an

important rolein assuring service quality outcomes. Indeed, it can be interpretetban af
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external quality demand, which has been shown to be an important driver of quality (Benson et al.
1991).

At the local level, public or stakeholder pressure has been fouravéoa salutary impact
on service quality.malln rfeagcutl,a ttihoen on ohtaiso nb ecefn fpiu
notion that some communities in developing countries pay more attention than others to
environmental quality and successfully appipre pressure to firms to provide it, even in the
absence of formal retatory requirements (Pargal and Wheeler 1996). Similarly, the literature on
the Aenvironment al Kuznets curveo suggests th
once averge incomes exceed a certain threshold because public attention to emvitahissues
increases (Dasgupta et al. 2002). Even in developed countries with formal regulatory requirements,
stakeholder attention matters. For example, when water systemscaktiosend their customers
regular service quality reports, water qualinproves (Bennear and Olmstead 2008). Similarly,
when electric utilities are forced to send their customers reports on their mix of fossil fuels and
renewable generation, renewahlsgage increases (Delmas et al. 2010). When a water system has
a higher poportion of attentive consumers, this results in greater stakeholder awareness and more
external institutional pressure on system managers to produce high service quality (Montgomery
et al. forthcoming). There is also evidence that when stakeholdenggahg motivated to pay
attention to water quality planning, better water quality outcomes ensue (Burroughs 1999).
Potential and actual stakeholder attention has also been fouridiémae strategic commitments
to customer service provision by newly @iized systems (Ogden and Watson 1999).

In light of the evidence that local stakeholder attention promotes improved service and
environmental quality, we hypothesize that stakehola®ention moderates the effects of

ownership change, in addition to hayidirect effects on quality provision. Attentive stakeholders
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are likely to demand more accountability from organizations making a change in ownership. In
turn, an organization facirggronger demands for accountability is likely to work harder to address
stakeholder concerns.

Stakeholder attention, however, may be more important for some types of ownership
changes than others. On one hand, if privately owned systems have strotiggader quality
reducing cost cutting or if privatization is more eatito stakeholders, then attention may matter
more for privatization. Salience is typically heightened when something is very different from a
reference point or norm (Kahneman akiller 1986, Bordalo et al. 2017). Because public
ownership of water supyp has been the norm in the U.S. for the past century (Masten 2010),
privatization of drinking water systems represents a large change from the norm; conversely,
municipalization re@sents a return to the norm. Thus, privatization is likely to be vias/atbre
salient than municipalization to external stakeholders. This salience effect may be compounded
by the fact that some prominent public voices have challenged the legitimadyedé ownership
of water supply (Barlow 2013)logether, these effecsuggest that the attention of external
stakeholders may be more important if change involves a move from public to private ownership,
due to the greater incentives for qualiegucng cost cutting under the latter (Cabral et al. 2013).
On the other handf publicly owned systems suffer from an inability to attract higilaalified
employees or from serious political misallocation of resources (Shleifer and Vishny 1994), then it
is possible that stakeholder attention is more important to ensuring alalitg municipalization.

Thus, either of the following hypotheses is plausible:
Hypothesis 3A (H3A): Privatization will have a more beneficial effect on service quality

in areas withattentive stakeholders.
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Hypothesis 3B (H3B): Municipalization will have amore beneficial effect on service

quality in areas with attentive stakeholders.

Of course, it is entirely possible that high levels of quality can be provided by different
combinatons of capital, skilled labor, stakeholder attention, and ownership enertheless,
we expect the directional effects we hypothesize to play a significant role in moderating the
effects of ownership changes.

5 Data and Variables

Our dataset consists of records oflals. municipawater systems from 2006 through 2014, and
was assembled through combining publicly available data (for the years2Q04})) with
supplementary data obtained from several Freedom of Information AcA]F€@duests to the
EPA Office of Ground Water and Drinking Water. These data provide recordsimfiaions of
drinking water standards for all water systems in the U.S., along with location and size of water
treatment facilities.

Although privatization gets much more public attention than municipalization, the data
show that municipalization is a@lly more common. The number of systems privatized was 52
in 2007 and fell to below 40 afterwards. The number of systems municipalized pe2Kea iat
332 and remains below 100 in all other years. The number of people served by municipalized
systems a&o far exceeds those served by privatized systems. Additional details are provided in
Online Appendix A.

For our empirical analysis, we restrictedrselves to systems that only went through one
ownership change, since systems that undergo multiple chaih@&sership in less than a decade
may be symptomatic of underlying social characteristics that make them unusual and worthy of

separate studyMoreover, it may be difficult to cleanly identify the effects of ownership changes
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in such circumstances, esly if the consequences of change do not play out immediately. This,
together with the limitation set by the government finance data (desdréded), gives us a
sample containing records of 65,025 U.S. municipal water systems. These water systems are
presented in a panel including 560,133 sysyear observations, and 33,330 violations.

5.1 Dependent variable

Our primary dependent variabletiee number of SDWA violations for a system in a given year,
obtained through FOIA requests. Because the vagirity of systems are in compliance with all

EPA standards in a given year, most of our systear observations involve 0 violations. Thus,
instead of studying a count of the number of violations per system, we focus instead on whether
or not a system i violation.

The SDWAs stipulates that the U.S. EPA should set drinking water standards for water
systems, although primary enforcement authanfyy be granted to states that set regulations that
are at least as stringent. 90 contaminants now have siiansiet by the U.S. EPA. The EPA
stipulates methods used to analyze drinking water samples, certifies the laboratories, and sets
monitoring schedes for each type of contaminant. Violations are detected by assessment of
sample results and reviews, inclngionsite visits. Violations may lead to compliance and
enforcement actions and orders, or to legal acteiRA, 2016) We focus on healthelated
violations, which may be either violations of maximum contamination leveld treatment
techniques.

Figure 1 presents the number and percentage of systems with a quality violation, broken
out by ownership form and yearThe first panel in Figure 1 shows that the number of private
systems in violation is much larger than the nemif public systems in violation, and that the

former appears to have dropped much more rapidly over time. However, it is essential to recognize
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that there are many more private systems than public systems. When considered in percentage
terms, as in theecond panel of Figure 1, it is clear that violations have been declining over time
for both public and private systems, and at roughly the satae (We test formally for parallel

trends below.) On average, public systems are more likely to be atiomlbut this may be
because ownership form is correlated with other system characteristics such as the age of the
system, whether it uses graliwater or surface water, or the median income of its custorfers.
example, 97% of private systems use gobwater while only 75%f public systemslo the same.

Public systems are also 4 years older on averaggared with private ondsconometric aalysis

is required to assess whether ownership form is causally linked to the provision of water quality.
5.2Independent variables

Our key independent variables of interest are local interest rates, local education rates, and the
level of local stakeholder attention.

Data on local interest rates were obtained from the Government Finance Database at
Willamette Uhiversity (Pierson eal. 2015). Unfortunately, the Census Bureau only conducts a
complete survey of countigvel finances on a quinquennial basis. In the intervening years, some
but not all counties report their financial information. Because our estimagiproach relies on
annual data, we have focused on the systems located in counties that provide data in each reporting
year. This reduces our sample from 687,157 to 560,133 observations. We compared the average
values of our explanatory variables acribe&scounties that rept every year and the quinquennial
reporters, and found that the only statistically significant difference between the two groups was
in terms of median household income, which was larger for the counties reporting every year.

Wemeasure local educatidevels using the percentage of people with Bachelor's or higher

degrees in 2015 at tli@®mmuting Zondevel, which comes from the 2015 American Community
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Survey, obtained from the Missouri Census Data Cér@emmuting Zonedata & acquired from
U.S.Department of Agricultur&conomic Research Servittereflect labor market conditions.

Our primary measure of stakeholder attention is the extent to which different communities
keep up with current events by reading newspapers. T&rachthis measure,enused newspaper
readership for 2015 at the county level from the Alliance for Audited MeWa did not
incorporate magazine readership in the measure, as most sampled magazines offer specialized
content on such topics as cookimyéstments, or techramy that provides little or no information
about local events.

5.3 Control variables

In addition to our independent variables, we include an array of control variables. First, system
size, as measured by the number of househatdsdigs taken from tnEPA SDWA data. Second,
annual median household income for each year between 2006 and 2014 at the county level from
the U.S. Bureau of the Census was acquired from the Missouri Census Data Chinterwe use
DW-Nominate Scores,eveloped by politicakcientists, in which higher scores denote a more
conservative congressperson. We take the average of congressional Nominate Scores within each
state and congress for both the House and Senate. Fourth, an annual Herfindahl Inclgatisccal

at the countyevel to estimate the level of implicit or yardstick competition between systems in a
given county. This may account for differences in the possible level of bargaining power between
individual systems and regulators (Wallsten andd€d008)Fifth, wecontrol for whether a water
system is supplied from surface or ground water, using EPA data. Sixth, water system age is
calculated by deducting the year a system first reported to EPA from the year it was observed.
Final |l y, leverage satio} as emsused by its level of debt relative to the sum of its debt

plus revenue, was obtained from the Government Finance Database at Willamette University
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(Pierson et al. 2015); this was included as a control variable rather than an i pemiible
becauseave have no clear hypothesis about its impact on service quality. Cgeantfixed effects
are included to control for unobserved couspgcific characteristics, such as regulatory
background, that might affect ownership status.

Descriptive statisticsfor public and private systems are presented in Table 1, and
descriptive statistics for systems that were privatized and municipalized are presented in Table 2.

A correlation matrix is presented in Table 3. Further details are prbividenline AppendiA.

6 Empirical Analyses And Results

We employ a combination of two quastperimental methods to identify the effect of-foofit

status on service quality. The first is differengeslifferences estimation, which allows us to
contol for biasesresulting from timenvariant unobserved aspects of particular systems by
focusing on changes in ownership form. The second is propensity score matching, which further
allows us to control for heterogeneity in responses to changes in tvpriersn.

6.1 Dfference-in-Differences

Many previous studies have taken a static esestional approach to evaluating the effect of
ownership on service quality (Keeler 1992, Troesken 2000, Kwoka 2005, Wallsten and Kosec
2008, Montgomery et al. forthotng). Howeversuch an approach has the limitation that there
may be timenvariant or omitted variables that are correlated both with the choice of ownership
form and the rate of quality violations. This implicit selection process can render the aktimate
coefficients biased and inconsistent. One way to address these concerns is to make use of
instruments for the explanatory variables that may be correlated with unobserved variation
(Heckman 1979). If panel data is available, another option is to usedémeaning orifst-

differencing to eliminate bias resulting from tinmyariant unobserved effects. For program
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evaluation purposes, this type of estimation leads to the diffenertiferences (DID) estimator
(Wooldridge 2002). If the preatment tends in the degndent variable are common across
treatment and control groups, this method controls for-immariant heterogeneity across systems.

The DID method allows us to identify the effect of a change in ownership that occurs at a
given time to dreated unit of observation, while controlling for other dynamic effects that affect
other comparable but untreated units, i.e. those within a gieegraphical area. We define an
observation as being treated if it is associated with thegsttization periods of a water system
that is publicly owned in the first year observed but was later privatized, or the post
municipalization periods of a sysh that is privately owned in the first year observed but later
municipalized. Thus, the average effettreatment on the treated (ATET) we are estimating is
the average effect of privatization/municipalization on our dependent variable i.e., the lgyobabi
that the privatized/municipalized water systems are in violation in a given year. We include both
system and year fixed effects to control for timgariant features of individual systems and
temporal events that affect all systems. A crucial assompf the DID method is that there is a
common time trend in the dependent variable for treated anelatedrgroups prior to treatment,
an assumption we will test quantitatively.

The empirical DID specification utilizing a conditional logit fixeffeads model is:

U ) 1" r4 r) 18 X

whereU is the probability ®a violation for system i in year't, is a treatment group dumny,
is a vector of fiscal year dummigs,is a treated status dummy that is equal to one for treated
groups in the postreatment period, ar®l is a vector of control varidés as explained above.
Finally, x e computex estimates based on the observed information matrix, the default method

for models using maximum likelihood. We tested for equality ofgaiéching time trends (Galiani
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et al., 2005), and ourtests cannot reject the null hypothesis of equabpriéching trends, thereby
supporting the use of a DID analysis.
6.2 Propensity score matching
As mentioned above, the DID approagantifies the effect of an ownership change assuming the
ownership change is independent of the other observed variables.vetpiveloes not allow us
to observe the counterfactual of no ownership change for the treated units, and hence may fail to
accal nt for heterogeneity in systems6é response
problem is that there may be some systéonsvhich privatization occurred but there were no
comparable systems for which privatization did not occur. A second probliratithere may be
different distributions of the vector of observables that affect performance within the two groups
of systens. Matching methods eliminate these sources of bias by pairing treated systems with
untreated systems that have similar obseat&thutes.

More formally, the treatment effect on systers defined as:

T O p wm8

The evaluation problem arises because only one outcome is observed for any system at any time,
requiring an estimate of the counterfactual that would loaearred in the absence of treatment.
As a result, we must focas the population average treatment effect on the treated (ATET), taking
expectations ovarandt:
t OwpsO p OwmnsO p.

Of course E[y(0)|I=1] is not observed, so the ATHs only identified ifE[y(0)|I=1] -
E[y(0)|I=0] =0. Thiscondition is automatically met in an experiment where assignment to
treatment is random. However, in a situation such as ours, aeymsimental alternative is to

use a set of observable coesesX to construct a control group with a propensity featment
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P(X)=P(I=1|X) that is as close as possible to that of the group that is actually treated. A crucial
assumption for identification is the common support condition, which requires:

0<P(=1]X) < 1,
that is, two systems with the same valueX bhve strictly positive probabilities of being treated
and being untreated.

To address these concemg, further refine our DID analysis to focus on matched pairs of
systems. More specifically, for each treated system we select the four systemsthatarétn e ar e st
neighborso to the treated system baseefburon t he
key explanatory variables, wgive each of the untreated observations appropriate weights
according to their comparability with the treated (pized/municipalized) observations.

In light of the rationales for ownership change discusselier, one might have particular
concerns that ownership change is correlated with the history of water quality violations prior to a
change in ownership or theltical ideology of the area where a system is located. Thus, we
include measures of botli these factors in the matching process to ensure that our comparisons
across ownership forms are conducted on a level playing field. Specifically, the varidbid_Vio
is the number of violations in the previous year, and theNlMhinate score, describedbove,
captures countievel political ideology.

In order to test our hypotheses, we conduct separate estimations for subsamples divided
according to the level dhterest rates in a given jurisdiction, the level of education in a given
jurisdiction, andhe level of newspaper readership in a given jurisdiction.

6.3 Empirical results
The first step in our empirical analysis was to produce matched pairs of tredted an

untreated systems so as to facilitate a DID regression. Tables 4 and 5 present thef results
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balancing analysis using nearesighbors matching, for privatization and municipalization
respectively. Each of them shows that the matching processfiGgtly improves the
comparability of the treatment and control groups. We then testecevhibie treatment and
control groups had common gireatment trends and were unable to reject the null hypothesis of
common trends.

The second step in our empitieaalysis was to conduct DID regressions on our matched
sample. We did so for the entire ttlaed sample, and also for subsamples selected so as to test our
hypotheses. We begin with presentation of our hypothesis tests, and then turn to the overall tests
for the entire matched sample.

Hypothess l1addresssthe role of local borrowing costs in creating comparative advantage
for different ownership forms. Hypothesipfedicts that privatization will have a greater effect in
reducing violations in areas Wwihigh local government borrowing costs, and thateiatization
will have a greater effect in reducing violations in areas with low local government borrowing
costs. Table 8 shows thtte first half ofHypothesis 1 is supported: privatization reduceal th
likelihood of violations significantly in both losnterest and higlinterest municipalities, and the
effect was more pronounced in higiterest areas, although the rate of improvement is not
significantly different between the leaost and higkcost Iacations. Table 9 shows thae second
half of Hypothesis 1 isalsosupported: municipalization had a positaed significant effect on
the likelihood of violations in areas with low government interest costs and in areas with high
government interest ctsswith the magnitude being larger in the high iastrcosts region3 hus,
our predictions on the relative effect of government borrowing costs resteiwvgsupport.

Hypothess 2 addresssthe role of the local labor market on quality provision.pbtjesis

2 predicts privatization will have a moreradicial effect on violations in areas with bel@awverage
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levels of education, anithat municipalization will have a more beneficial effect on violations in
areas with abovaverage levels of educatiomable 6 shows that Hypothesis 2 is supported:
privatization is associated with a significant reduction in violations in communities with below
average education levels, but no significant effect in areas with @vevage education levels.
Similarly, Table 7 shows that Hypothesis 2 is supported: municigidiz is associated with a
greater increase in water quality violations in Jeducation communities than in higlducation
communities. Thus, our predictions on the relative impact of local labor yquadieivestrong
support.

Hypotheses 3A and 3B addsasow local stakeholder attentiveness moderates the effect of
an ownership change. Hypothesis 3A predicts that the effect of local stakeholder attentiveness will
be stronger for privatized systems thanrhunicipalized systems, and Hypothesis 3B prethets
opposite, i.e. that the effect of local stakeholder attention will be stronger for municipalized
systems. Our results show theditherHypothesis 3Anor Hypothesis 3Bs supported. Table 6
shows tha privatization reduces the likelihood of violations in both Jowculation and high
circulation areas, and actually produces a greater reduction in violations for systems located in
areas with low newspaper circulationthalugh the difference is not stdically significant.
Unfortunately, Table 7 shows that municipalization hasstatistically insignificanteffect on
violationsacross the board

Our results on stakeholder scrutiny are novel. Prior research suggesteripafit
organizations havetrenger incentives to degrade quality, but that this can be held in check by
strong external scrutiny (Cabral et al. 2013). Our results, in contrast, suggest that if anything, public
non-profit systems are in greater needesternal scrutiny to ensure th@rovide high quality

levels. We return to this point in the Discussion below.
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6.4 Robustness checks
We conducted a series of robustness checks on ounfalidhing estimates, the results of which
are reported in Online Appendix B. First, we use the 18thted common support condition in
the 4nearest neighbors matching process, in order to ensure thaintimeon support condition
described earlier holds for our sample. Second, wlagithe year of treatment (as opposed to our
main specification which aames the effect of an ownership switch takes place 1 year after the
switch), in order to account fohe possibility that treatment effects appear in less than a year.
Third, we use national medians by year instead of state medians for the subgrosip,analsder
to assess whether variation at the national level is more or less important thanvariditestate
level.

The overall pattern these specifications reveal is broadly supportive of our main results.
With regard to the common support cdiah, trimming the support has very little impact on our
estimates, suggesting that the matching dlgarihas done a good job of pairing control and
treatment groups. With regard to the lag structure of the impacts of ownership change, the results
for privatization continue to show that it has a more beneficial effect on quality in communities
with high interest rates, low levels of education, and low circulation levels; similarly, the results
for municipalization continue to show that it is more detritakfor quality in communities with
high interest rates, low levels of education, and low circulageel$. Finally, with regard to
national medians, the results for education continue to show that privatization has a more beneficial
effect on qualityin communities with low education levels, and that municipalization has a
detrimental effect on quality both types of communities. The results for circulation continue to

show that privatization has a more beneficial effect on quality in communitie$owi circulation
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levels, and that municipalization has a less detrimental effect on quality in inogitation

communities.

7 Discussion
7.1 Key findings
Our findings contribute important new insights to the literature on how changes in ownership
affect service quality. Studying a unique data s&50025 water systems in the United States from
2006to 2014allows us to consider the dynamic effects of both privatization and municipalization.
We argued that local communities possess resources wiifehentially affect the quality
provision offered under different ownership forms, thereby providingra natural explanation
for the relative performance of different ownership forms based on the notion of comparative
advantage. In particular, commuag with low borrowing costs and highly educated local labor
forces have a comparative advantage inpgravision of highquality services. Our empirical
results are consistent with these predictions about comparative performance, although not perfectly.
Privatization was more beneficial in communities with high government borrowing ewsts,
municipalizaion was particularly baéh high government borrowing costegions Privatization
was more beneficial in poorly educated communities, and municipalizaad a significant
worseningeffectin poorly educated communities

We also argued that local communities with stakeholders who are highly attentive to local
events hag a comparative advantage in governance. It is not clear on theoretical groundgrhowev
whether this attentiveness will have higher value in the context of privatization or municipalization.

Although our results are broadly consistent with our thebtii@comparative advantage
of particular ownership forms as a function of accessatutal, labor, and local stakeholder

attention, our most striking finding is that private ownership appears to possess an absolute
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advantage over public ownership whenatnes to the provision of water quality. Table 8 shows
that, on average, privatizatio significantly reduces the likelihood of violations while
municipalization has no significant impact on the chances of violations. Moreover, our results in
Table 6 showhat privatization reduces the likelihood of being in violation, regardless of thle lev

of local municipal financing costs, local education levels, or local stakeholder attentiveness. This
strong finding was not something we expected given the nuancasbvpnior findings on the links
between ownership form and quality in developed ca@sfirRegardless, it is quite possible that
privatization will lead to an improvement in performance for the short run but a deterioration in
performance for thiong run. We face some data limitations in directly testing for this possibility,
though, gien the limited number of pegrivatization years we can observe in the current diata.

is alsopossiblethat private systems tend to overinvest, résgiin higher quality but also higher

price.On the contrary, mmicipal systemsnayunderinvest and pduce low prices and quality

7.2 Implications

What might explain the remarkably strong performance of privatization? Although data
limitations preclude alefinitive answer, we can offer some suggestive insights. First, private
ownership tends to be assateid with higher prices. A recent survey of water rates for the 500
largest systems in the U.S. showed that the average annual cost in 2015 to a hasseold
60,000 gallons of water was $315.56 from public systems while the average annual cost from
private systems was $500.96, which is 58.75% higher (Food and Water Watch 20465t A t
strongly rejects the null hypothesis of equal means witlvalye of0. Similarly, a recent survey
of water rates in the Great Lakes region found that municipal systesinge on average $24.96

per thousand cubic feet while private systems charge $55.13, which is 120.87% higher (Beecher
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and Kalmbach 2013). The increaseamenues that appears to result from private ownership could
be used to help finance needed infrastiire improvements.

Of course, the mere fact that private systems charge higher rates does not mean they
actually use the increased funds to invest inrowed service quality. A counterexample comes
from the early history of electric utilities. As regidey power over utilities shifted from the
municipal to the state level, prices of stetgulated utilities increased significantly relative to
those undemunicipal regulation (Jarrell 1978). Yet the rate of investment in new capacity actually
fell after the shift (Lyon and Wilson 2012), indicating that utilities did not use their increase
revenues for new investment. What appears to have happened inate#itht state regulation
allowed monopoly profits that were only restrained years later by RoddeseltNe w De a | ref
(Emmons 1993). Thus, it is not enough to show that privatization of water systems leads to higher
ratesi it is also necessary to shdbat the increased rates were used to increase investment in
service quality, and that this investn&ras actually associated with higher quality.

Unfortunately, the data needed to conduct such an analysis are unavailable. We attempted
to match theecent rates data from Food and Water Watch to our sample, but found that after
tabulating the systems Isjze and keeping the largest 500 for all systems, privatized systems, and
municipalized systems, respectively, only 2 municipalized systems everitmialethe largest
500 systems (those for Cleveland and Columbus, Ohio), while the privatized systesis@
small. A largescale nationwide effort to collect comprehensive water pricing data, as is done for
electricity by the Federal Energy Regulgt@€ommission, would greatly aid future water system
research as well as help to monitor ongoing acasdstiordability issues.

Second, privately owned systems may face more severe penalties for water quality

violations! We filed a separate FOIA repda the EPA, and in combination with the EPA's
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SDWIS, we are able to investigate the regulatory enforneawions faced by a subset of water
systems in the US from 2006 to 2014 after a water quality violation is detected, and whether the
system is in nhotcompliance upon receiving the enforcement. We also collected and assembled
another data set of esite irspections of the water systems by the regulators in the same period,
and define an inspection as active if it was not triggered by a prior violatenEPA applies
dozens of varieties of enforcement actions and we simplify the analysis using a dummly name
"Major Enforcement Indicator”. The indicator is defined so that minor enforcement actions such
as "notice of noncompliance” or "no formal action"l\w#é given a value of 0, whereas more severe
enforcement actions such as "administrative penalty" ansuigswill result in a value of 4For

a tabulation of these enforcement actions, and further explanation of how they were sorted into
groups, pleaseefer to Online Appendix C. As shown in Table 9, private systems are significantly
more likely to receivea major enforcement action than are their public peers, controlling for
noncompliance in the previous period, violation measure, and a series afathgates.

The combination of higher revenues and greater enforcement threats gives private systems
both greater resources and stronger incentives to avoid water quality violations. The robustness of
our findings regarding privatization implies thailipymakers and members of the public have
little reason to worry about water quality problems as a redulvater system privatizatién
although higher rates are a different matterfortunately, though, currently available water rates
data is too limtied for any meaningful econometric analysis.

It is natural to ask whether our results on the dominanpeate ownership are likely to
generalize to other settings such as prisons, education, and health care, wipeodit for

organizational forms havdsa been criticized for their tendency to undermine service quality. We

15 As a matter of fact, somgrivatization agreements themselves actually force tlegvrowner to invest in certain
ways or at certain amounts
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would expect our theoretical hyieses to hold for these other services, as well. However, whether
the dominance of private ownership will carry over to other services is likelgaalapend upon

(1) the extent to which these organizations have difficulties raising rates when operdéed
public ownership, and (2) whether more stringent regulatory scrutiny is applied to entities operated
under private ownership.

With respecttodi ndi n g, the American Society of Ciwv
reports make clear that U.S. infragtture is underfunded and in decay across the board, from
bridges and levees to roads and schfsih e AWWAG6s (2016) report on
these other areas, too, when it states that t
highly reliable, inexpensive, and hidden from view. This makes it difficult to gain public support
for needed upgrades and for decisinakers to justifyaite increases needed to fund infrastructure
i mprovement so (p.4). The ASCde. dowevar, Galint(20E7y al u at
argues that public prisons in the U.S. are severely underfunded and overcrowded. For example,

Al n Cal i f oorrectiors facilitiel eareean average of 175 percent over capacity by the
end of 2010, some prisoners slapbieds that were tripleunked, the inmate suicide rate was 80
higher than the national average, and a lack of access to basic health care detage of one
unnecessary death every week. o0 When i oblemomes t
for long-term care, with many elderly citizens living in nursing homes funded through Medicaid,
the chronically underfunded insurance sysfemthe poor (Natinsky 2002, Amirkhanyan et al.
2008). Overall, there are many publidperated goods andrs&es in the U.S. that suffer from
funding shortfalls.
With respect to the enforcement of quality standards, it would appear that quality standard

for drinking water are more clearly delineated and enforced than standards for education, prisons,
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and heah care. This makes it difficult to assess whether private providers are supervised more
stringently than public ones in these fields. The No Chédft Behind program (now repealed)
assessed the performance of states, and threatened to revoke fedetdunds if they failed to
bring all/l students to the Aproficient | evel
proficiency, however, andetieral enforcement was not brought to bear on individual schools.
Similarly, the vast majority of prisonersegheld in state rather than federal prisons (Galvin 2017),

so consistent national performance standards do not exist. National quality stamdaodpitals

and nursing homes are essentially 4eaistent. Treatment and diagnostic practices for particula
diseases vary enormously from one part of the country to another, and efforts to create a national
database have made little progress (Song @040, Welch et al. 2011). Overall, then it appears

that standards for water quality are better delineateldb&tter enforced than standards in other
sectors where feprofit operation has raised quality concerns.

In short, public ownership seems toléading to underfunding of many services; however,
clearly enforced national quality standards appear tadiéng for many of them. Thus, even if
private ownership has the potential to raise capital more effectively, it remains an open question
whetherprivate ownership can be expected to raise service quality in the absence of aggressively
enforced quality sindards. This suggests that the comparative advantage of communities in terms
of borrowing costs and the quality of the local labor pool is likelipe more important in these
other areas than in water supply. As discussed earlier, it is possiblerthtatysby external
stakeholders might be a substitute for governreafbrced quality standards, although we do not
find evidence to support thigew in our data.

7.3 Future research
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Our findings provide new insights into the relationship of ownership tond service quality, and

the impact of local and national resources as moderators of this relationship. They also open up a
number of directionfor future research. One promising avenue would be to explore in more detail
how regulators treat service ality violations by private and public systems, and whether
regulatory stringency is a substitute for or a complement to stakeholder attenticdherAno
interesting project would be to explore whether there are systematic differences in how the media
coverenvironmental mishaps by privatebyvned and publichowned organizations. It would also

be worthwhile to develop more precise measures of stakehattention and pressure, such as
local membership in organizations opposed to water privatization; gherddta collection
challenges involved, this might begin with selected states such as California that tend to have high
membership in such organtazans. Although it is a daunting datallection task, it would also be

very useful to create a database ates for water system service. Anecdotal evidence suggests
strongly that financial issues are an important part of the choice between privatebdiod p
ownership, but data on rates and system finances are not collected systematically for water systems,
due in part to the sheer number of systems. Rate data would allow for valuable empirical analyses
of how ownership affects prices paid by customassyell as whether higher rates help to explain
increased stakeholder attention to privatization or munizgadn episodes. Finally, our study is
limited in that it focuses on one industry. Our theory building suggests the conditions under which
our resilts may be generalizable to other industries. Future research could further test whether
ownership changesgsources, and attention are likely to improve service quality in other neglected
areas of public ownership.

7.4 Concluding remarks
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The results bthis study also have important practical implications for water managers and
policy-makers seeking to maaih service quality in light of budgetary limitations and
infrastructure decay, as well as for businesses and members of the public dependamt anctl
reliable drinkingwater services. Our findings underline the importance of local community
resourcesnd national quality standards to the provision of essential services. Sadly, recent cases
of water quality violations, such as the Flint crisisderline the type of communities that are
likely to be vulnerable’ those with weak public finances and aatelely poorly educated
workforce. Developing higiguality service solutions for vulnerable populations remains an
ongoing challenge, not just forternational development (Budds and McGranahan 2003), but also

within less privileged parts of the Unitedagts and other developed nations.

1 https://lwww.infrastructurereportcard.org/

2 https://www.infrastructurereportcard.org/mgpntent/uploads/2017/01/DrinkifdyaterFinal. pdf

3 The American Community Survey at the Missouri Census Data Center:
http://mcdc.missouri.edu/data/acs/Readshtml

4 The Alliance for Audited Media: https://auditmedia.com/

5 The American Community Survey at the Missouri Census Data Center:
http://mcdc.missouri.edu/data/acs/Readme.shtml

6 Although Galiani et al. (2005) also found strong acithesboard benecial effects from water privatization, their
setting vas very different: a developing economy where public ownership had been extremely inefficient and
unresponsive to the interests of local constituents. There is no reason to expect that publicpinrtbeshi.S.
should be equally wasteful and unrespweegjiven the much stronger democratic traditions in the U.S.

" This possibility was suggested by Konisky and Teodoro (2015), but they did not find statistically significant
differences in the penalti@mposed on public and private water systems over ¢hie¢ 20162013.

8 Afull tabulation of the enforcement actions categorized as minor and major is available upon request.

9 For a more complex and extended analysis of this and related issues, gfieraseZhao (20176 Ppl W/
Bachelor's or Higher Degesis at the county level for this regression.

10 https://www.infrastructurereportcard.org/
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9 Figures and Tables

FIGURE2-1
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TABLE2-1

Characteristics of Puldic and Private Systems

Public Private

Mean Std. Dev.  Min. Max. Mean Std. Dev.  Min. Max.
Population Served (thousands) 8.748685 54.1155 0 2896.016 0.556483 10.44647 O 1500
Uses Ground Water 0.747833 0.434258 O 1 0.966766 0.179248 O 1
Water System Age 26.09036 7.409198 O 35 21.78648 8.801251 O 35
Median Household Income 51931.33 13402.19 22234 119525 52875.99 12546.12 22264 119525
Newspaper Circulation per capita 0.227237 0.141165 0.000445  1.142671 0.252412 0.146234 0.000445 1.142671
% Ppl W/ Bachelor's or Higher Degrees (20142014) 27.66602 7.654245 10.96036 53.69818 28.19323 6.872053 10.96036 53.69818
Nominate Score 0.105253 0.303538 -0.52075 0.828 0.048132 0.263287 -0.52075 0.828
Herfindahl index 0.24744 0.184209 0.005165 1 0.215913 0.174716 0.005165 1
Interest Rate 0.051891 0.218467 O 18.5 0.049645 0.16825 0 18.5
Debt/(Debt+Revenue) 0.361781 0.202838 -0.0982 1.03063 0.351207  0.180088 -4.06062  1.03063
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TABLE2-2

Characteristics of Privatized and Municipalized Systems

Privatized Municipalized

Mean _Std. Dev. Min. Max. Mean Std. Dev. Min. Max.
Population Served (thousands) 3.094522 18.77399 0 203.375 10.27039 73.20066 0 1500
Uses Ground Water 0.8899408 0.3131488 0 1 0.774889 0.4177216 0 1
Water System Age 26.90651 7.416487 2 35 27.13951 7.180042 2 35
Median Household Income 51161.59 13705.26 23186 110658 51200.36 10742.98 24456 119525
Newspaper Circulation per capita 0.2236826 0.1286049  0.0007766 0.6130122 0.3271044 0.200384 0.0116585 1.142671
% Ppl W/ Bachelor's or Higher Degrees 28.06894 8.064688 13.38422 49.44675 26.09369 6.388284 12.22154 49.44675
Nominate Score 0.2366415 0.3243314 -0.5191333 0.6961666 0.165771 0.2359381 -0.52075 0.7565
Herfindahl index 0.2592497 0.1945691  0.0051651 0.7912408 0.2432852 0.1863804 0.0174841 0.8361687
Interest Rate 0.0543774 0.1455631  0.0002965 2.116822 0.0456249 0.108415 0.0002 1.903509
Debt/(Debt+Revenue) 0.4438075 0.2247167 -0.0981956 0.7951339 0.4297002 0.217376 0.000597 1.03063

104



TABLE2-3

Correlation Matrix

Population Median Newspaper % Ppl W/ Debt/(
Served Uses Ground Water System Household Circulation  Bachelor's or Nominat Herfindahl Debt+R
(thousands) Water Age Income percapita Higher Degrees eScore  index Interest Rate evenue)

Population

Served

(thousands) 1

Uses Ground

Water -0.1886 1

Water System

Age 0.0603 -0.1372 1

Median

Household

Income 0.0037 0.0506 -0.0749 1

Newspape

Circulation per

capita 0.004 0.0414 -0.0324 0.1721 1

% Ppl W/

Bachelor's or

Higher

Degrees 0.0175 0.0253 -0.0665 0.6407 0.0949 1

Nominate

Score 0.03 -0.0852 0.1018 -0.229 -0.1633 -0.2569 1

Herfindahl

index 0.062 -0.0961 0.0465 -0.1943 -0.0794 -0.1125 0.2388 1

Interest Rate | -0.0022 -0.0026 0.0062 -0.0109 -0.0215 -0.017 -0.0066 0.0049 1

Debt/(Debt+Re

venue) 0.0399 -0.0597 0.0007 0.1948 0.1362 0.1365 0.1031 0.0755 -0.0723 1
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TABLE2-4

Balancing Test: Privatization

Unmatched Mean %reduct t-test V(T)/
Variable Matched Treated Control ~ %bias bias t p>t V(C)
violexL1 U .05455 .06155 -3 -0.22 0.829

M .05455 .05909 -1.9 35.1 -0.10 0.919
Large System U .03636 .12394 -32.6 -1.97 0.049

M .03636 .05909 -85 74 -0.55 0.580
Uses Ground Water U .89091 .75374 36.4 2.36 0.018

M .89091 .85909 8.4 76.8 0.50 0.618
Old System U 50909 .67958 -35.1 -2.70 0.007

M .50909 .60909 -20.6 41.3 -1.06 0.295
Newspaper Circulation per capi U 2127 .21928 -4.9 -0.35 0.728 0.84

M 2127 .23317 -15.2 -211 -0.75 0.452 0.69
Educational Attainment U 25.811 27.32¢ -19.4 -1.46 0.144 1.06

M 25.811 27.90¢ -26.8 -37.9 -1.47 0.144 1.31
Median Household Income U 47376 52087 -37.6 -2.59 0.010 0.73

M 47376 47987 -49 87 -0.30 0.767 1.32
HHI U .3084 .24826 30.2 2.43 0.015 1.38

M 3084 .31794 -4.8 84.1 -0.23 0.819 0.95
Nominate Score U 21693 .0763 51.3 3.56 0.000 0.76

M 21693 .25667 -145 71.7 -0.79 0.430 0.88
Interest Rate U .04925 .05196 -3 -0.16 0.876 0.03*

M .04925 .04446 5.3 -76.5 1.22 0.226 1.06
Debt/(Debt+Revenue) U 40262 .35783 20.3 159 0.112 1.37

M 40262 .43599 -15.1 25.5 -0.72 0.474 1.01

* if variance ratio outside [0.58; 1.71] for U and [0.58; 1.7fdr M
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TABLE2-5

Balancing Test: Municipalization

Unmatched Mean %reduct t-test V(T)/
Variable Matched Treated Control %bias bias t p>t V(C)
violexL1 U .07865 .02743 22.9 2.95 0.003

M .07865 .04494 15.1 34.2 0.93 0.353
Large System U 10112 .00515 43.6 12.45 0.000 .

M 10112 .09551 2.6 94.1 0.13 0.901
Uses Ground Water U .8764 .96936 -35.2 -5.07 0.000 .

M .8764 9073 -11.7 66.8 -0.66 0.510 .
Old System U 50562 .39797 21.7 2.07 0.038 .

M 50562 .51685 -2.3 89.6 -0.15 0.882 .
Newspaper Circulation per cagi U .30501 .24824 33 3.63 0.000 1.75*

M 30501 .30525 -0.1 99.6 -0.01 0.994 0.87
EducationaAttainment U 26.233 28.111-27.4 -2.57 0.01 0.98

M 26.233 27.367 -16.5 39.6 -1.1 0.275 1.01
Median Household Income U 51015 53758 -22.4 -2.07 0.039 0.92

M 51015 52938 -15.7 29.9 -1.12 0.265 1.22
HHI U .20374 .21503 -6.9 -0.62 0.538 0.8

M .20374 .20067 1.9 2.7 0.13 0.893 1.05
Nominate Score U 11615 .01723 39.2 3.71 0.000 1.01

M 11615 .08723 115 70.8 0.76 0.447 1
Interest Rate U .04895 .04747 2.2 0.15 0.879 0.14*

M .04895 .04968 -1.1 50.4 -0.14 0.892 0.85
Debt/(Debt+Revenue) U .39844 .34794 25.6 2.61 0.009 1.53*

M 39844 .39624 1.1 95.6 0.07 0.7 1.1

* if variance ratio outside [0.66; 1.52] for U and [0.66; 1.52] for M
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TABLE2-6

Difference in Difference Conditional Logit Regressions on Existence of Violations

Privatization

VARIABL Low High Low High Low High

ES Interest Interest Education Education Circulation Circulation

ATET -0.381 -1.251** -1.155** -0.350 -0.832* -0.973
(0.523) (0.573) (0.560) (0.480) (0.489) (0.592)

Observatio

ns 540 585 477 837 729 540

Standard errors in paren#ses. *** p<0.01, ** p<0.05, * p<0.1
With system fixed effect. DroppiNultiple Switchers

TABLE2-7

Difference in Difference Conditional Logit Regressions on Existence of Violations

Municipalization

VARIABL Low High Low High Low High

ES Interest Interest Education Education Circulation Circulation

ATET 0.564* 0.764** 0.807** 0.218 0.316 -0.483
(0.34) (0.353 (0.355 (0.342 (0.379 (0.35

Observatio

ns 1,170 1,125 1,053 1,143 981 1,242

Standad errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
With system fixed effect. Dropping Multiple Switchers

TABLE2-8

Difference in Difference Conditional Logit Regressions on Existence of Violations

VARIABLES Privatizaion Municipalization

ATET -0.888** 0.315
(0.369 (0.249

Observations 1,197 2,259

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
With system fixed effect. Dropping Multiple Switchers
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TABLE-9

Enforcement Actions Faced by Water Systems

Major Enforcement Indicato

VARIABLES

Normalized Cum. Noncompliance L1 0.228***

(0.00689)
Private System 0.231***
(0.0451)
Standardized Violation Measure 0.0457**
(0.0189)
Normalized Cum. Active Inspections L -0.0418*
(0.0188)
Population (thousands) 0.00227
(0.00213)
Square of Population (thousands) -5.04e06
(4.44e06)
Water System Age 0.00786***
(0.00288)
Uses Ground Water 0.423***
(0.0663)
Nominate Score -0.209
(0.365)
Median Household Income 1.56e-06
(2.18e06)
Educational Attainment -0.0135***
(0.00307)
Newspaper Circulation per Capita -0.00468
(0.130)
Constant -5.640***
(0.487)
Observations 51,477

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
With state, rule ade, and year fixed effects
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Chapter3
Why Does General Deterrence Exist? A Study
of Drinking Water Quality Regulation

1 Introduction

One recurring puzzle in economics of regulation is the surprisingly high imggadators have on

firm behavioe even though the enforcement resources
(Weil, 1996). A major explanation for this phenomenon is that by applying enforcement pressure
strategically rat theoroktoharm jriegtuntdtibodandheve eefard otr it e
reaching impact beyond the specific violation and firm under enforcement, especially in the realm

of environmental regulationF(iesen, 2003Gray and Deily, 1996Harrington, 1988Macho

Stadler and PereZastrillo, 2006; Magat ahViscusi, 1990; Rugman and Verbeke, 1998). Some
researchers coined the term figeneral deterren
action also improves compliance performance of other siemitties not targeted by the specific
enforcemenaction (Gray and Shimshack, 2011). Indeed, general deterrence and its variations have
been studied repeatedly in the previous literature (Gilpatric, and Shimshack, 2015; Gray and
Shadbegian, 2007; Gunnirgi, 2010; Lyon and Li, 2004; Lyon and Mayo, 2088Bid and Toffel,

2009; Shimshack and Ward, 2005; Tay, 2005; Thornton, Gunningham, and Kagan, 2005; Yue,
Rao, and Ingram, 2013). However, none of the extant research has systematically looked into why

generadeterrence exists in the first place.
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This pape explores the origins of general deterrence by characterizing it as a response to
two kinds of new information regarding the regulator, revealed via its past enforcement actions.
We propose, based on prewgxresearch such as Lyon and Mayo (2005), andstack and Ward
(2005), that the first kind of new informatio
pro-corporate vs. how prenvironment the regulator is. We further propose, based ombtam
(1988), Heyes and Rickman (1999), and Sihack (2014) that the second kind of new
information is the || evel of the regul atords
regulators to apply bureaucratic discretion (Duflo, Greenstone, Pamdl&yan, 2018; Johnson,
Kaufmann, and Zoidbhobat on, 1998; Weingast and Moran, 198:

in order to maximize compliance.

We then test for the existence of two mechanisms based on each of the two kinds of
information. Wedoths by obser vi ng sregulatdryeriforcemerg acttoasrandme nt 0
firmsd compliance with such regulations, in t
States. We investigate the regulator type/reputation mechanism in Hypothesisraposepghat
if general deterrence is driven byeth f i r ms é wuncertainty about t h
deterrence should be more prominent during years of legislature turnover, when expectations about
bureaucratic discretion are being reset. We theesitiyate the resource constraint mechanism in
Hypot heses 2 and 3. I n Hypothesis 2, we propose
uncertainty about the | evel of the regul ator ¢
more prominenfor regulators with tighter budget constrairits Hypothesis 3, we propose that
the effect in Hypothesis 2 will be particularly prominent for regulators with more volatile resource

levels, which creates more uncertainty in the level of resource cohskaially, we propose in
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Hypothesis 4 thataregl at or 6 s enf orcement action on a wat
with its past enforcement actions on other systems when general deterrence is stronger. This is
because it would not be rationat #@firm to improve compliance upon knowing harsgulatory

enforcement actions on other firms if those actions do not foreshadow harsh enforcement actions

on itself, controlling for the severity of violations.

We then put these hypotheses to test inndsod that is of substantial value in its owrhtig
T drinking water quality regulation in the U.S. In the aftermath of the Flint Water Crisis, the quality
of drinking water has been engulfed by nationwide attention. Lawsuits following the Flint Water
Crisis have exposed a multitude of consequentialdlamthe management and regulation of the
field. On a broader scale, activist groups like Food & Water Watch, which view drinking water
from a social justice perspective and consider it a human right (FoUdt&r Watch, 2016), have
been very vocal in theieffort to induce practice change in the field. Regardless, we are still
awaiting more scholarly insights on these topics. Very little is known, for example, about the
institutional environment U.S. wateysgems reside in, in particular how external stakders like
regulators try to affect practices in the field, as well as the way water systems strategically respond

to such pressure.

Availability of data is another important motivation for the choictinizf empirical context.
Indeed, a strong caserche made that the comprehensive data used in this paper constitutes a
significant contribution to the literature. Through a Freedom of Information Act (FOIA) request
to the Environmental Protection AgendyRA) and its online Safe Drinking Water Infornaati
System (SDWIS), we are able to obtain data ori4ll,290 water systems in the U.S., 353,546

water quality violations and their corresponding regulatory enforcement actions that ensue
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between 1980 and staf 2017 (although the data used in the spec#gression analyses contain
fewer water systems and especially violation records due to availability of key variables such as
violation measure). With the extended help of EPA officials, we also manageeigorize the
numerous types of enforcement an8 according to their level of formality and coerciveness. This
enables a sophisticated quantifying of the level of enforcement as opposed to naively counting the
number of enforcement actions. On top akdavailability, the standardized/homogeneousineat

of the service offered by a large number of entities, together with the regular monitoring schedules
and standardized enforcement instruments stipulated by EPA, make this empirical setting ideal for

our study of regulatory pressure and its organizaioesponse.

The first part of our empirical anal ysis
violations.We find thata system is less likely to record violations if similar systems in the state
had been subject to more enforcement actions in thst phree years. However, without
considering the moderating effects of legislature turnover and budget constraints, this general
deterrence effect only exists when the enforcement actions are coerciug) painting possibly
to the ineffectiveness aboperative strategies in generating widespread deterrence effect. Turning
to hypothesis testing, we find that the general deterrence effect is stronger both during odd years,
when most legislative turnowerin the U.S. take place, and during years when party
composition in the legislature of the state where the water system resides in changes. Hence, we
find support for Hypothesis 1 that the gener al
is stronger during regulator turnover. We therdfthat general deterrence is stronger for water
systems in states with a lower state government general expenditure. This supports our Hypothesis

2 that the general deterrence effect is stronger for regslavith tighter resource constraints.
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Finally, we look at the subsample of states with lower state government general expenditure and

find that general deterrence is particularly strong for water systems in states that have particularly

high intertemporavariation in general expenditure. This suppousHypothesis 3 that the impact

of a regulatoré6és resource constraints on the

more volatile resource levels.

So far, we have been using the behawfdirms to indirectly infer regulator charadtsics.
The second part of our empirical analysis looks at all water systems with violation records to

directly analyze the behavior of the regulator so that we can observe both sides of the coin. We

{

findpa t i al evidence t hat ioaonraevgter syaténois mose pasitivelpy r ¢ e m

correlated with its past enforcement actions on other systems during years of legislative turnover.

Hence the mechanism of i nf orismsupportech Howevegrave di ng

find t hat enforcemenactioadn@ waies systemagadively correlated with its past
enforcement actions on other systems. While this finding is consistent with what a regulator might
do under resource constrairttwould not be rational for firms to respond tack a regulatory
enforcement pattern by exhibiting general deterrence. So, the mechanism of information regarding

the regul atords resource constraint is not f

Being the first largescale empical study of U.S. water systems to document the
complicated patterns of both regulatory enforcement and compliance, this paper makes a couple
of important contributions to literature. Firdtektends the general deterrence literatuyeiy and
Mayo, 20®; Shimshack and Ward, 2005) by exploring thelma@csms driving general deterrence.
Second, our findings add new fodder to the debatadaty the effectiveness of mareoperative

vs. coercive enforcement strategiescontrary to some previous empaidindings in support of
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the popularity of morenovel, cooperative enforcement strategies (Gray and Shimshack, 2011,
Earnhart and Glicksman, 2015), we find cooperative enforcement actions may actually be

counterproductive and that only coercive enforcemaetons guarantee improved compliance.

2 Theoretical Framework

2.1 General Deterrence Effect

In the economics of regulation literature, there have been numerous discussions about the
interaction between regul atorsd enforcement ai
the realm of enviromental regulation (Amacher and Malik, 19%¢an and Brown, 1995Gray

and Deily, 1996Heyes, 2000Reid and Toffel, 2009; Rugman and Verbeke, 1998; Stango).2003
However,most ofthesediscussions have focused on a digckl relationship between therfi

and its regulator when studying this intérac. Gray and Shimshack (2011) provide an exhaustive
review of the past research on the effectiveness of monitoring and enforcement on environmental
compliance and pollution prevention. They point to theterise of not only a specific deterrence
effectin which enforcement action improves compliance performance of the targeted entity, but
also a general deterrence effect of enforcement actions. This happens when an enforcement action
will also improve comphnce performance of other similar entities tavgeted by the specific

enforcement action. Similar observations have been made in Gunningham (2010).

Turning to specific research, Gray and Shadbegian (2007) find that inspections at one plant
tended to inease compliance at both the inspected facdityl nearby facilities. Thornton,

Gunningham, and Kagan (2005) also find support for general deterrence in a survey of 233 firms
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in several industries in the United States. Tay (2005) finds similar resudttsidging traffic
enforcement. In an earlier styy Lyon and Li (2004) theoretically show that general deterrence
created by the opportunistic disallowance of the regulator discourages other firms in the same
jurisdiction from investing, and portray it affeetive disciplinary devices. As a matter @ict,

such general deterrence effect exists not only in public politics, but private politics as well. Reid
and Toffel (2009) spot a spillover effect where firms in industries in which other firms have been
targeted by shareholder actions on a specificeisaste more likely to change their behavior
accordingly. As YueRao, and Ingrani2013) find out in a decade study of Walmart and Target,
protests against a first entrant to a new market may affect decisithess#fcond entrant. General
deterrence has a@deen a topic of discussion in other disciplines such as accounting (Ugrin and
Odom, 2010) and criminology (Wellsmith, 2011). In short, the literature above provides mixed
evidence of the existence of a galateterrence effedtpressure on one targetlhgause others

not targeted to improve compliance. Put another way, pressure on one firm not only works on a
dyad | evel and motivates the particular firmo
firms that are associated with the target wiag or another, causing them to change their current

practices.

The focus of most of these discussions, however, has been limited to documenting the
general deterrence effects, with relatively little attemtfaid to the underlying mechanisms
driving thegeneral deterrence effects. Lyon and Mayo (2005), and Shimshack and Ward (2005)
go to extra length in exploring the mechanism. Lyon and Mayo (2005) look at the responses of
electric utilities to the largecde cost disallowances of the mi®80s. By finthg that the

i nvest ment behavior of firms t hat havenot f
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disallowances, the authors conclude that inferring from the actions of the utilities firm, they believe

that the regulators are not opportunistic in thehpice of disallowances. Rather, the regulator is

simply punishing bad management. The bottom line is they believe general deterrence is driven

by the firmsdé belief t hatlatdryheeforcereegtuan exanopte ofi s 0 p
bureaucratidiscretion. Shimshack and Ward (2005) document a strong general deterrence effect

of fines in the US pulp and paper industry. This effect, however, is found to bexisbent for
intermediate enforcement amtis (IEAs) such as formal administrative ordéosmal notices of
noncompliance, and administrative consent orders. They claim the regulator reputdtong

impact of a levied sanction is the mechanism driving the general deterrence effect. Rutta th

papers together, they both claim thatthe r ms 6 bel i ef about the regul
as if the regulator is enforcing the regulations as vs. applying bureaucratic discretion, or if the
regulator is precorporate vs. pr@nvironmentjs the driver behind general deterrence. Amel t

firms establish such beliefs based on i nfor ms

actions. However, neither of the research has actually tested this mechanism.

2.2 General Deterrence as A Laaing Effect

Our research builds on these two papers to investigate the mechanisms driving general deterrence
and test them empirically. We argue that if information about the regulator revealed via prior
enforcement actions drives general deterrence rgeteterrencavill only appear when firms are

in the process of learning about this information. Put simply, general deterrence should only occur
as a response to new information, and there should be no general deterrence in equilibrium. This

is becauseni equilibrium,when firms already have perfect information about the regulator, a new
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enforcement action will not reveal additional information regarding the regulator. As a result, firms

should not react to this enforcement action.

Following Lyon and Mag (2005), and&Shimshack and Ward (2005), we propose that the
first piece of information about t hecorforatem has
vs. how preenvironment the regulator is. For this type of information, the general deteetact
will be biggest when a new unknown type of the regulator is suspected by the firms. This happens
when there is a turnover within the regulatory structure, either at the level of the regulatory agency
or its political oversight entity. Theoretitglwe hold aragnostic view about whether changes in
the composition of the regulatory body or its oversight entity will have a bigger impact on the
(perceived) behavior of the regulator because previous research has documented a debate over the
extent ofbureaucratidiscretion vs. political control (Weingast and Moran, 1983). The effect will
then diminish over time as fir ms @Basédmoothdsee dge ¢

discussions, we may be able to hypothesize the following:

Hypothesis 1(H1) The gener al deterrence effect of a

stronger during regulator turnover.

We propose the second kind of i nformation
constraintt f t he regul at or 6 s moakanedge, thenawben tharegaldtont i s
carries out an enforcement action, it could be informative to firms about the amount of resources
available to the regulator, and hence, according to previous literature, its level of bureaucratic
discretion. If a reglatar needs not to consider resource constraint, then its optimal strategy would
be toapply maximum enforcement and punishm@scker, 1976Shimshack, 2014). In that case,

there is little room for bureaucratic discretion, and the firms already knowt #igoprospect of
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enforcement for each violatianmaximum punishment allowed by regulations. So, there will not

be general deterrence. In the evémt the regulator's resources are highly constrained, the
regulator needs to make use of a dynamic esfosntstrategy to optimally allocate scarce
resources to create "enforcement leverage" (Harrington, 1988). Heyes and Rickman (1998)
propose a crossectional version of Harrington (1988), allowing for regulator discretion across

multiple violations by a gien irm. Based on this argument, we hypothesize that:

Hypothesis 2 (H2)T he gener al deterrence effect of a

stronger for regulators with tighter resource constraints.

Now, the previous hypothesis merely looks at the maddhg impact of resource constraint
from a static point of view. If we want to fully capture the impact of resource constraint in the
context of firms learning new information about the regulator, the impact of recourse constraint
should be particularlyrominent among regulators whose amount of resources are more volatile
through time. This way, it owi I take |l onger f
constraint andmake it less likely for firms taeach the equilibrium state &hown resouce

constraint level ando general deterrence. Based on this logic, we hypothesize the following:

Hypothesis 3 (H3) The i mpact of a regulatordés resolt

deterrence effect is stronger for regulators with more volagig®urce levels.

Previous general deterrence research (Lyon and Li, 2004; Lyon and Mayo, 2005;
Shimshack and Ward, 2005), although sometimes reaching opposite conclusions, share the
underlying mechanism that has to do with what kind of information awaasrhet action carries

regarding the regul ator. However, a firmds be
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So, Lyon and Li (2004), Lyon and Mayo (2005), and Shimshack and Ward (2005) use the general
deterrence effect or the lack thereofnidirectly infer the type or reputation of the regulatior.
our paper, we not only try to detect any general deterrence effect; we also try to directly observe
the enforcement patterns of the regulator. The assumption is that if the enforcement action a f
is subject to from its regulator is positively correlated the enforcement actions this regulator has
applied on other firms under its jurisdiction, the firm can probably infer the type of the regulator
in terms of enforcement stringency from past eséorentactions, based on the fegaching extent
of bureaucratic discretion documented in the literature (Duflo et al., 2018; Johnson et al., 1998;
Weingast and Moran, 1983). The second scenario is, controlling for everything else, the
enforcement action frm is subject to has no clear correlation with the enforcement actions its
regul ator has applied to other firms wunder th
may simply be Afoll owing the boorkatighamutanyi t s e
of its idiosyncratic featurd-ollowing our discussions about general deterrence, we have reason to
believe that general deterrence should occur when the first scenario is true, i.e., the enforcement
action a firm is subject to from itegulabr is positively correlated the enforcement actions this
regulator has applied on other firms under its jurisdiction. Hence, we have:
Hypothesis4 (H4A r egul at or 6s enf orcement action o
correlated with its past eafcemat actions on other systems when general deterrence is

stronger.

3 Drinking Water Regulation In The U.S.

The basisfor regulatory enforcement on water systems is the Safe Drinking Water Act (SDWA)

compliance monitoring program that entails the joint ¢fédrthe EPA, federal, state and tribal
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regulatory agencies, the water systems themselves, as well as certdiatidabs. The regulating

body can either be the EPA or state and tribal governments that have been granted primary
enforcement responsibii{primacy) by the EPA. They monitor the performance of water systems
through the reports offered by the certifieboratories upon examining the water samples
collected by the water systems. If the regulators decide that the reports are not beingdubmitt
according to a schedule established upon various characteristics of the water system like size and
water sourcepr if the reports suggest a certain contaminant in the sample has gone beyond
standards set by the regulators, enforcement actions maylaaketo help bring the water system

back to compliance and notify consumers about the situation when the vektosevere enough.

Enforcement actions may be carried out either at the state or federal level, and the EPA has
stipulated a full arsenaf enforcement action instruments (75 to be more precise) at the regulatory
agenci es6 di s po s zdlations; theenferaemeant ageacy may dekide gdt to take
any formal action, or issue a variance (the system does not need to compliNatitbnal Primary
Drinking Water Regulation) or exemption (system is given additional time to achieve and maintain
regulatory compliance) given the special circumstances. Beyond these, some informal, minor,
actions like violation reminder, tech assistanisét,vand public notification may be carried out.
Alternatively, formal measures like administrative penalties end cases can take place.
Theoretically, even criminal cases can be brought against a water system or person in charge.
However, these cas@re extremely rare, except during catastrophic events such as the Flint water
crisis (CNN, 2018). After these emtement actions take place, all information will be reported to
the EPA headquarters, which will record if the systems have returned tdammeegollowing the

enforcement action. It is important to note here that violations and compliance statusikiend to
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determined after the compliance period end date since a monitoring and reporting violation could

not be issued until the water system faled to monitor during the entire compliance period.
4 Data Set And Key Variables

4.1 EPAOGs SDWI S

Themainsowe of data for this study comes from EP.
available online through the Federal Reports Advanced S&aah However, some important

pieces of information were missing online, so we filed a FOIA request to the ER#véatte
information released. By combining these two parts of data, we manage to assemble highly
comprehensive information on water systemghe U.S., as well as records associated with their
violations and ensuing enforcement actions between 1980 asthth of 2017, when we collected

the data for this paper. For this research, we focus on information regarding the basic conditions
of thewater systems, including ID, name, geographical location, ownership status, size represented
by the number of peoplserved, etc. We also obtain information on the Maxim Contaminant Level
(MCL) violations, the predominant form of quality related violaticist happened through the
aforementioned period, as well as the regulatory enforcement actions that copeswitsidtions

and the outcomes of the enforcement actions. We also collected and assembled another data set of
onsite inspections of each veatsystem by the regulators in the same period, and define an
inspection as proactive if it was not triggered Ipyiar violation. We include site visit information

on the grounds that site visit is an instrument regulators may use to deter falsegdpottie

systems. Previous literature has discussessitenvisits can have a substantial impact on
complianceEamhart (2004) finds that for wastewater treatment plants in Kansas, the threat of

inspections may induce better performance. As Helland (1@8&)ments, violation inspections
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encourageseli i scl osure of wviolations, pnoossiateltieiy  dr i v

commitment to cooperate with regulators through the discloshiedata set is then merged into

the main data above to gaate control variables.

The final version of the data is comprised of two main data sets. The first dataset is a panel
containing all 72,304 MCL violations, corresponding enforcement actions in the same period, and
the basic information of the 10,120 wasystems the violatiorsre associated with. The unit of
observation for this panel is a violation IDsystem IDi time (year) triple. A few variables
generated using the second dataset are also merged into this dataset. The detailed process will be
docunented later in the papérhe second dataset is generated through combining the first dataset
with another panel that includes all the water systems in each year regardless if they have
associated violations or not. This generates a panel with 4,151y$tmsID i1 time (year)
observations that contains basic information of all 126,684 U.S. water systems reported in the
SDWIS, together with aggregate information on all the MCL violations and corresponding
enforcement actions each system experiendadble 1 below shows the distnition of total

number of violations each water system experienced between 19080 and 2017.

4.2 Grouping of Enforcement Actions

The enforcement actions part of the data set warrants further discussion. In order to interpret and
guantifythe array of enforcement action types EPA stipulates, we need to divide the enforcement
actions recorded in the data into groups according to liwt of formality, or to put it more
intuitively, level of harshness. We owe the implementation of thigyads the guidance of
Heather Shoven, Enforcement Team Leader of EPA Region 5. With her guidance, the 75

enforcement action types defined by theAEare divided into seven groups according to their

123



levels of formality, with group numbers rising in thedewof formality and group 7 being the most

extreme (e.g., Criminal Case Filed). As we mentioned above, group 7 enforcement action types
areveryrael y applied and doesndét actually show up
Table 2 contains a dated listing of the grouping mechanism. Table 3 lists the number of violation

records corresponding to each group of enforcement actions.

4.3 Control Variables

The main data set is complemented by a series of social economic and environmental information
abaut the community a water system is located in. We start by looking at variables used to capture
legislature turnover and resource constraint ofstaée government. For legislature turnover, we

first use every odd year included in the data, because egistatures get turned over during odd
years. Second, we use hatallected data of state partisan makeup of the Upper and Lower
chambers of the ¢gslature over the period 1959 to 2007 to identify the years when the partisan
makeup of both chambers of tlegjislature changes. For resource constraint, we acquire the state
government finances tables from theSUCensus Bureau for the period 262@17. The year

ranges are all based upon the maximum among of practically available data. In the tables we access
to the annual general expenditure and utility expenditure of each state government. However,
because there is a severe missing data issue with exipenditure and it is hard to ascertain the
proportion of utility expenditure dedicated to drinking wateeatment, we only use general

expendi ture as a pr ovmrlrdsaunce canstimintat e gover nment

As for the other control variablesgwnake use of integrity score of each state published
in 2015 by The Cent er driy mveRigatioh.On topl ohthise wertake y 6 s

advantage of the annual reports to Congress published by the Public Integrity Section (PIN) of the
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U.S. Department of Justice. We assemble from the reports the number of federal public corruption
convictions ovethe past decade at the state level. We also uséNDivnate Scores developed

and updated by Royce Carroll, Jeff Lewis, James Lo, Nolan McCegith Roole, and Howard
Rosenthdf. A member of Congress will have a higher score if he/she is more congerVit

take the average of congressmends Nominate Sc
and Senate, respectively. We then take tlexame of that average to come up with the Average

Nominate Score for each state and Congress.

It is also reaonable to contemplate that the local environment, especially the quality of
local water sources, would play a significant role in determining Ivélhed water system has
quality violations or not and how regulators deal with these violations. Hence,avetes t o EP A0
Toxics Release Inventory (TRI) Program to acquire this information. In particular, we acquire, for
each year from 1987 to 2016, theamt of each type of pollutants found in the water at the county
level. To simplify the analysis, we aggregidhe amount from each pollutant, like arsenic, lead,
and copper, to generate the total toxic amount in the water for each county and year.ZThe 201
Census of Agriculture published by the U.S. Department of Agriculture (USDWational
Agricultural Statisics Service (NASS) sheds light on some valuable information regarding
agricul tural production that m doyquadity vioktons. | o c al
Using this information, we compile the amount of total chemicals purchased ($100&tdiadr,

lime, and soil conditioners purchased ($1000), all at the county level.

16 DW-NOMINATE Scores With Bootstrapped Standard Errestracted at
https://legacy.voteview.com/dwnomin.htm
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To capture a series of local soesdonomic variables as pot&al contributors to the
attention and resources the local community devotes into its water quality, wewspaper
circulation for 2015 at the county level acquired from the Alliance for Audited Media. We also
acquire poverty rate, percentage of peoplgh bachelor's or higher degrees, and the

unemployment rate at the county level from the American Comm8anityey.

In Table 4 below, we list some summary statistics about the final panel data set. As we can
see, the average size as represented bydimols of people served is ab@u6 for all systems
and 2.77 for systems with violatioria.terms of the loal natural environment a water system is
located in, systems with violations are located in areas with more agricultural pollution, as
indicated ly the amount of Chemicals and Fertilizer, Lime, & Soil Conditioners used in agriculture
production. The revse is true, however, for total amount of toxic waste according to TRI. As for
the community a water system is located in, the unemployment réte @bunty a system is
located in is 8.86 for all systems, and 8.74 for systems with violations. One feralsitmg point
to note is that systems with violations recorded tend to be located in less corrupt areas, as indicated
by the number of corruptioconvictions, which is 304 for all systems and 273 for systems with

violations.

5 Estimating Equations and Enpirical Results

5.1 Empirical Strategy
Does general deterrence exist?

We use the panel data set that contains all water systems, either withaart enforcement and

violation records to examine how water systems respond to the regulatory enforcermast act
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Two things demand attention. The first thing is we need to decide whether to use a fixed effects or
random effects model. We perform a ldman (1978) test, and it strongly suggests a fixed effects
model. Second, we need to know if there is serialetation in the panel. Not surprisingly, a
Wooldridge (2002) test for serial correlation in panel data points towards the existence of serial
correlation. This entails us to correct for both serial correlation and heterosced#stigity
common method of siultaneously correcting for serial correlation and heteroscedasticity is using
heteroscedasticity and autocorrelation consistent (HAC) NéWey standard errors (Newey and
West, 1987). However, in our panel with a very large number of water systems sjegpifying

a robust clustered standard error would be a sufficient or even preferred approach in controlling
for serial correlation and hetereslasticity. In light of the fact that out of the 2,145,925 system
year observations, 1,703,543 are not assediaith any violations, we use a zenflated negative
binomial model. Hence the specification we use to test for the existence of generahdetes

the following:

o | 1 ol =l ogell< 5L i 1)

The dependent variable is the number of MCL violations for systgnn yeart. O ° 1

is the per year average of enforcement action intensity water syséehibeen subject to between

t-4 andt-1 years. We believe this method will, at a minimum, pose a significant improvement over
simply counting the number of siaenforcement action8.™ ° i Yefers to the per yeaystem

average number of MCL violations all other water systems isdhee state as water systehad

been subject to betweed andt-1 years. The coefficient of this variable caisrfor the severity

" Thepresencef heteroscedasiiy is confirmed by a standard CddNeisberg (1983) and Breusdhagan (1979)
test forheteroscedasticity
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of violations of other systems in the same jurisdiction: i s the per yeasystem average of

enforcemat action intensity (as represented by the enforcement action group nifirddecgher

water systems in the 5@ state as water systgrhad been subject to betwee# andt-1 years.

This variable is used to estimate how enforcement on one target eaarhiawpact on the behavior

of neighboring targets that are not subject to the specific enforcement, i.egralgketerrence

effect. We choose state as the scope for the spillover effect because in water management, systems
in the same state are usualigder the jurisdiction of the same regulator (agency granted with
primacy). For these three variables, we dake the values up to period instead ot to address

the concern for reversed causality.

L and for vector of controls. | start by controlling for a series of characteristics

regarding the water systems. | control for the cumulative nuoflative site visits (inspections)

on the water system lagged by one period. Here active means thiitle ot triggered by/a
response to a reported violation. This variable is used to approximate the monitoring pressure
imposed on the systems, whj as we discussed in the data section, may be correlated with the
likelihood of noncompliance and enfornent strategies. | include the ownership type of water
systems (public vs. private) to control for any differential regulatory enforcement stringatery
systems of different ownership types may be subject to. The size of the water systems may carry
information about how likely a system is going to become a target of enforcement. Its square term

is also included to capture any nlimear relationshigpetween size and enforcement. Along the

8 For example, if an enforcement action belongs to group 6, it will take the value of 6.
128



same line, water system age and a dummy for whether a systegrased water as its source

may also contribute to the targeting of enforcement actions.

| then control for a series of local environmental, sogabnomic, and political factors.
On the environmental side, | control for the total amount of toxic sutestam the local
reservoirand other untreated water body. | also control for the total amount of chemicals as well
as fertilizer, lime, and soil contners purchased. These factors may play an important role in the
enf orcement st r aegalgoy uses threaughats immcst sntthe waies source. On
the social, economic side, | include unemployment rate, poverty rate, percentage ofapiople
bachelor's or higher degrees, and newspaper circulation per capita. This information is used to
repreent enforcement pressure from the local community. On the political side, the number of
federal public corruption convictions and integrity scoresaused t o control for
general level of abiding by statutes related to enforcement anatipbtafluence of corruption.
Nomi nate Score is wused to control for the go

sanctions.

Finally, 'Ostands for the state and year fixed effects to account for heterogeneity across
states and time periods. Robatandard errors are clustered at the system level to allow for within

system correlations.
Hypotheses 1

To test for Hypothesis 1, we ghtly modify the previous equation to add a duniifgr being in
a year of legislature turnover (absorbed by yearmies) and interact it witth ° i ‘the per year
system average of enforcement action intensity (as represented bydfeeemint action group
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number$®) all other water systems in the same state as water syStehbeen subject to between

t-4 andt-1 years.

o 1 1 ooy o=l ool gyooel e oL

<O - )

Hypotheses 2

To test for Hypothesis 2, we repeat the first equation with a set of subgroup analysis. The first
subgroup is for watesystems in states with belewedian government general exgliture, and

the second is for those in states with abowezlian government general expenditure.

Hypotheses 3

To test for Hypothesis 3, we repeat the first equation with another sebgfoup analysis. We
start by looking at the subsample of statewoiver state government general expenditure We
then define the first subgroup to be water systems in states with-beddian standard deviation
in government general expenditure and feeond is for those in states with abovedian

standard deviatiomigovernment general expenditure.

Hypotheses 4

For Hypothesis 4, we study systems that have experienced MCL violations in the observed period,
using the first data set that only includdbkviolations and enforcement records and excluding
systems withouviolations. Now that | have grouped the enforcement actions in the previous
section, | arrive at an ordinal categorical variable. The two most common models that deal with

regressions wit an ordinal categorical variable as the dependent variable areaidgit and

9 For example, if an enforcement action belongs to groupadll itake the value of 6.
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ordered probit. Here | start with a random(mixetfects ordered logistic model, since a panel
probit model with fixed effects may generate biased estimates. With ordgreddmer values
taken by the dependent variable are assumed tespand to "higher" outcomes, but the actual,

absolute value of the dependent variable is irrelevant. The empirical specifications | use are as

follows:

O | f
o -

O | f

Here,O refers to the enforcement action group that follows violatimnwater system
in periodt. w refers to the standardized measurement reading of violatypmwater systemin

periodt, calculated by first generating the meand standard deviation reading for each rule code,
then deducting the mean from raw measure reading and divide the result by the standard deviation.

This specification, together with the redede fixed effectshauld enable the comparison across
differert pollutants.0 ~° Iis the per year average number of MCL violations by water syjstem
betweent-4 andt-1 years,on the basis that an enforcement action may be launched to cope with
not just one, but nitiple violations in therecent pastd =1 Yefers to the per yeaystem
average number of MCL violations all other water systems in the same state as watey Isgdtem
been subject to betweert andt-1 years.Similarly, 0 ° i s the per yeasystem average of

enforcenent action intensity (as represented by the enforcement action group ridnatesther

20For example, if an enforcement action belongs to groutpadll take the value of 6.
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water systems in the same state as water systeh been subject to betwee# andt-1 years.
Note that the dy difference between equations 3 and 4 is that eguatincludes an interaction

term between the dumniyfor being in a year of legislature turnover (absorbed by year dummies)
andO ° i “Equation 3 is used to study the impact of legislature turnover whereas equation 4 is

used to study the impact of resource constraint. Also notice thittefahree variables above, we
only take the values up to peritd instead ot. This is done outfoconcern for reversed causality

if we calculate enforcement actions up to the current petodis a vector of controls that are

exactly the sae as those above.

As for the fixed effects, represented By first include rule code fixed effects so as to
make sure | am only comparing the same type of violations. | also include state and year fixed
effects to control for any state specifidference in enforcement and fluctuation of enforcement
strategies @oss the years. Finally, robust standard errors are clustered at the system level to allow

for within system correlations.

5.2Results

Tables 5 examines if general deterrence exisis interesting to note thae coefficient for the

general deterrencerten " Avg. Cum. Enforcement Within Stat
predicted a negative sign corresponding to a general deterrence effect. We next delve further into

the types of emfrcement actions to see if this number covers any more interestiaghpa

To provide some perspective for this discussion, we first look back on some discussions
about enforcement strategies in the previous literature. A classical theory about rggulator

enforcement is established in Becker (1976), which claims thafptiveal enforcement strategy
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is exerting full forcé maximum enforcement and punishment. This theory is later modified by
numerous research. Fenn aneljanovski(1988), for example, retnalize why sometimes more
efficient allocation of limited resourcestails not prosecuting certain violators. Indeed, Glaeser
and Shleifer (2003) argue that the optimal choice of a law enforcement action is dependent upon
the vulnerability of law enfoement to subversion by interest groups. In recent decades, creative
approaches to enforcement other than fines and administrative penalties and more cooperative in
nature like information disclosure have affirmed their effectiveness in various circunssteece

in Konar and Cohen (1997) 0s (BRl)uatay relemde. Noto x i Cc S
surprisingly,as described by Gray and Shimshack (2011), such alternative enforcement measures
have been picking up steam, and there is a move away from tratiéidnrcement methods. This

is well exhibited by the context of tloairrent study, especially in the full arsenal of enforcement

instruments EPA is equipped with.

To this day, however, there has been mixed evidence regarding the effectiveness of these
informal, cooperative enforcement strategies relative to more traalitcmercive enforcement
strategies. Earnhart and Glicksman (2015) find that in terms of compliance with wastewater
discharge limits of chemical manufacturing facilities, better enviroteheranagement can result
from a more cooperative regulatory relagsbip. Harrison (1995), on the other hand, studies pulp
and paper industry in Canada and the U.S. and finds that compliance rates are much lower in
Canada, where a more cooperative straisgadopted, compared with the U.S., where a more

coercive strategis implemented.

Due to this inconclusive literature, it is possible that only a cooperative or coercive

enforcement style may be able to generate strong general deterrence Bifsetsif that is the
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case, mstead of assigning numeric values to different enforcement action groups and adding them
all up, we take an alternative approach by dividing the enforcement actions into either cooperative
or coercive in nature based on th& Braups assigned previouslgpecifically, we define an
enforcement action as cooperative if it belongs to enforcement groups 1, 2, 3, or 4; as coercive if
it belongs to enforcement groups 5, 6, or 7. This division is also based on the advice of Heather
Shovenfrom EPA. We generateudhmies for each of the two enforcement action types, so each
dummy represents ormoperative or coercive enforcement activve repeat the analyses in
equation (2), with the exception that we now calculate the average in the mfncbeperative

or coertve enforcement actions, where we used to calculate the average of enforcement action
intensity (represented by the enforcement action group numbers). As we can see in Table 6 below,
some intriguing patterns emerge. Only coercivieement actions appetar generate a general
deterrence effect, as exhibited by the doeffi ent of fAAvg. Cum. Coerci
St at e nthelother ha®d, cooperative enforcement actions seem to encourage more violations,
which means they arnot effective in deteng other systems from violating regulations. This
finding may then lend further credence to the suspicions over the effectiveness of more cooperative

and novel regul atory enforcement strategies t

In Table 7 we show the regressiagasults that test Hypothesis 1: the general deterrence
effect of a regulatords enf or ce meThe coefficieni ons i
for ATurnover Year * Avg. Cum. E nchnd (1% levele Nt Wi
and negfive. This means that general deterrence is stronger during legislature turnover years.
However, the coefficient for fAParty Change Ye

only marginally significant (10% level) and positiW&'e further explore teiphenomenon below.
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In Table 8, we repeat the analysis of Table 7, with the exception that we now use the
number of coercive enforcement actions as a proxy for enforcement instead. Using this
specification, we can now confirm thgeneral deterrence iggsiificantly (1% level) stronger
both duringegislature turnover years and years when party composition of state legislature
changes. Hence, we find supportffboy pot hesi s 1 that general deter

enforcemenactions is stronger dng regulator turnover.

In Table 9, we show the regression results that test Hypothesis 2: the general
deterrence effect of a regulatordés enforceme
resource constraints. The secaralumn looks at the sgboup of water systems in states with
belowmedian government general expenditure while the third column looks at the subgroup of
water systems in states with abewedian government general expenditlree coefficient for
A Av g m. Edfarcement Withinatt e L1060 i s highly significant
second column only. This means that general deterrence is stfongegulators with tighter

resource constraints, supporting Hypothesis 2

In Table 10, we show the negpsion results that te#lypothesis 3: the impact of a
regul atords resource constraints on the gener
more volatile resource levels. The first column looks at the subgroup of water systems in states
with below-median governmergeneral expenditure while the second and third columns further
divide the data used in the first column in half. The second column looks at the subgroup of water
systems in states with belemvedian standard deviation in governmeeneral expenditure while
the third column looks at the subgroup of water systems in states with-imieov@n standard

deviation in government general expenditirdne coef fi ci ent for AAvg. C
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State L1060 is hi ghlapnd nedatye in i teeacoldmns( Howevdr, éhe e | )
coefficient has a larger absolute value in the third, high standard deviation column. This means
that general deterrence is stronfmr regulators with more volatile resource levels, supporting

Hypothesis 3

In Table 11 and Table2] we show the regression results that test Hypothesis 4: A
regul atords enforcement action on a water Sy
enforcement actions on other systems when general deterrence is strongelrl Tahked to test
this hypothesis in the context of legislature turnover, while Table 12 is used to test this hypothesis
in the context of resource constraint. In Table 11, we can confirm from the significantly positive
sign of the coverfYyear tAvg Cum. Erbrr c efinfeunrtn oWi t hi n St at
regul atords enforcement action on a water sysI
enforcement actions on other systems when general deterrence is stronger during legislative
turnove years, as we discussedHypothesis 1. However, when we turn to Table 12, we see the
coefficient for HAAvg. Cum. Enforcement Within
water systems in states with belowedian government general expenditWihile this finding is
consistent with what a regulator might do under resource constrahtutdnot be rational for
firms to respond to such a regulatory enforcement pattern by exhibiting general deterrence. So
Hypothesis 4 is not supported in thentext of resource consiint of Hypotheses 2 & 3. Based on
these findings, we can claim that there is stronger support for the theory that learning about
regulator type drives general deterrence tharttibery that learning abouésource constraints

drives generatleterrence.

6 Robustness
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In our ordered logistic regression analysis studying enforcement action patterns, we first confirm
that the |l og transformation of the measur emen
replicate ofTable 11 ad Table 12vith log transformation of the violation measurement readings
instead of violation measurement per se is available upon request, so are the following tables

discussed in this section. The results are also robustlitgple variations of the adrol variables.

Perhaps more importantly, an important assumption we need to make using an ordered
logistic model is the proportional odds assumption, which implies that the relationship between
each pair of outcome group is the same. In order to téssiissumion is valid in our context,
we implement a likelihoodatio test of proportionality of odds across response categories as well
as a Brant test. Even though we havendt manag
far, we assume th#he assumtion cannot be perfectly fulfilled, as in most cases where an ordered
logistic model was used. Therefore, we need to find an alternative model. Ideally, we could use a
generalized ordered logistic model that relaxes the proportional odds éissuenm dbws for
heterogeneity of the effects of independent variables across different enforcement group cutoff
points. Unfortunately, convergence cannot be achieved after extended periods of trials. We also
consider using feasible generalized leagasgs (FGLE However, feasible GLS is most suitable
for data sets with a large number of periods and few panels, while the reverse is true when using
OLS with clusteredobust standard errors. So, in this case, an OLS model is probably more
suitable thara feasibleGLS. In the end, we use a simple OLS model as an alternative robustness

test. Reassuringly, the results are quite similar to those in Table 11 and Table 12

Could there be any problem with the grouping scheme of the enforcement action types?

Onemightnotc e t hat even though enforcement acti ons
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they are still characterized as enforcement actions. While this may not be a cause of concern in an
ordered logistic model, where only the ordinal value relatignistattersit is possible that it could

distort the results in our analysis. To address this concern, we use a modified grouping method,
recoding group 1 as group O, group 2 as group 1, all the way to recoding group 7 as group 6. The

results generated withis altenative grouping coding are consistent with our previous results.

In our main estimation, we discussed the use of heteroscedasticity and autocorrelation
consistent (HAC) Neweyest standard errors. As a robustness check, we repeat our analysis
usingNeweyWest standard errors for panel data, specifying a maximum lag of 2 ykars.are
some modest alterations in significance levels, but otherwise, the results are largely constant with

what was reported previously.

Finally, we try repeating theercinflated negative binomial regressions using a logit
model, with occurrence dummy of violations as the dependent variable instead of violations count.

However, convergence cannot be achieved using the logit model.

7 Conclusions and Discussions

Building onvarious streams of literature, this paper studies the origins of general deterrence effect.
The centerpiece of our empirical analysis, drinking water quality, has risen to one of the top social
issues in the country after the Flint water crisis, wigthPresident Obama to declare a state of
emergency (NPR, 2016). This, together with a series of water shortage crisis that has made
headlines across the globe, heightens the need for a deeper understanding of the water treatment

industry and its qualitgf sevice.
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We first find that general deterrence effect does exist. A water system may improve its
compliance performance when other systems in the same jurisdiction have been punished harshly.
However, this general deterrence effect only works when rif@aement actions are coercive
(severe) in nature. More cooperative enforcement actions on other systems in the past may actually
encourage a water system to be more reckless in complying with regulations. In empirically testing
our hypotheses, we comeltelieve that general deterrence is more likely born of the firms learning

about the regulatorsdé type/reputation rather

There also remains some work to be done on the enforcement patterns of the regulators. As
indicated by the coefficient of AAV Q. Cum. MCL Wi
stringency on a firm is positively correlated with the prior compliance performance of other firms
in its jurisdiction. The rationale behind this phenomenon is woitey@oration. Many normative
and positive styles of enforcement have been extensively discussed in the regulatory enforcement
literature (Becker, 1976; Demsetz, 1968; Fenn and Veljanovski, 1988; Viscusi, Harrington, &
Vernon, 2005). In studying regulatoepfacement standards, Brock and Evans (1985) highlight
a phenomenon that they called regulatory tieriagplying regulatory requirements differentially
according to the specific circumstances of each regulated firm. Under certain circumstances, tiered
regulation may even be Paresoperior to untiered regulations (Brock and Evans, 1985). There
have also been some extended discussions of bureaucratic discretion (Duflo, Greenstone, Pande,
and Ryan, 2018; Johnson, Kaufmann, and Zatidioaton, 1998; Weingasand Moran, 1983),
sometimes with the aim of achieving more effective enforcement, while leading to dubious welfare
outcomes at other times. While observations such as these acknowledge the flexibility a regulator

enjoys in applying regulations, they teiodoortrait a dyaeevel relationship between the firm and
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its regulator. Our preliminary analysis above

enforcement conditioning on not just its interactions with that firm, but also its inters.etit

other firms in its jurisdictionCooper and Kovacic (2012) use behavioral economics to argue that
flawed heuristics and myopia could make regulators behave in a way that caters to the needs of
their political overseers who seek maximized shantoutputs that garner political suppoather

than optimized social welfare. This implies a regulator may have incentives other than efficiency
enhancement to be more flexible and subjective in its application of regulatory enforcement, and
that the regularr may be subject to behavioral bias. the extent that regulatory captgaffont

and Tirole, 1991) may exist in the drinking water industry, we argue that the regulator may have
an incentive to enforce regulations in a way that conditions on the lgyenrfarmance of all water

systems ints jurisdiction.

It would also be interesting to further explore the seemingly counterintuitive spillover
effect of cooperative enforcement actions. Some literature has made a case for such spillover
effectsi enforement on one target will cause otheos targeted to increase violations or risky
behavior that may be subject to punishment (Lyon and Mayo, 2000; Eipadric, & Shimshack,

2015. There exist several possible justifications for such a spilloverteffer example,
neighboring firms notargeted by enforcement may decide that the enforcement action does not
represent a general shift in enforcement stringency, and that if any implicit or direct
competition/substitution exists between the firms, theghi®ring firms may increase their
prodiction, and thus violation to fill in the gap left by the restrained production or increase cost of
the targeted firm. Or the firms may have reason to believe there is some limited capacity or quota

for the regulatord impose sanctions, which means incegbpenalties on others implies fewer
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penalties on themselves. Further tests may shed light on what exactly is driving our finding

regarding cooperative enforcement actions.

Apart from these remaining questions, therent study contributes to our knowleglgn
the dynamic pattern of interactions between water systems and their regulators, and may serve as
a stepping stone for future studies on water management in the U.S. that hopefully will unearth
more micrelevel stucture that contributes to the inngreoations and mechanism of the individual
water systems underlying our findings. This research also provides practical implications by
shedding light on the ways we may utilize external pressure to change practicesemn
management in the U.S. and impeoperformance in the field, as well as other industries
fundamental to our society like energy and healthcare. As DiMaggio and Powell (1983) define a
regulatory agency to be an integral part of an organizationd| ietleeper understanding of the
pattens of regul atory enforcement and firmsoé res
woul d compl ement our knowl edge on firmsao Co
stakeholders like internal stakeholders aadial activist groups, leading to @re comprehensive
depiction of organizational behavior. In the end, our paper will facilitate future study on firm
behavior in the presence of external institutional pressure coming from private actors like social

actvists groups, on the grounds that wietthe patterns we observe here can be extended to that

context would be a worthy research question.
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9 Tables

TABLE3-1

MCL Violations Count for Each System

Violation Count Freq. Percent Cum.
0 70,878 55.95 55.95
1 21,066 16.63 72.58
2 11,427 9.02 81.6
3 6,742 5.32 86.92
4 4,321 3.41 90.33
5 2,892 2.28 92.61
6 2,059 1.63 94.24
7 1,426 1.13 95.36
é e e é

186 1 0 100
231 1 0 100
Total 126,684 100 100

146



TABLE3-2

Grouping of Enforcement Action Types

Code Name
Group 1
SO+ No Additional Formal Action Needed
SO0 No LongerSubject to Rule
SO6 Intentional Neaction
SOX Compliance Achieved
EO+ No Additional Formal Action Needed
EOO No Longer Subject to Rule
EO6 Intentional Neaction
EOX Compliance Achieved
Group 2
SO8 Other
SOy Variance/Exemption Issued
SOz State Turbidity Waiver Issued
EO8 Other
EQY Variance/Exemption Issued
EOZ Turbidity Waiver Issued
Group 3
SF2 Referred for Higher State Level Review
SFG Public Notification ssued
SFN Showcause Hearing
SIA Violation/Reminder Notice
SIB Compliance Meeting Conducted
SIC Tech Assistance Visit
SID Site Visit (Enforcement)
Sl CCR Followup Notice
EF2 Referred for Higher Level Review
EFN Showcause Hearing
EIA Violation/Reminder Notice
EIB Compliance Meeting Conducted
EIC TechAssistance Visit
EID Site Visit (Enforcement)
Ell CCR Followup Notice
SFH Boil Water Order
SFJ Formal NOV Issued
SIE Public Notification Requested
SIF Public Notification Received
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EFG Public Notification Issued
EFH Boil Water Order
EFJ Formal NOV Issued
EIE Public Notification Requested
EIF Public Notification Received
SF5 Hook-up/Extension Ban
SFL State Administrative/Compliance Order without penalty issued
Group 4
SFK BCA Signed
EFK BCA Signed
Group 5
EF! PAO Issued
EFL FAO Issued
SFM Administrative Penalty Assessed
SFO AO (with penalty) Issued
EF CFP Consent Order/Decree with Penalty
EF< Federal CFP Issued
EF= Federal CFP Default Judgement
Group 6
SF% Civil Case Concluds
SF3 Case Appealed
SF4 CaseDropped
SF9 Civil Case Referred to AG
SFP Civil Case Under Development
SFQ Civil Case Filed
SFR Consent Decree/Judgement
SFS Default Judgement
SFT Injunction
SFU Temporary Restraining Order/Preliminary Injunction
SO7 Unresolved
EF% FederalCivil Case Concluded
EF/ Federal 1431 (Emergency) Order
EF9 Civil Case Referred to DOJ
EFQ Civil Case Filed
EFR Consent Decree/Judgement
EFS Default Judgement
EFT Injunction
EFU Temporary Restraining Order/Preliminary Injunat
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EO7 Unresolved

Group 7
SF& Criminal Case Referred to AG
SFV Criminal Case Filed
SFW Criminal Case Concluded
EF& Federal Criminal Case Referred to DOJ
EFV Criminal Case Filed
EFW Criminal Case Concluded

TABLB-3

Enforcement Action Group for Each Violation

Enforcement Group Freq. Percent Cum.
1 45,898 63.48 63.48
2 275 0.38 63.86
3 19,743 27.31 91.17
4 2,056 2.84 94.01
5 3,976 5.5 99.51
6 356 0.49 100
Total 72,304 100 100
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TABLE3-4

Summary Statistics of Water Systems

All Systems Systems with Violations
Mean Std. Dev. Min. Max. Mean Std. Dev. Min. Max.
MCL Violations 0.05 0.44 0.00 106.00 1.70 1.87 1.00 106.00
Active Inspections 0.26 0.72 0.00 184.00 0.54 1.23 0.00 56.00
Private System 0.73 0.44 0.00 1.00 0.64 0.48 0.00 1.00
Population Served (thousands) 2.46 38.91 0.00 8271.00 2.77 33.77 0.00 8271.00
Water System Age 10.03 15.05 0.00 38.00 19.75 9.82 0.00 38.00
Uses Ground Water 0.90 0.30 0.00 1.00 0.88 0.32 0.00 1.00
General Expenditure (millions) 44888.79 53600.88 2770.08 277247.90 48615.61 61913.83 2770.08 277247.90
All Toxic, Pounds (millions) 3.25 86.40 0.00 3700.00 0.66 41.90 0.00 3700.00
Chemicals 8646.22 25700.61 0.00 297669.00 11444.11 34204.39 0.00 297669.00
Fertilizer, Lime, & Soil Conditioners  12124.96 21396.70 0.00 216341.00 14655.52 26895.23 0.00 216341.00
Unemployment Rate 8.86 2.63 0.00 29.00 8.74 2.80 0.70 29.00
Poverty Rate 14.48 5.07 2.10 47.90 14.76 5.33 2.10 47.90
Educational Attainment 26.09 10.01 4.40 60.40 25.26 10.12 4.40 60.40
Newspaper Circulation per Capita 0.24 0.15 0.00 4.64 0.23 0.15 0.00 2.44
Nominate Score 0.00 0.24 -0.52 0.83 0.05 0.27 -0.52 0.83
Integrity Score 62.57 5.29 51.00 76.00 62.98 5.01 51.00 76.00
Corruption Convictions 304.01 243.77 16.00 934.00 273.18 232.53 16.00 934.00

Per annum
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TABLE3-5

Water Systems' Violations of Water Quality Regulations (Zerelnflated Negative

Binomial)
General Deterrence
Models: 1 \ 2 \ 3
DEPENDENT VAR: Violations Count
Avg. Cum. Enforcement L1 1.056*** 1.060*** 1.057***
(0.0139) (0.0139) (0.0139)
Avg. Cum. MCL Within State L1 -0.461*** -1.567***
(0.0877) (0.184)
Avg. Cum.Enforcement Within State L1 -0.0861* 0.657***
(0.0500) (0.106)
Avg. Active Inspetions L1 0.237*** 0.237*** 0.236***
(0.00972) (0.00972) (0.00969)
Private System -0.0751*** -0.0744*** -0.0745***
(0.0124) (0.0124) (0.0124)
Population Servefthousands) -0.00114***  -0.00114***  -0.00114***
(0.000258) (0.000259) (0.000258)
Squareof Population (thousands) 1.57e0Q7*** 1.57eQ7*** 1.56eQ7***
(3.19e08) (3.19e08) (3.18e08)
Water System Age 0.0320*** 0.0319*** 0.0319***
(0.000491) (0.000491) (0.000491)
Uses Ground Water -0.0579*** -0.0576*** -0.0572***
(0.0194) (0.0194) (0.0194)
All Toxic, Pounds 4.82e10** 4.84e10** 4.96e10***
(1.90e10) (1.90e10) (1.90e10)
Chemicals 1.09e06* 1.07e06* 1.09e06*
(6.20e07) (6.20e07) (6.21e07)
Fertilizer, Lime, & Soil Conditioners 4.75e06*** 4.76e06*** 4.76e06***
(7.34e07) (7.33e07) (7.35e07)
Unemployment Rate -0.00344 -0.00343 -0.00341
(0.00322) (0.00322) (0.00322)
Poverty Rate -0.00124 -0.00121 -0.00123
(0.00154) (0.00154) (0.00154)
Educational Attainment -0.000453 -0.000445 -0.000423
(0.000626) (0.000626) (0.000626)
Newspaper Circulation per Capita -0.091 1 *** -0.0911*** -0.0921 ***
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(0.0344) (0.0344)
Nominate Score -0.356*** -0.351***
(0.0422) (0.0420)
Integrity Score -0.0326*** -0.0328***
(0.00548) (0.00548)
Corruption Convictions 0.000371 0.000371
(0.000232) (0.000232)
Constant -3.288*** -3.285***
(0.329) (0.328)
Observations 4,151,115 4,151,115

(0.0344)
-0.361%+
(0.0424)
-0.0329%+*
(0.00647)
0.000351
(0.000232)
-3.258%+
(0.328)

4,151,115

Robust standard errors clustered at the systesl i parentheses
*** n<0.01, ** p<0.05, * p<0.1
With state and year fixed effects
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Quality Regulation Violations - Cooperative vs. Coercive Enforcements

General Deterrence

Models: 1 2 3
DEPENDENT VAR: Violations Count
Avg. Cum. Cooperative EnforcementL1 2.622%*+ 2.571%**
(0.0469) (0.0483)
Avg. Cum. Cooperative Enforcement Within State L1~ 1.000*** 1.106***
(0.307) (0.299)
Avg. Cum. Coercive Enforcement L1 2.549%** 2.229%**
(0.140) (0.138)
Avg. Cum.Coercive Enforcement Within State L1 -6.640%** -5.705%**
(1.001) (1.061)
Avg. Cum. MCL Within State L1 0.797*** 2.219%** 0.879***
(0.110) (0.0943) (0.112)
Avg. Cum. Active Inspections L1 0.312%** 0.329*** 0.305***
(0.0110) (0.0119) (0.0107)
Private System -0.127*** -0.155*** -0.121%**
(0.0156) (0.0167) (0.0151)
Population Served (thousands) -0.00134*** -0.00134*** -0.00139***
(0.000327) (0.000323) (0.000307)
Square of Population (thousands) 1.78e07*** 1.77e07** 1.85e0Q7***
(4.07e08)  (4.03e08)  (3.80e08)
Water System Age 0.0350***  0.0374***  0.0347***
(0.000589) (0.000626) (0.000581)
Uses Ground Water -0.129%** -0.109*** -0.123***
(0.0252) (0.0274) (0.0245)
All Toxic, Pounds 5.54e10** 5.07el1l0** 5.63el0***
(2.17e10)  (2.16e10) (2.17e10)
Chemicals 1.74e06** 2.19e06***  1.57e06**
(7.52e07) (8.31e07) (7.46e07)
Fertilizer, Lime, & Soil Conditioners 4.67e06** 4.92e06*** 4.81e06***
(8.80e07)  (9.58e07)  (8.72e07)
Unemployment Rate -0.00573  -0.00852** -0.00534
(0.00381) (0.00413)  (0.00373)
Poverty Rate -0.00221 -0.00167 -0.00210



Educational Attainment
Newspaper Circulation per Capita
Nominate Score

Integrity Score

Corruption Convictions

Constant

Observations

(0.00187)  (0.00199)
-0.00168**  -0.00239***
(0.000783)  (0.000825)

-0.129%*  -0.114*

(0.0416)  (0.0460)
“0.244%+% 0,338+

(0.0496)  (0.0562)
-0.0317%*  -0.0302%**
(0.00604)  (0.00618)
0.000424*  0.000384

(0.000245)  (0.000247)

“3.219%* 3,206
(0.360) (0.365)
4,151,115 4,151,115

(0.00181)
-0.00134*
(0.000762)
-0.125+
(0.0411)
-0.244%+
(0.0469)
-0.0320%**
(0.00595)
0.000418*
(0.000245)
-3.234%+
(0.353)

4,151,115

Robust standard errors clustered at the system level in parentheses

*** p<0.01, ** p<0.05, * p<0.1
With state and yeaided effects
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TABLE3-7

General Deterrence- Legislature Turnover (Zero-Inflated Negative Binomial)

General Deterrence

Party Change

Year

Violations Count

Turnover
Models: Year
DEPENDENT VAR:
Avg. Cum. Enforcement L1 1.057***
(0.0139)
Avg. Cum. MCL Within State L1 -1.433***
(0.185)
Avg. Cum. Enforcement Within State L1 0.953***
(0.107)
Turnover Year * Avg. CumEnforcement Whin State L1 -0.791***
(0.0653)
Party Change Year * Avg. Cum. Enforcement Within Stat
L1
Avg. Active Inspections L1 0.236***
(0.00973)
Private System -0.0748***
(0.0124)
Population Senat (thousands) -0.00113***
(0.000258)
Square of Population (thousands) 1.56eQ7***
(3.18e08)
Water System Age 0.0319***
(0.000491)
Uses Ground Water -0.0573***
(0.0194)
All Toxic, Pounds 4.96e10***
(1.90e10)
Chemicals 1.07e06*
(6.20e07)
Fertilizer, Lime, & Soil Conditioners 4.77e06***
(7.33e07)
Unemployment Rate -0.00346
(0.00323)
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1.294%#
(0.0169)

-0.733%+
(0.246)

-1.484%+
(0.174)

0.195*
(0.0996)
0.268%**
(0.0132)
-0.109%**
(0.0152)
-0.000398
(0.000267)
6.81e08**
(3.3308)
0.0542++
(0.000624)
0.0357
(0.057)
5.9910%+*
(1.86e10)
-2.76€06%*
(8.70e07)
8.06806*+*
(9.3207)
-0.00106
(0.00396)



Poverty Rate

Educational Attainment

Newspaper Circulation per Capita

Nominate Score

Integrity Score

Corruption Convictions

Constant

Observations

-0.00124
(0.00154)
-0.000423
(0.000627)
-0.0933%**
(0.0344)
-0.356*+
(0.0424)
-0.0329%+*
(0.00548)
0.000355
(0.000233)
-3.263%+
(0.328)

4,151,115

-0.00443*
(0.00185)
0.00228***
(0.000766)
-0.102**
(0.0411)
0.178%**
(0.0659)
-0.0301%+*
(0.00782)
-0.000293
(0.000295)
-3.770%*
(0.445)

3,086,643

Robust standard errordustered at the system level in parentheses

*% n<0.01, ** p<0.05, * p<0.1
With state and year fixed effects
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TABLE3-8

Coercive Enforcement GeneraDeterrence- Legislature Turnover (Zero-Inflated

Negative Binomial)

Models:
DEPENDENT VAR:

Coercive Enforcement General

Deterrence
Turnover Party Change
Year Year

Violations Count

Avg. Cum. Coercive Enforcement L1

Avg. Cum. MCL Within State L1

Avg. Cum. Coercive Enforcement Within State L1

Turnover Year * Avg. Cum. Coercive Enforcement Within

State L1

Party Change Year * Avg. Cum. Coercive Enforcement

Within State L1

Avg. Active Inspections L1
Private System

Population Servefthousands)
Square of Population (thousands)
Water System Age

Uses Ground Water

All Toxic, Pounds

Chemicals

Fertilizer, Lime, & Soil Conditioners
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2.530%k
(0.140)

2,288

(0.0941)
-0.332
(1.113)

-16.00%+
(1.037)

0.330%**
(0.0119)
-0.154%
(0.0167)
-0.00134%+*
(0.000323)
1.78e07*
(4.03€08)
0.0374%
(0.000626)
-0.109%+*
(0.0274)
5.07e10*
(2.16€10)
2.1806*+*
(8.31e07)
4.93606*+*
(9.57€07)

3.930%**
(0.214)
0.397*
(0.147)
14.33%
(4.705)

-40.45%+
(4.906)
0.324%**
(0.0163)
-0.192%+*
(0.0195)
-9.97e05
(0.000321)
2.65e08
(4.06€08)
0.0606***
(0.000722)
0.0613*
(0.0351)
6.23e10%*
(2.08e10)
-2.97e06**
(1.25€06)
9.13e06**
(1.27€06)



Unemployment Rate -0.00839**

(0.00412)
Poverty Rate -0.00164
(0.00199)
Educational Attainment -0.00234***
(0.000824)
Newspaper Circulation per Capita -0.115**
(0.0460)
Nominate Score -0.335***
(0.0562)
Integrity Score -0.0309%***
(0.00617)
Corruption Convictions 0.000383
(0.000247)
Constant -3.245%**
(0.363)
Observations 4,151,115

-0.00372
(0.00489)
-0.00483**
(0.00234)
0.00177*
(0.000911)
-0.141%%
(0.0512)
0.149*
(0.0871)
-0.0250%+*
(0.00869)
-0.00(B67
(0.000342)
-3.968*+
(0.491)

3,086,643

Robust standard errors clustered at the system level in parentheses
*** n<0.01, ** p<0.05, * p<0.1
With state and year fixed effects
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TABLE3-9

General Deterrence- ResourceConstraint (Zero-Inflated Negative Binomial)

General Deterrence

Models: All ‘ Low Expenditure ‘ High Expenditure
DEPENDENT VAR: Violations Count
Avg. Cum. Enforcement L1 0.914*** 0.976*** 0.870***
(0.0153) (0.0218) (0.0209)
Avg. Cum. MCLWithin State L1 -3.265*** -1.187*** -2.308***
(0.229) (0.312) (0.464)
Avg. Cum. Enforcement Within State L~ 0.763*** -2.159%** 0.564***
(0.128) (0.231) (0.206)
Avg. Active Inspections L1 0.215*** 0.188*** 0.243***
(0.0117) (0.0181) (0.0128)
Private System -0.00280 0.0855*** -0.0869***
(0.0149) (0.0189) (0.0226)
Population Served (thousands) -0.00264*** -0.00277*** -0.00325***
(0.000593) (0.00105) (0.000650)
Square of Population (theands) 3.53eQ7*** 3.60eQ7*** 8.81eQ7***
(7.01e08) (1.26e07) (1.69e07)
Water System Age 0.0142%** 0.0121 %+ 0.0157***
(0.000595) (0.000756) (0.000913)
Uses Ground Water -0.214*** -0.3171%** -0.143***
(0.0219) (0.0291) (0.0322)
All Toxic, Pound -7.80e08*** -5.19e08*** -7.47e08***
(1.24€08) (1.57e08) (1.50e08)
Chemicals 3.87e06*** 2.16e08 2.72e06***
(7.16e07) (3.03e06) (8.62e07)
Fertilizer, Lime, & Soil Conditioners 1.76e06** 3.98e06** 2.69e06**
(8.81e07) (1.83e06) (1.11e-06)
Unemployment Rate -0.00188 0.0130** -0.00724
(0.00393) (0.00514) (0.00561)
Poverty Rate 0.000520 -0.00408* 0.00272
(0.00193) (0.00237) (0.00290)
Educational Attainment -0.00169** 0.00354*** -0.00614***
(0.000765) (0.000965) (0.00120)
Newspaer Circulation per Capita -0.0772* 0.208*** -0.440%**
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Nominate Score
Integrity Score

Corruption Convictios

Constant

Observations

(0.0428)
-0.132*
(0.0517)
-0.0321*+
(0.00586)
0.00108***
(0.000333)
J1.142%%
(0.357)

1,524,294

(0.0536)
0.693%+*
(0.0776)
-0.0278*++
(0.00599)
0.00259%**
(0.000341)
~1.971%+
(0.369)

787,738

(0.0669)
-0.527*+
(0.0887)
0.988***
(0.148)
-0.000247
(0.000610)
-65.85*+*
(9.282)

736,556

Robust standard errors clustered at the sydwmal in parentheses

*+k 0 <0.01, ** p<0.05, * p<0.1
With state and year fixed effects
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TABLE3-10

General Deterrence- Resource Constraint Variance (Zerelnflated Negative Binomial)

General Deterrence

Low High
Expenditure Expenditure
Models: All Variance Variance
DEPENDENT VAR: Violations Count
Avg. Cum. Enforcement L1 0.976*** 1.057*** 0.904***
(0.0218) (0.0353) (0.0271)
Avg. Cum. MCL Within State L1 -1.187*** -0.453 -3.166***
(0.312) (0.367) (0.552)
Avg. Cum. Enforcement Withint&te L1 -2.159%** -1.582*** -1.819%**
(0.231) (0.309) (0.363)
Avg. Active Inspections L1 0.188*** 0.1471%** 0.357***
(0.0181) (0.0206) (0.0266)
Private System 0.0855*** -0.00916 0.173***
(0.0189) (0.0299) (0.0241)
Population Served (thousands) -0.00277*** -0.00230 -0.000899
(0.00105) (0.00186) (0.00184)
Square of Population (thousands) 3.60e07*** 2.98e07 -5.95e06
(1.26e07) (2.24e07) (5.79e06)
Water System Age 0.0121%** 0.0106*** 0.0131***
(0.000756) (0.00104) (0.00108)
Uses Ground Wat -0.311*** -0.332*** -0.246***
(0.0291) (0.0443) (0.0387)
All Toxic, Pounds -5.19e08*** -5.28e08** -4.61e08**
(1.57e08) (2.56e08) (1.94€08)
Chemicals 2.16e08 -4.10e06 -3.75e07
(3.03e06) (5.21e06) (3.94€06)
Fertilizer, Lime, & Soil Caditioners 3.98e06** 7.48e06*** 3.27e06
(1.83e06) (2.74e06) (2.58e06)
Unemployment Rate 0.0130** 0.0311*** -0.00345
(0.00514) (0.00767) (0.00692)
PovertyRate -0.00408* -0.0215*** 0.0103***
(0.00237) (0.00349) (0.00326)
Educational Attainmen 0.00354*** 0.00659*** -5.83e05
(0.000965) (0.00141) (0.00134)
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Newspaper Circulation per Capita
Nominate Score

Integrity Score

Corruption Convictions

Constant

Observations

0.208%**
(0.0536)
0.693%+*
(0.0776)
-0.0278%+*
(0.00599)
0.00259%**
(0.000341)
-1.971%
(0.369)

787,738

0.291 %+
(0.0742)
1.420%+

(0.126)

-0.0145**
(0.00669)
0.00179
(0.00157)

-3.196%+*
(0.415)

441,676

0.0807
(0.0745)
0.253**
(0.0995)

-0.182%++
(0.0325)
0.00241%*
(0.000332)
7.550%+*
(2.034)

346,062

Robust stadard errors clustered at the system level in parentheses

*** p<0.01, ** p<0.05, * p<0.1
With state and year fixed effects
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TABLE3-11

Enforcement Actions- Legislature Turnover (Ordered Logit)

Enforcement Patterns

Party Change

Year

Enforcement Action Group

Turnover
Models: Year
DEPENDENT VAR:
Standardized Violation Measure 0.0364***
(0.0136)
Avg. Cum. MCL L1 0.0592***
(0.0116)
Avg. Cum. MCL Within State L1 -4.328***
(0.881)
Avg. Cum. Enforcement Within State L1 1.922%**
(0.376)
Turnover Year * Avg. CumEnforcement Within State
L1 0.807***
(0.130)
Party Change Year * Avg. Cum. Enforcement Within
State L1
Avg. Cum. Actve Inspections L1 -0.0614**
(0.0272)
Private System -0.0107
(0.0868)
Population Served (thousands) -0.00258
(0.00424)
Square of Population (thousands) 3.03e06
(3.64e06)
Water System Age 0.00660*
(0.00364)
Uses Ground Water 0.181*
(0.103)
All Toxic, Pounds -1.15e09***
(4.12e10)
Chemicals -2.16e06
(2.62e06)
Fertilizer, Lime, & SoilConditioners 3.46e06
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0.0336
(0.0247)
0.0214
(0.0233)
1.630
(1.703)
-0.868
(1.066)

0.0330
(0.366)
0.00533
(0.0379)
-0.0748
(0.109)
0.00110
(0.00422)
-1.91e07
(3.54e06)
-0.00623
(0.00836)
0.00688
(0.116)
-9.50e10**
(3.76e10)
6.26e06
(5.10e06)
-2.21e06



Unemployment Rate

Poverty Rate

Educational Attainment

Newspaper Circulation per Giéa

Nominate Score

Integrity Score

Corruption Convictions

Observations
Number of idn

(3.37€06)
0.00567
(0.0190)
-0.00818

(0.00992)

-0.0133*

(0.00543)

0.243
(0.269)
-0.222
(0.288)

-0.128%**
(0.0280)
0.000961

(0.00243)

72,304
72,304

(5.73e06)
0.00189
(0.0281)
-0.0120
(0.0142)
-0.0102

(0.00642)

0.145
(0.276)
-0.581
(0.485)
-0.0378

(0.0322)
2.26e05

(0.00282)

24,600
24,600

Robust standard errors clustered at the system ley@ii@ntheses

*** p<0.01, ** p<0.05, * p<0.1

With state, rule code, and year fixed effects
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TABLE3-12

Enforcement Actions- Resource Constraint (Ordered La@it)

Enforcement Patterns

Models: All ‘ Low Expenditure ‘ High Expenditure
DEPENDENT VAR: Enforcement Action Group
Standardized Violation Measure 0.0309** 0.00858 0.0218
(0.0136) (0.0284) (0.0159)
Avg. Cum. MCL L1 0.0568*** 0.0214** 0.0968***
(0.0111) (0.0105) (0.0178)
Avg. Cum. MCLWithin State L1 -3.738*** 7.462%** -5.428***
(0.861) (1.732) (2.202)
Avg. Cum. Enforcement Within State L~ 1.672*** -5.806*** 2.226***
(0.377) (1.081) (0.492)
Avg. Cum. Active Inspections L1 -0.0910*** 0.00324 -0.0757**
(0.0301) (0.0291) (0.0378)
Private System -0.0564 0.0833 -0.0866
(0.0924) (0.121) (0.129)
Population Served (thousands) -0.00637 -0.00763 -0.00696
(0.00522) (0.00481) (0.00555)
Square of Population (thousands) 6.31e06 7.13e06* 7.34e06*
(4.29e06) (4.11e06) (4.30e06)
Water System Age 0.00695* 0.00118 0.0110**
(0.00363) (0.00563) (0.00468)
Uses Ground Water 0.289** -0.0612 0.714%**
(0.122) (0.150) (0.181)
All Toxic, Pounds -3.07e0Q7*** 1.58e07 -5.12eQ7***
(1.05e07) (1.53e07) (1.20e07)
Chemicals -2.16e06 4.45e05** -5.78e06*
(2.85e06) (2.20e05) (3.05e06)
Fertilizer, Lime, & Soil Conditioners 3.10e06 -2.67e05* 7.61e06*
(3.69€06) (1.61e05) (3.89e06)
Unemployment Rate 0.00241 -0.0236 0.0114
(0.0196) (0.0226) (0.0251)
Poverty Rate -0.00766 -0.00435 -0.000520
(0.0106) (0.0179) (0.0137)
Educational Attainment -0.0135* -0.0142** -0.0131
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Newspaper Circulation per Capita

NominateScore

Integrity Score

Corruption Convictions

Observations
Number of idn

(0.00597)
0.196
(0.309)
-0.699*
(0.320)
-0.145+
(0.0284)
0.000223
(0.00235)

62,696
62,696

(0.00689)
0.151
(0.345)
-0.164
(0.427)
-0.163*+
(0.0369)
0.00560
(0.00576)

25,474
25474

(0.00924)
0.510
(0.508)
~1.749%+
(0.609)
0.332
(0.566)
-0.00108
(0.00239)

37,222
37,222

Robust standard errors clustered at the system level in parentheses

*** p<0.01, ** p<0.05, * p<0.1

With state, rule code, and year fixed effects
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