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ABSTRACT

This dissertation focuses on the interaction between public policy and the U.S. labor

market, and its consequences for the economic opportunities available to American

women and children. I focus on two public policies designed to enhance opportunities

for less advantaged groups: The United States’ first large-scale expansion of paid

maternity benefits, and the launch of the Head Start preschool program in the 1960s

and 1970s. The common thread in these essays is the use of large-scale data and

transparent metholodologies to examine the interactions between these policies and

individuals’ outcomes in the labor market.

The first chapter provides the first evidence of the effect of a U.S. paid maternity

leave policy on the long-run outcomes of children. I exploit variation in access to

paid leave that was created by long-standing state differences in short-term disability

insurance coverage and the staggered enactment of laws that banned discrimination

against pregnant workers in the 1960s and 1970s. While the availability of these

benefits sparked a substantial expansion of leave-taking by new mothers, it also came

with a cost. I find the enactment of paid leave led to shifts in labor supply and

demand that decreased wages and family income among women of child-bearing age.

In addition, the first generation of children born to mothers with access to maternity

leave benefits were 1.9 percent less likely to attend college and 3.1 percent less likely

to earn a four-year college degree.

Chapter 2 examines the labor-market consequences of a broad expansion of access to

paid maternity benefits. The theoretical implications of maternity leave policies are

xii



ambiguous, with the potential for positive effects that stem from greater attachment

to the labor force among mothers but also negative effects that could result from shifts

in relative labor demand. I show that the enactment of maternity benefits through

STDI slowed the convergence of the gender wage ratio by 31 percent between 1975

and 1985. I also provide evidence that this effect was driven in large part by ap-

parent substitution of men for women into high-profile professional and management

positions.

The third chapter, with Martha J. Bailey and Shuqiao Sun, evaluates the long-run

effects of Head Start using large-scale, restricted 2000-2013 Census-ACS data linked

to date and place of birth in the SSA’s Numident file. Using the county-level rollout

of Head Start between 1965 and 1980 and state age-eligibility cutoffs for school entry,

we find that participation in Head Start is associated with increases in adult hu-

man capital and economic self-sufficiency, including a 0.29-year increase in schooling,

a 2.1-percent increase in high-school completion, an 8.7-percent increase in college

enrollment, and a 19-percent increase in college completion. These estimates imply

sizable, long-term returns to investing in large-scale preschool programs.
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CHAPTER I

The Long-Run Effects of America’s First Paid

Maternity Leave Policy

1.1 Introduction

As the role of women in the labor force has grown over the last 50 years, so too

has interest in parental leave. Billed as a means to promote child health and help

women pursue more continuous, higher-paying careers, nearly every developed nation

has adopted policies providing income and job protection to new mothers who take

leave as long as one year or more (OECD, 2018). Even in the United States, where

maternity leave benefits are allotted far less generously, policymakers and analysts

from a wide range of backgrounds have coalesced around the idea that an expansion of

paid leave would benefit families and the economy overall (The White House Council

of Economic Advisers, 2014; Sholar, 2016).

Despite this growing consensus, little evidence exists on the potential long-run effects

of parental leave policies. While a robust body of literature has documented the pos-

itive effect that parental leave policies have on the use and length of maternity leave

among working women (Han, Ruhm and Waldfogel, 2009; Waldfogel, 1999; Baum,

2003; Berger and Waldfogel, 2004; Baum and Ruhm, 2016; Byker, 2016; Rossin-Slater,

Ruhm and Waldfogel, 2013), less is known about the consequences for women’s labor-

market outcomes or the health and human capital of children. Economists have long

1



understood that mandated parental leave benefits could in theory affect the labor-

market prospects of women (Summers, 1989; Gruber, 1994), but recent reviews have

concluded that “no obvious consensus on the labor market impact of parental leave

rights and benefits emerges from the empirical literature” (Olivetti and Petrongolo,

2017). Furthermore, proponents of parental leave argue that it promotes child health

and human capital in the long run by giving mothers and infants more time to bond

at a critical period of development (Rossin-Slater, 2018). However, these theoret-

ical effects have proven much more challenging to test empirically, largely because

most relevant public policy changes are so recent that the first generations of children

exposed to these mandates have not fully reached adulthood.

This paper provides new evidence on parental leave’s long-run effects by exploit-

ing a little-studied interaction between U.S. disability policy and anti-discrimination

statutes enacted in the 1960s and 1970s. My research design draws on long-standing,

cross-state variation in the availability of short-term disability insurance (STDI).

These insurance policies, which were originally designed to provide income insurance

for temporarily disabled manual laborers, became a source of paid maternity leave

benefits when a series of state and federal anti-discrimination laws required them

to cover childbirth as a disability. The enactment of these anti-discrimination laws,

therefore, expanded paid maternity leave benefits to millions of American women

– disproportionately in states where wider STDI coverage gave the policy more

“bite.”

I use the staggered enactment of these anti-discrimination laws and the pre-existing,

cross-state variation in access to STDI to estimate the impact of the enactment of

paid leave on a suite of important outcomes, including leave-taking, employment,

wages, and the long-run human capital accumulation of children. I use a generalized

difference-in-difference empirical strategy that compares outcomes before and after

the enactment of STDI maternity benefits, and in states with different pre-existing

levels of STDI coverage (Card, 1992). My main analysis relies on data from two

sources. First, I use the 1973-1987 Current Population Survey (CPS) May and Mul-

2



tiple Outgoing Rotation Group files to estimate effects on hourly wages, employment,

and family income. In addition, I examine the long-run effects on children using

confidential microdata from the long-form 2000 Census and the 2001-2016 American

Community Survey (ACS) matched to administrative records on the date and place

of birth from the Social Security Administration’s Numident file. These data repre-

sent about one fifth of the U.S. population and provide sample sizes large enough to

distinguish potentially small effects.

My research design relies on the assumption that paid leave is the only factor driving

the relationship between STDI coverage, anti-discrimination laws, and the outcomes

of women and children. I provide several pieces of evidence that suggest this as-

sumption is valid. I find no evidence that the roll-out of paid maternity benefits was

correlated with receipt of benefits from the Earned Income Tax Credit (EITC), Food

Stamps, and welfare programs. In addition, a balance test proposed by Pei, Pischke

and Schwandt (2018) suggests the reform was largely uncorrelated with important

changes in demographic characteristics of the population.

Consistent with the theoretical implications of a mandated paid leave benefit, I find

evidence that the responses of firms and workers to this new benefit led to a decrease

in hourly wages of 4 to 5 percent for women, with no statistically significant changes

in women’s employment. The effects on wages are highly robust and persistent, but I

find no comparable evidence of an effect on men’s labor-market outcomes. Moreover,

these negative effects on wages and employment combined to generate a decrease

in family income that was concentrated among women in the middle of the income

distribution.

I also present evidence that this deterioration in women’s labor-market conditions

imposed costs on the next generation. I find that the children of mothers exposed

to STDI maternity benefits achieved worse human capital outcomes in the long run,

a result driven by a 1.9 percent decrease in college attendance and a 3.1 percent

decrease in the likelihood of earning a 4-year college degree. My estimates of negative

3



effects on women’s family income suggests that these results may be driven by a

decrease in family resources during children’s formative years. The magnitudes of

these long-run impacts are consistent with previous estimates of the effect of measures

of family resources on child outcomes (Aizer et al., 2016; Stuart, 2018), and they are

economically meaningful. For instance, the effect of exposure to STDI maternity leave

benefits at birth is large enough to offset roughly one-sixth of the long-run educational

benefit enjoyed by Head Start attendees and one-quarter of the benefit accrued to

prenatal Medicaid beneficiaries (Brown, Kowalski and Lurie, 2015; Bailey, Sun and

Timpe, 2018).

While this paper is the first to report the long-run effects of a maternity leave policy

on American children, my results contrast starkly with the benefits enjoyed by Nor-

wegian children born just after an expansion of paid leave in 1977 (Carneiro, Løken

and Salvanes, 2015). While the Norwegian and U.S. labor markets have important

institutional differences that may contribute to these opposite-signed results, the dis-

parity also highlights a tradeoff inherent in regression discontinuity designs, which

often can be used to estimate treatment effects with a high degree of internal valid-

ity but may also net out policy-relevant general equilibrium effects. Overall, these

estimates suggest that while paid leave policies confer important benefits on working

mothers, they may also carry potentially significant costs that should be incorporated

in any comprehensive analysis of such policies.

1.2 The creation of America’s first paid maternity leave pol-

icy

The United States is widely known to be an outlier among developed nations when

it comes to parental leave. Roughly 60 percent of workers are eligible for unpaid,

job-protected leave through the Family and Medical Leave Act (Klerman, Daley and

Pozniak, 2012). In addition, a handful of states have enacted paid family leave pro-

grams in the last 15 years. However, no national policy guarantees paid leave for

4



parents who wish to take time away from work before or after the birth of a new

child. In fact, while most new parents in Europe and Canada enjoy generous allot-

ments of leave, in 2017 only 15 percent of private-industry workers in the United

States report having access to paid family leave (U.S. Bureau of Labor Statistics,

2017).

Less well-known is the fact that many American mothers have access to paid maternity

leave through STDI. These policies are required to pay benefits to new mothers by

anti-discrimination laws that were enacted nationally in 1979 and even earlier in

some U.S. states. The passage of these laws, coupled with pre-existing differences in

access to STDI across U.S. states, led to the state-by-state implementation of a paid

maternity leave mandate that offers an opportunity to evaluate the long-run effects

of such a policy in a U.S. context.

1.2.1 The role of state disability laws and

anti-discrimination policy

The U.S. short-term disability insurance industry got its start in the mid-19th century

and grew substantially over the next century, driven by the demand for a source

of income replacement for temporarily disabled workers (Faulkner, 1940). While

coverage varied widely across states and industries, by 1954 the industry covered

about 48 percent of workers in most states, with coverage more widespread among

unionized workers and large firms (Price, 1986; Levy, 2004). However, coverage is

much wider in five states and Puerto Rico, where state law makes access to STDI

virtually universal. Rhode Island became the first state to expand access to disability

insurance in 1942 when lawmakers created the Cash Sickness Compensation System

with the goal of offering wage replacement that nearly all workers could draw on in

the case of an illness or injury. California, New Jersey, and New York followed suit

in the next few years, while Hawaii and Puerto Rico adopted their own programs in

the 1960s (Kamerman, Kahn and Kingston, 1983; Wisensale, 2001). This progression

resulted in wide variation across states in access to STDI, with the state-level share
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covered dependent on the industrial mix in most states but nearly universal for the

large fraction of workers in states with STDI guarantees.

This pre-existing variation in STDI coverage became particularly consequential for

working women when a series of state and federal laws effectively required them to

cover childbirth as a disability. The change came as women’s rights groups spoke

out against policies around the country that disadvantaged working women, such as

insurance policies – including STDI – that excluded coverage of pregnancy. During

the 1970s, more than a dozen states enacted policies forbidding discrimination against

pregnant workers. While these laws came in a variety of forms – including acts of

the legislature in Montana in 1972 and Maryland in 1977, administrative rulings in

Kansas in 1975 and Illinois in 1976, and state supreme court decisions such as those

in Iowa in 1975 and New York in 1976 – the end result was similar: group STDI plans

could no longer exclude childbirth as a covered disability. When Congress approved

the Pregnancy Discrimination Act of 1978, the same policy was imposed on the rest

of the nation, effectively creating America’s first paid maternity leave policy.1

1.2.2 Characteristics of STDI maternity coverage

The STDI maternity benefits provided to women were relatively modest by the stan-

dards of most OECD countries. They generally covered between one-half and two-

thirds of usual weekly wages and lasted between 6 and 10 weeks. While the anti-

discrimination laws offered no formal guarantee that a mother’s job would be pro-

tected, they did require that women on maternity leave receive treatment equal to

that afforded to others who were absent due to a disability. This formulation could

cut both ways: While it afforded “soft” job protection to women at firms that allowed

disability leave, it did not preclude employers from uniformly revoking the right to

disability leave from all workers.

1To assemble evidence on the enactment of state anti-discrimination laws, I rely on several pri-
mary and secondary sources, including Congressional testimony, correspondence with state officials,
newspaper articles, and published histories of anti-discrimination laws (Gladstone, Williams and Be-
lous, 1985; Kamerman, Kahn and Kingston, 1983; U.S. Senate, 1979; U.S. House of Representatives,
1977). The history of these laws is described further in Appendix A.
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In practice, the reform amounted to a large expansion of paid leave at a time when

American women received few maternity benefits. Figure 1.1a illustrates the variation

in maternity benefit receipt over time that was created by the enactment of anti-

discrimination laws in two states with available data, California and New York. The

figure plots STDI pregnancy claims as a share of births to residents of each state.

With the exception of complications from childbirth, neither state provided STDI

benefits to new mothers before pregnancy coverage was extended in 1977. However,

the reform led to a sharp increase in benefit receipt, leveling off at roughly 25-30

percent of births or about half of working mothers.2

Figure 1.1b shows the differing “bite” that the anti-discrimination laws had across

states. The figure displays the share of mothers, by month relative to childbirth,

who report receiving STDI benefits in the 1984-1989 panels of the Survey of Income

and Program Participation (SIPP). Benefit receipt is much higher in universal-STDI

states (solid line) than among women in all other states (dashed line).3

Additional context is provided in Table 1.1, which shows that the share of new mothers

reporting receipt of STDI benefits around childbirth was 18 percent in universal-STDI

states but only 2 percent in other states. This difference is highly statistically signif-

icant. The table also shows that claiming was much more common among married

women, white women, and women in the middle of the education distribution. These

figures suggest the policy was most impactful for middle-class women. The enact-

ment of leave may have been more likely to replicate existing, privately provisioned

benefits for highly educated women, while the most disadvantaged groups would have

been less likely to work for employers who would agree to an extended absence. In

addition, recent survey evidence suggests that women of lower socioeconomic status

2Eligibility requirements for STDI benefits are minimal in California and New York, suggesting
that the share of eligible mothers can be approximated by the share of New York and California
women with a child age 0 who report working for pay in the previous year to the March CPS. This
figure hovered between 40 and 50 percent during the late 1970s and early 1980s, suggesting a take-up
rate among eligible women of about 50 percent.

3Note that these figures imply lower takeup than that implied by the administrative data in
Figure 1.1a. This difference is consistent with evidence that receipt of transfer income is significantly
underreported in survey data (Meyer, Mok and Sullivan, 2015).
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are less likely to be aware of the availability of paid leave (Applebaum and Milkman,

2011).

These differences in the take-up of STDI benefits over time and across states provide

prima facie evidence of the importance of STDI in the growth of maternity leave

among American women. The staggered implementation of anti-discrimination laws

at the state and federal levels, combined with long-standing variation in access to

STDI, meant that paid maternity leave was expanded differentially across states and

time. These policies carried the potential for important effects not only on working

mothers, but on children and the entire U.S. workforce.

1.3 Expected effects of paid maternity leave

Discussions of the provision of paid parental leave often focus on its implications for

mothers and fathers, the time they spend at home caring for a new child, and their

likelihood of returning to a job rather than transitioning to life as a stay-at-home

parent. Yet these effects on leave-taking and employment in the short run are only

one way that parental leave policies can impact economic and demographic outcomes.

Such policies may also have important effects on the employment prospects of the

female workforce as a whole by altering women’s incentives to work and the hiring

and promotion decisions of firms. They may also affect children by changing the mix

of time and resources that parents invest in them. Below I discuss the expected effects

of STDI-funded maternity leave on each of these groups.

1.3.1 Short-run effects on leave-taking and labor supply

The most immediate effect of the enactment of a maternity leave policy is to alter

women’s labor-supply decisions in the weeks and months surrounding the birth of a

child. New parents face a tradeoff between allocating their time to the firm and home-

production tasks related to a child (Klerman and Leibowitz, 1997). In this context,

the short-run implications of parental leave policies depend on the presence of two

features: wage replacement and job protection. Paid leave benefits reduce the cost of
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absence from work, leading to greater leave-taking, and may be particularly important

in the presence of liquidity constraints (Rossin-Slater, Ruhm and Waldfogel, 2013;

Byker, 2016; Bana, Bedard and Rossin-Slater, 2018). Mandated job protection, on

the other hand, allows new mothers to take a longer leave than their employers

might otherwise be willing to bear. These policies, alone or in concert, should lead

unambiguously to an increase in take-up and the length of maternity leave, while the

impact on women’s attachment to the labor force is less certain. While job protection

should increase the share of women returning to the same job after childbirth, paid

leave benefits also create an offsetting income effect.4

The principal defining feature of STDI-funded maternity leave was its offer of wage

replacement in the weeks around childbirth. However, as discussed in Section 1.2.2,

these policies also provided “soft” job protection by forbidding employers from treat-

ing pregnant women differently than other workers on disability leave. The result is

an ambiguous theoretical prediction regarding job retention, but a clear prediction

the we should see an increase in maternity leave-taking among working mothers.

1.3.2 Effects on labor demand and supply

In addition to the potential effects on working mothers, the enactment of paid leave

mandates may change incentives for firms and the broader set of workers. To illus-

trate, consider a simple model of a static labor market in a compensating differentials

framework. The market includes a unit measure of female workers who make an

extensive-margin labor supply decision, L ∈ {0, 1}, to maximize a utility function

that is increasing in wage income but decreasing in an individual-specific distaste for

4A robust body of empirical research on maternity leave has produced evidence largely consistent
with these theoretical predictions. New mothers, especially those in Europe, Canada, and other
OECD countries, tend to respond to maternity leave mandates by taking more time away from work,
while effects on job retention are more difficult to estimate precisely but often positive (Han, Ruhm
and Waldfogel, 2009; Waldfogel, 1999; Baum, 2003; Berger and Waldfogel, 2004; Mukhopadhyay,
2012; Baum and Ruhm, 2016; Byker, 2016; Rossin-Slater, Ruhm and Waldfogel, 2013; Bana, Bedard
and Rossin-Slater, 2018). Because women who take leave from a job, rather than quitting, retain
firm-specific human capital that can translate into higher earnings later on, these results have led
a number of commentators to suggest that parental leave policies promote gender equality in the
labor market (Waldfogel, 1998).
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work, νi. This disutility of work, which is distributed in the population according to

cumulative distribution function F (ν), can be interpreted as the cost of maintaining

an inflexible work schedule that, for example, limits the amount of time a worker can

spend with a newborn child. In that case, we may think of paid leave as a parameter

Z ∈ [0, 1] that moderates the disutility of work by providing greater flexibility. A

convenient functional form would be:

U(Li; νi) = wLi − νiLiZ (1.1)

In this simple framework, workers choose to enter the labor force if w ≥ νiZ; that

is, if the market wage is sufficiently high to make up for the inflexibility and other

sources of disutility of work. This disutility can be offset if employers take steps to

provide workers with more flexibility or reduce other disamenities.

However, efforts to reduce the disamenity of work come at a cost to firms, which must

take steps to accommodate extended absences from female workers. Furthermore, the

cost of providing flexibility may vary across firms if the absence of a worker is more

disruptive in some settings than others. To capture this feature, I model the cost to

firm j as a parameter δj ∼ H(δ) that monetizes Z:

π(Lj) = G(Lj)− wLj − δj(1− Z)Lj (1.2)

where G(Lj) is a twice-differentiable, concave production function, w is the market

wage, and Lj is labor demanded by firm j. Integration of these supply and demand

functions leads to the following system of aggregate labor supply and demand that

determines equilibrium wages and employment:

Aggregate labor supply : LS =

∫
1
{
νi <

w

Z

}
dF (ν) (1.3)

Aggregate labor demand : LD =

∫
LD
j (w + δ(1− Z)) dH(δ) (1.4)
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Equilibrium wages and employment are then determined at equilibrium, where LS =

LD. This simple model replicates the basic insights of Summers (1989) and Gruber

(1994). Figure 1.2 provides a graphical representation of the theoretical implications

of the introduction of paid leave, which we can think of as an exogenous decrease in

Z. The initial equilibrium represented in Figure 1.2a is disrupted by the enactment

of paid leave, which makes work relatively attractive to women and shifts the labor-

supply curve rightward as shown in Figure 1.2b. In the absence of changes in labor

demand, the result would be an expansion of female employment but a drop in wages.

However, when we take the response of firms into account, as shown in Figure 1.2c,

we see that labor demand will reinforce the tendency of wages to fall but offset the

tendency of employment to rise. Absent any intra-household responses or changes

in male labor-market outcomes, which are omitted here for simplicity, these changes

could lead to a decrease in income for women even if employment remains unchanged,

as shown in Figure 1.2d. An additional prediction is that there will be a sorting

effect as the policy elicits a larger demand response among firms where the cost of

accommodating maternity leave is higher.

The historical record provides important context when considering the importance of

δj, the cost of accommodating female workers after the enactment of STDI maternity

benefits. After the passage of an anti-discrimination bill in the Maryland legislature in

1977, the state’s Chamber of Commerce launched an “urgent” campaign to convince

the governor to veto it, arguing that “costs to employers would rise substantially”

(Rousmaniere, 1977). In particular, industry representatives objected not only to

direct costs of the policy, but also to the cost of replacing workers who would be

taking maternity leave rather than returning quickly to their job.5 Ardie Epranian, a

representative of the AVX Corporation, warned members of Congress in a hearing on

the Pregnancy Discrimination Act of 1978 that the “real cost is the hidden increase in

5Several groups prepared estimates of the cost of expanding STDI maternity benefits while
Congress debated the Pregnancy Discrimination Act of 1978, but they varied widely – from a
figure of only $130 million from the AFL-CIO to $571 million from the Health Insurance Industry
Association. Using data on the annual earnings and family structure of women in the 1976 March
Current Population Survey, I estimate that the expected benefits would have amounted to roughly
one-half of 1 percent of the annual earnings of the average woman age 18-45.
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claims incidence and additional time lost that would be the inevitable consequence...

It is rather easy to envision the abuses and extra time lost that can occur.” Similarly,

a representative of the Electronic Industries Association cited figures from a recent

Supreme Court decision, General Electric Co. v. Gilbert, that had sided against a

woman who sought disability benefits for pregnancy:

“Other costs associated with this legislation, and I think that some of these

have been overlooked, are productivity costs. Employee replacements for

women on pregnancy leaves are not as productive as experienced workers.

We feel that providing disability benefits will result in longer leaves... It

costs money to screen and hire new employees, and as the Gilbert case

points out, 40 to 50 percent of females on pregnancy leaves do not return”

(U.S. House of Representatives, 1977).

In short, the enactment of paid maternity leave should lead to lower wages for working

women but ambiguous effects on employment. This could reflect a reduced willingness

to hire women but also a reluctance to promote women within the firm (Thomas,

2018). In addition, to the extent that these changes are driven by labor demand, the

negative wage and employment effects may be driven by occupations where leaves of

absence are especially disruptive.

Thus far, the literature has produced only limited evidence on the empirical impor-

tance of these well-known theoretical implications for the labor market (Olivetti and

Petrongolo, 2017; Rossin-Slater, 2018). One limitation, especially in the U.S. context,

is related to the fact that the bulk of policy changes have featured complicated eligi-

bility requirements or affected parents in only a handful of states, making inference

difficult. Even so, Das and Polachek (2015) and Sarin (2017) study the 2004 expan-

sion of paid family leave in California and find evidence of negative effects on female

employment. However, despite the clear theoretical predictions, little evidence has

been generated on the effects on women’s hourly wages or family income.

A growing body of research has examined the closely related question of whether firms
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see parental leave policies as costly and respond accordingly. Thomas (2018) finds ev-

idence in the Panel Study of Income Dynamics (PSID) that the job-protected, unpaid

leave offered by the Family and Medical Leave Act of 1993 discouraged firms from

promoting women to higher-profile positions. However, a different picture emerges in

research from Europe, where access to relatively detailed administrative data allows

more precise measurements of the effects of generous paid leave policies. Two recent

papers using data from Denmark find small effects of maternity leave policies or leave-

taking on the success of firms and co-workers (Brenøe et al., 2018; Gallen, 2018). It is

not yet clear whether the disparity between findings in the United States and Europe

can be attributed to differences in data quality or differences in the setting; given the

generous, long-standing social safety net, greater occupational segregation and other

features of the labor may make the cost of paid leave less salient to European firms

(Blau and Kahn, 2013). Overall, the lack of consensus suggests the debate over the

labor-market consequences of parental leave is far from settled.

1.3.3 Effects on children

A final group that may be affected by the enactment of paid maternity leave is the

population of children exposed to the policy. Consider the following human capital

production function:

H = h (1− Lm, wm, wf ) (1.5)

where h(·) is a function of the following variables: 1− Lm, the mother’s time invest-

ment mothers make in the child; wm, the mother’s wage; and wf , the father’s wage.

The literature on child development suggests H is weakly increasing in each argument

(Dahl and Lochner, 2012; Heckman and Mosso, 2014; Agostinelli and Sorrenti, 2018;

Almond, Currie and Duque, 2018).

Proponents of paid maternity leave often argue that the effects on children will be

positive because the policies increase time investments early in life and, by encour-
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aging greater attachment to the labor force for mothers, increase women’s effective

wage. The United States’ professional association of pediatric physicians has gone

so far as to endorse a national paid-leave policy, arguing that “when parents have

paid family leave following the birth of a child, mothers breastfeed longer and parents

are more likely to take children for immunizations and well-child care... paid family

leave can have effects that last throughout life” (American Academy of Pediatrics

and Pediatric Policy Council, 2015).

However, the analysis of Section 1.3.2 suggests the paid-leave policy could also lead

to a decrease in wm that could in turn reduce child human capital accumulation.

In addition, while the availability of paid leave increases time investments in the

child’s first months of life, parents may invest less time in the long run if the policy

encourages greater attachment to the workforce. The ultimate effects on time and

resource investments are therefore theoretically ambiguous.

The empirical evidence on parental leave’s long-run effects on children offers few

hints of the relative importance of these potentially conflicting theoretical forces.6

The most compelling findings come from Carneiro, Løken and Salvanes (2015), who

use a regression discontinuity approach to estimate the effects of an expansion of

Norwegian policy from 12 weeks of unpaid leave to 4 months of fully paid leave plus

1 year of unpaid leave. They find substantial effects on children in the long run: a

2 percentage-point decrease in high school dropout rates and a 5 percent increase in

wages at age 30. After exploring potential channels, they conclude this effect is the

6Studies of short- and medium-run effects on child health or test scores have produced estimates
that are generally, but not exclusively, positive. While Ruhm (2000) finds a link between more
generous leave policies and lower infant and child death rates in a cross-country analysis, several
other papers find no effect on child health and schooling outcomes (Dahl et al., 2016; Baker and
Milligan, 2010; Dustmann and Schönberg, 2012; Ahammer, Halla and Schneeweis, 2018). However,
Baker and Milligan (2014) find evidence of lower test scores for Canadian children born after an
expansion, while Danzer and Lavy (2018) conclude that an Austrian expansion of paid leave led to
lower test scores at age 15 among boys with low-educated mothers but benefited boys with mothers
who attended post-secondary school. In the United States, Stoddard, Stock and Hogenson (2016)
conclude that leave mandates decrease the likelihood of Cesarean delivery, but this effect is reversed
if the leave comes with health insurance that would otherwise have been foregone. In addition, two
papers associate U.S. expansions of maternity leave with improvements in infant health (Rossin,
2011; Stearns, 2015)
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result of increased time spent under the care of the mother, rather than a child-care

worker or more distant relative.

While these positive results are striking, several factors limit their generalizability.

First, the use of a regression discontinuity design implicitly differences out a number

of policy-relevant margins of response for women, such as changes in labor-market

conditions, that would be better captured by a difference-in-difference design. In

addition, the generous social safety net long present in Norway suggests the labor

market may have been better adapted to absorb an expansion of paid leave without

a measurable deterioration in wages or employment (Blau and Kahn, 2013). Finally,

the Norwegian expansion amounted to an expansion of parental leave allotments

for mothers who had already enjoyed more generous benefits than many American

workers, even today. Altogether, these considerations suggest reason for caution when

using the findings of Carneiro, Løken and Salvanes (2015) to think about long-run,

general-equilibrium effects of an expansion of paid leave in the United States.

Estimating such effects in the very long run has been difficult in the U.S. context,

largely because most expansions of parental leave were enacted relatively recently

– the early 1990s for the unpaid leave granted by the FMLA, and 2004 and later

for state paid-leave programs. Another challenge is the availability of data that can

link individuals’ outcomes as adults to their exposure to the policy as infants, and

with sample sizes sufficient to estimate effects with precision. Given the era in which

it occurred and the scale at which benefits were expanded, the enactment of STDI-

funded maternity leave in the 1960s and 1970s offers a unique opportunity to evaluate

these hypotheses in the U.S. context.

1.4 Data and research design

A thorough evaluation of the impact of STDI paid maternity benefits requires data on

a wide range of outcomes – including fertility, labor supply, hourly wages, and long-

run child outcomes – that are not captured by any single source. I rely on instead on
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three separate sources of data for my main results.

To document the differential receipt of STDI-funded maternity benefits and the im-

pact on leave-taking and employment in the short run, I construct a sample of women

from the 1984-1989 panels of the Survey of Income and Program Participation (SIPP).

The SIPP’s longitudinal data provides detailed information on labor-market activity

and receipt of income from a variety of sources, including STDI. In addition, the 1984

and 1985 panels include retrospective reports on fertility and employment, which I

use to construct a month-by-month panel of labor supply for each mother, from 9

months before childbirth to 12 months after.7 I use these data to examine changes in

women’s employment and leave-taking around childbirth, as well as their receipt of

STDI maternity benefits.

To examine impacts on the broader labor market, I use two sources of data available

through the National Bureau of Economic Research (NBER): the Current Population

Survey’s (CPS) May installment, which provides a continuous measure of hourly wage

rates beginning in 1973, and the CPS Multiple Outgoing Rotation Group files, which

provide responses to the same hourly wage questions in every month beginning in

1979. Following Lemieux (2006), I use the wage reports of both hourly and salaried

workers, dropping imputed values and observations with an hourly wage less than $1

or greater than $100 in 1979 dollars. In addition to hourly wages, I examine effects on

employment using the indicator constructed by the Bureau of Labor Statistics, which

infers labor-force status from a series of questions about activity in the previous week

and other factors. In order to focus on women of child-bearing age and their closest

male counterparts, I limit the sample to individuals age 18 to 45. Because earlier

years of the CPS do not identify all U.S. states, I consolidate states into 21 groups

that can be consistently identified over the course of the sample.

Finally, the estimation of long-run effects requires a source of data that can connect

7The survey asks three questions of importance. First, in what year and month did the woman
give birth to her first child? Second, did she work during this first pregnancy? And finally, if she
did work, when did she stop working before the birth and when, if ever, did she return?
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individuals’ exposure as children to their economic and demographic outcomes many

years later, as well as sample sizes large enough to generate precise estimates of poten-

tially small effects. For this exercise I rely on restricted-use versions of the complete

long-form 2000 decennial Census and the 2001-2016 American Community Survey

(ACS). These data have been linked to the Social Security Administration’s Numi-

dent file, which provides a measure of the exact place of birth that has been matched

to individuals’ county of birth (Stuart, Taylor and Bailey, 2016).8 To measure out-

comes for several years before and after the enactment of paid leave in all states, I

restrict the sample to individuals born between 1954 and 1985.9 I use measures of

educational attainment in the Census and ACS to construct four variables of interest:

years of schooling and indicators for high school completion, college attendance, and

attainment of a four-year college degree. In addition, to increase statistical power, I

construct an index of human capital outcomes that consists of the unweighted mean

of standardized versions of my measures of educational attainment (Kling, Liebman

and Katz, 2007).

Several other public sources of data are used to operationalize and test my research

design. These data are described further in the sections that follow.

1.4.1 Research design

The history of STDI maternity benefits suggests a research design that makes use of

both the variation in timing of state-level anti-discrimination laws and the differential

“bite” of these laws in states with more and less widespread access to STDI. Building

8The restricted-use versions of the 2000 Census and 2001-2016 ACS include exact date of birth
and state of birth, which is sufficient to infer exposure to the policy. However, the link to the
SSA Numident file provides additional flexibility in several ways. First, my preferred specification
includes county-of-birth fixed effects, which may improve the precision of my estimates. In addition,
observation of county of birth allows me to include specifications that follow previous literature on
long-run outcomes by controlling for county-of-birth characteristics and dropping individuals born
in large cities such as New York, San Francisco, and Los Angeles (Bailey and Goodman-Bacon, 2015;
Hoynes, Schanzenbach and Almond, 2016).

9Rhode Island was the first state to pay pregnancy disability benefits, beginning in 1942. Given
the advanced age of this cohort in my Census and ACS sample and the difficulty of drawing conclu-
sions from a reform enacted in the middle of World War II, I do not make use of the policy variation
in Rhode Island. All other states adopted STDI disability benefits between 1961 (New Jersey) and
1979 (the national Pregnancy Discrimination Act).
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on Card (1992), I therefore estimate the following event-study specification:

yist = STDIs,1970
∑
k 6=−1

τk1 {k = t− T ∗s }+ δs + θr(s)t +X ′
istβ + εist (1.6)

where yist is a measure of women’s labor-market outcomes, fertility, or a child’s long-

run educational attainment and is defined for individual i in state s at time t. This

specification includes state fixed effects, δs, that control for time-invariant determi-

nants of outcome yist that may vary across states, as well as a vector of covariates

Xist that includes other exogenous determinants of yist. In my preferred specification,

I include fixed effects at the Census-division-by-year level, θr(s)t, to control nonpara-

metrically for differential trends by region of the country.

The key variable STDIs,1970 is designed to capture the variation across states in the

share of female workers with access to STDI benefits. Because I do not observe

eligibility or receipt of STDI benefits directly, I instead construct a measure of ex-

posure that is not contaminated by firm responses to the anti-discrimination laws.

My preferred parameterization of STDIs,1970 therefore matches data on female em-

ployment by state and industry from the 1970 decennial Census to a tabulation of

STDI coverage by three-digit NAICS industry that was prepared by the BLS National

Compensation Survey for Autor et al. (2013). This allows me to estimate the share

of working women age 18-45 in each state who would have been exposed to STDI

maternity benefits:

STDIs,1970 =

∑
a γa FemEmpas,1970∑
a FemEmpas,1970

(1.7)

where FemEmpas,1970 is the number of women age 18-45 employed in industry a in

state s in 1970 and γa is the national industry-level share of workers with STDI from

Autor et al. (2013).10 In states where STDI is universal, STDIs,1970 is assumed to be

10An alternative approach would define STDIs,1970 as a binary indicator for universal-STDI states.
Results using this definition are qualitatively similar and available upon request.
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1. This measure of the “bite” of the paid-leave policy thus relies only on the national

share of covered workers and the pre-reform industrial mix and disability policy of each

state. This specification implicitly assumes that the impact of maternity benefits is

proportional to the share of female workers who are covered by STDI. This assumption

may be violated if, for example, firms respond to the anti-discrimination policy by

dropping STDI coverage altogether in states where it is not required by law. While I

cannot rule out such heterogeneous responses altogether, aggregate data suggests such

firm responses were not common (see Appendix Figure A.1). In addition, in Section

1.5.1, I explore heterogeneity across universal and non-universal STDI states.

The parameters of interest from equation (1.6), τk, can be interpreted as the causal

effect of paid leave under the key assumption that the enactment of STDI maternity

benefits is the only reason that outcome yist is correlated with my treatment variables.

Confounders of this assumption could come in two general forms. First, a trend in

yist over the pre-reform event-time periods would suggest other determinants of the

outcome are changing in a way that is correlated with the enactment of paid leave,

complicating my estimates of the effect of STDI. Second, a break in unobserved

determinants of outcome yist, if correlated with the enactment of paid leave, would

lead me to erroneously attribute the changes in the outcome to STDI maternity

benefits.

My flexible event-study specification provides a built-in test of the former assump-

tion. To the extent that confounding pre-trends exist in the data, they would be

likely to appear in the form of estimates of τk for pre-reform periods that are signifi-

cantly different from 0. The latter potential confounder is fundamentally untestable.

However, I will discuss this assumption further and provide some suggestive evidence

of its validity in section 1.4.3.

1.4.2 Take-up of STDI maternity benefits

While the descriptive evidence provided in Figure 1.1 suggests that the enactment

of STDI maternity benefits led to an increase in leave-taking among new mothers,
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this section tests the short-run effects more formally using the regression framework

of equation (1.6). To do so, I use the sample of women from the SIPP who respond

to the retrospective questions about fertility, limiting the sample to women who gave

birth between 1970 and 1984 while between the ages of 18 and 45. Given the relatively

small size of the sample, I then restrict the event-time variables of equation (1.6) to a

binary indicator for giving birth before or after enactment of STDI maternity benefits.

This allows me to estimate a difference-in-difference specification, separately for each

month relative to childbirth, to estimate the effect of the policy on the propensity to

be with a job and at work.

The results of this exercise are shown in Figure 1.3. For the first two trimesters of

pregnancy, the labor supply of first-time mothers changed little as a result of the

enactment of STDI benefits, although there is suggestive evidence that the policy led

some women to remain in the workforce during the second trimester. Consistent with

the structure of most STDI policies, which often covered several weeks before and

several weeks after birth, the largest effects come just before and after the month of

birth. Women who had access to STDI benefits were roughly 10 percentage points

more likely to stay home in the first few months after giving birth. The effect disap-

pears completely by 7 months after childbirth. In short, the policy appears to have

achieved paid leave’s goal of increasing the time women spend at home with a new

child. While I see positive point estimates on labor supply in months 9 through 12,

suggesting the potential for increased job retention among new mothers, I cannot rule

out effects of meaningful size in either direction.11

To get a sense of the impact on time spent at home in the aggregate, we can simply

add up coefficients from months -3 through 6, the primary period during which women

take maternity leave. This sum amounts to an intent-to-treat effect of -0.56 months,

or about 2.4 extra weeks spent at home relative to the counterfactual. However,

we can get an estimate of the treatment effect on mothers who received STDI by

11In a complementary analysis in Appendix A using decennial Census data that affords larger
samples, I find evidence that women with access to STDI maternity benefits were more likely to be
employed after childbirth.
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scaling these figures by 0.4, my best estimate of the effect of the expansion of STDI

maternity benefits on maternity benefit receipt.12 This exercise suggests that women

who received STDI benefits took nearly 6 weeks extra away from work on average.

Given that STDI generally provided only between 6 and 10 weeks of wage replacement,

this amounts to nearly full take-up of the time allotted by the benefits.

Perhaps unsurprisingly, given the broad nature of the policy and the scarcity of mater-

nity leave allotments at the time, the enactment of STDI maternity benefits compares

favorably to more recent expansions of leave policy. For example, in an analysis of

California’s 2004 paid family leave expansion, Rossin-Slater, Ruhm and Waldfogel

(2013) estimate that an extra 6 weeks of paid benefits led to roughly 3 extra weeks of

leave for new mothers. The relatively large magnitude of the effect of STDI maternity

benefits suggests there may be scope for downstream effects of the policy, as employ-

ers may have been more likely to alter their demand for female labor and children

may have been more likely to experience a change in their early environment that

could have effects in the long run.

1.4.3 Internal validity of the research design

My estimates of the causal effect of paid leave on the outcomes of women and children

rely on the assumption that no unobserved determinant of the dependent variable is

correlated with the cross-sectional and time variation in access to paid maternity

leave. One way to evaluate the validity of this assumption is to estimate equation

(1.6) using other indicators that are drivers of women’s labor-market conditions or

child well-being (Pei, Pischke and Schwandt, 2018). A pre-trend or sharp break in

other important determinants of labor-market or child outcomes may be signs that

12This figure is calculated as follows: Data from the 1984-1989 panels of the SIPP suggests roughly
18 percent of new mothers receive STDI benefits in universal-STDI states, but only 2 percent in
other states (see Table 1.1). While these estimates are known to be downward biased (Meyer, Mok
and Sullivan, 2015), if the ratio of these two figures represents the true ratio, then administrative
data on STDI receipt among mothers from New York and California suggests 3.3 percent of women
in non-STDI states received benefits in the wake of the reform, 0.02×0.3

0.18 = 0.033. The difference in
the share of working women covered in the two groups of states is roughly 0.65, which suggests that
providing access to paid leave to women results in a change in probably of receiving STDI maternity
benefits of 0.3−0.033

0.65 ≈ 0.4.
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confounding factors are at work.

I focus on two public programs, the Earned Income Tax Credit (EITC) and Food

Stamps, which were rolled out during a similar time frame and have been shown

to have significant positive effects on women’s labor-force participation, children’s

long-run outcomes, or both (Bastian, 2018; Bastian and Michelmore, 2018; Hoynes,

Schanzenbach and Almond, 2016). I construct these variables using state-by-year

expenditures from the Bureau of Economic Analysis Regional Income Division and

convert them to per-capita terms using the annual population counts from the Surveil-

lance, Epidemiology, and End Results (SEER) program of the National Cancer Insti-

tute. In addition, for a measure of public benefit receipt that focuses more directly on

the population of interest, I also use the March Current Population Survey (Ruggles

et al., 2017) to construct the share of women age 18-45 receiving income from welfare

programs and from other government programs, by state group and year, from 1968

to 1984.

The results of this exercise are shown in Figure 1.4. While the EITC’s 1975 launch

was national, rather than on a state-by-state basis as in the case of paid maternity

leave, the program could nevertheless confound my estimates if eligibility or take-up

were correlated with the enactment of anti-discrimination laws and the availability of

STDI. However, Figure 1.4a suggests little reason for this concern; the trend in per-

capita EITC receipt is quite flat and statistically insignificant once I include controls

that account for demographic differences across states.

Estimates of the correlation between paid maternity leave and Food Stamps also lead

to a null result in Figure 1.4b. After a flat pre-trend, there is a slight increase in

Food Stamp benefit per capita after the reform, but the estimates are statistically

insignificant.13 However, an increase following the reform could in fact be partially

attributed to maternity leave, if negative effects on female wages led more women

to become eligible for the program. If so, this increase in food assistance would be

13A joint test of significance of τk for the post-reform event-years delivers a p-value of 0.64.
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expected to improve children’s well-being or at least attenuate any negative effects,

given the findings of previous literature on the link between Food Stamps and long-run

outcomes (Hoynes, Schanzenbach and Almond, 2016; Bailey et al., 2019).

The results for March CPS measures of the share of women receiving welfare and other

government income are also consistent with my identifying assumptions. Figure 1.4c

shows no sign of changes in welfare receipt around the reform. Similarly, the trend in

Figure 1.4d is flat before the reform and there is no statistically significant evidence

of a change afterward.14

Overall, the results in this section suggest little reason to think some of the most

likely confounders are driving my estimates of effects on female labor-force outcomes

and child human capital accumulation.15

1.5 Effects on women’s employment and wages

The predictions of the stylized model in section 1.3.2 are explored in Table 1.2, which

reports estimates from equation (1.6) with τk grouped into three-year bins. Column

1 reports the estimated effect on the outcome for which there is a clear prediction,

women’s log wages. In event years -4 to -2, before STDI maternity benefits were

available, I see no effect on wages, consistent with a flat pre-trend. However, wages

drop sharply in the first few years after the reform, falling more than 4 percent and

14The statistically insignificant jump in the share of women receiving government benefits after
the reform may in fact be driven by STDI. In several univeral-STDI states, most notably California,
STDI is a state-run program, so beneficiaries may report receiving it under this March CPS category.
In fact, the post-reform jump in government income receipt is larger if I restrict the sample to women
with a child age 0. This suggests the flat pre-trend and the small increase post-reform are consistent
with my identifying assumptions.

15In Appendix A I report additional estimates from an exercise that follows Bailey (2006) in
testing for systematic relationships between state characteristics and the timing of the roll-out of
anti-discrimination laws. I find little evidence that the timing of these state-level laws was correlated
with state characteristics as measured in the 1960 Census. The exception is a statistically significant
positive correlation between the average education among adult women and the year in which the
relevant anti-discrimination law was enacted. While this single statistically significant relationship
may well be by chance, given that I perform 21 tests in this exercise, it nevertheless provides a
counterpoint to the possibility that early-adopting states were systematically driven by a more
educated, empowered female electorate.
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remaining at this level even in event years 3 through 5. By contrast, column 2 shows

little robust evidence of systematic changes in women’s employment.

While the estimated effects on women’s wages are strongly statistically significant,

there is reason to suspect conventional robust standard errors could be underestimated

in settings such as this one, particularly when treatment assignment is clustered

(Moulton, 1990; Bertrand, Duflo and Mullainathan, 2004; Kezdi, 2004; Cameron and

Miller, 2015; Abadie et al., 2017). One conservative approach to inference in this

case is to use a randomization procedure that reassigns treatment assignment at the

state level and re-estimates the specification as a test of the null hypothesis that the

reform had no effect on wages or employment. In brackets I report p-values from such

a procedure using 1,000 replications.16 Even under this conservative approach, the

effect on women’s wages remains marginally statistically significant.

Additional detail on the evolution of the effects on wages can be seen in Figure 1.5a,

which plots τk by event time. My main specification is shown by the navy line with

circle markers and confidence intervals. Women’s wages were flat in the years lead-

ing up to the reform, but this trend broke sharply after the passage of paid leave.

The effects remain individually statistically significant even five years after the re-

form. Figure 1.5a also displays results from several alternative specifications, but the

estimated effects change very little, underscoring the robustness of this result.

Do these effects show up in men’s labor-market outcomes? The theoretical impli-

cations are ambiguous; while we would not expect the enactment of paid maternity

leave to have a direct effect on men’s labor supply decisions, it could affect intra-

household decision-making. In addition, it is possible that labor demand shifted in

16Specifically, I calculate these p-values using the following procedure. Consider each realized,
state-specific combination of a date of passage of an anti-discrimination law and a share of working
women with STDI as a potential value of the treatment. I assign each potential treatment to a
randomly selected state (or state group) without replacement. I then estimate equation 1.6, with
event-time pooled into three-year bins as in Table 1.2. I repeat this procedure 1,000 times. Under
the null hypothesis that the enactment of STDI benefits had no effect on women’s wages, I should
commonly find that the policy had a large effect even when deliberately mis-assigning treatment in
this way. The p-value is calculated as the share of these 1,000 replications that deliver an estimate
at least as large in magnitude as my reported estimate.
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ways that impact men’s wages or employment, with the direction of the effect de-

pending on whether men’s labor services are complements or substitutes for those of

women. However, the empirical evidence suggests that men saw little or no effect

of the policy. The event-study results of Figure 1.5b show no significant effects on

the wages of men age 18-45. In line with this visual impression, the results from

several specifications in Table 1.2 suggest that the effect on men’s wages is small and

statistically insignificant.

Given that I observe a significant decrease in wages but little change in female em-

ployment or men’s labor-market outcomes, a natural question is whether these effects

translated to changes in family income. While my sample of May CPS and MORG

files do not include measures of family income for my full sample period, the May CPS

from 1974-1981 includes a categorical variable corresponding to 13 ranges of family

income. I use this variable to construct a series of indicators for family income falling

above a given threshold. I then estimate equation (1.6) for each of these thresholds

and show the effect at several points in the income distribution.17

Figures 1.6a and 1.6b show event-study estimates for two thresholds: The share of

families earning more than $1,000 and the share earning more than $7,500, respec-

tively, in nominal terms. I see little effect on family income at the lower threshold.

However, there is a clear drop of 2-3 percentage points in the share of families at the

higher threshold.

Figure 1.6c shows difference-in-difference estimates at each threshold identified by

the May CPS. Consistent with the event-study results, I see little change in family

circumstances at the bottom of the income distribution. Families at the top also

appear to see little effect. However, families in the middle of the distribution saw

statistically significant decreases in the probability of earning above each threshold.18

17An alternative approach is to use questions from the March CPS. I use the May CPS to ensure
my estimates rely on a sample as similar as possible to my earlier wage and employment estimates.
However, in practice, I obtain similar results with the March CPS.

18Median family income during the middle and late 1970s time frame was between $11,000 and
$16,000 in nominal terms (U.S. Census Bureau, 1981).
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This suggests that family income was affected most in exactly the families where

women were more likely to take up STDI maternity benefits – those in the middle of

the skill distribution, as shown in Table 1.1.

1.5.1 Heterogeneity and robustness of labor-market effects

Economic theory suggests the deterioration in women’s labor-market outcomes de-

scribed above comes as a result of an increase in labor supply on the part of women

and a decrease in labor demand on the part of firms that worry about the costs of

absent workers. In addition, the stylized model of section 1.3 suggests an additional

test: To the extent that the cost of accommodating maternity leave varies across firms

or occupations, we would expect to see demand shifts of different magnitudes. To

test this hypothesis, I follow Hudomiet (2015) and adopt a concept of “adjustment

costs” that serves as a proxy for the severity of the disruption a firm would bear due

to women taking maternity leave.

To operationalize this concept, I use data from the Multi-City Study of Urban In-

equality, which surveyed employers in four U.S. cities between 1992 and 1994 about a

range of issues related to hiring and vacancies (Bobo et al., 2008). The survey asked

employers how long a new employee would take to become fully productive if hired

into a given occupation. I use these data to construct occupation-specific estimates

of the adjustment cost and link it to my data from the CPS. I then assign indi-

viduals’ occupation to above- or below-median adjustment-cost groups, and conduct

analyses designed to ask two questions: First, did wages fall more among women in

high-adjustment-cost occupations? Second, did working women become more likely

to hold a job in a low-adjustment-cost occupation?

The results in Table 1.3 suggest that firm demand did in fact respond more strongly

for occupations where absences would be relatively costly. Column 1 tests for a

sorting effect by regressing an indicator for working in a high-cost occupation on

the specification in equation (1.6). While I find a negative point estimate, it is

too imprecise to distinguish from a null effect. However, columns 2 and 3 show
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that wages did indeed fall further for women in occupations associated with high

adjustment costs: I find a 3-percent drop for low-cost occupations but a much larger

8-percent drop in occupations where adjustment costs are above the median. A joint

test rejects the null hypothesis that these two estimates are equal, with a p-value of

0.001, suggesting that the enactment of paid leave resulted in disproportionately large

wage declines for women whose absence would likely be most costly to the firm.

A second analysis investigates the mechanisms by which paid leave was enacted in dif-

ferent states. As described in Section 1.2, the state-level roll-out of anti-discrimination

laws can be divided into two categories: Those in which the law was enacted by a

politically representative body such as the legislature, and those in which it was im-

posed by force that is less responsive to local political pressure, such as the courts or

Congress. If the effects of the paid leave were larger in one group of states than the

other, it could raise concerns that the results are driven by a selected group of states

with fundamentally different political and economic trends.

Columns 4 and 5 of Table 1.3 shows separate wage estimates by category of state

anti-discrimination law. In fact, the estimated wage effect in states where the anti-

discrimination law was enacted by the legislature or an administrative body is quite

similar to the effect where it was imposed from outside, with an estimate of -0.03 in the

former and -0.05 in the latter. A test of the equality of these two coefficients delivers a

p-value of 0.332, suggesting we cannot reject the null hypothesis that they are equal.

These estimates are consistent with the historical narrative, which suggested that the

roll-out of anti-discrimination laws was driven more by quirks of the legislative process

than systematic differences across states. This bolsters the case that these estimates

are picking up the effects of the paid-leave policy rather than other legislation or

confounding factors.

Finally, columns 6 and 7 of Table 1.3 provide a check of my research design by splitting

the sample by state disability policy. Column 6 provides estimates for universal-STDI

states; given the lack of unique identifiers for some small states early in the CPS
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sample, this group is made up solely of New York and California. Column 7 provides

estimates for all other states. The point estimate for universal-STDI states is large

and statistically significant, underscoring the binding nature of the policy in those

states. However, the result in column 7 makes clear that women in states with lower

STDI coverage also saw a decrease in wages; it is smaller, at 3.7 percent, but an

F-test cannot reject the null hypothesis that the effect is equal across the two groups

of states.

1.5.2 Interpretation of labor-market effects

What drove the deterioration of women’s labor-market prospects described in the

results of this section? The evidence suggests that firms responded to the enactment

of STDI maternity leave by reducing demand for female labor. While positive supply

shifts could also lead to lower wages, null or negative changes in female employment

suggest that demand was at least as important of a driver. This response by firms is

also evident in the larger wage reductions in occupations with high adjustment costs,

where we would expect a larger response in labor demand but not supply.

These results are closely related to the effects estimated by Gruber (1994), who eval-

uated the effect of the Pregnancy Discrimination Act, as well as the corresponding

statutes in a handful of states, on employment and wages. The analysis of Gruber

(1994) focuses on another consequence of the anti-discrimination laws: The require-

ment that employer-sponsored health insurance must cover maternity care. This

paper exploits similar variation in anti-discrimination policies but also the variation

in state STDI coverage.

In Appendix A, I provide evidence that suggests there is reason to reinterpret the find-

ings of Gruber (1994). I exploit the fact that in some states the timing of adoption of

STDI maternity benefits was different than the timing of adoption of health insurance

benefits. Appendix Table A.4 replicates a key result of Gruber (1994) that suggested

the health-insurance mandate led to a 4.3 percent decrease in women’s wages. This

estimate draws on variation in anti-discrimination laws enacted in three states – New
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York, New Jersey, and Illinois. However, when I allow the triple-difference estimate to

vary by state, I find that the negative effect is driven by the two states that adopted

STDI benefits at the same time they required health insurance policies to cover ma-

ternity benefits. In contrast, I find no detectable effect in New Jersey, where the

state-run STDI system had been paying benefits for more than a decade before the

reform examined in Gruber (1994). This exercise suggests that, while I cannot rule

out the possibility that health insurance mandates play some role in my findings,

maternity leave was probably the primary driver of the deterioration I observe in

women’s labor-market outcomes.

1.6 Effects on children

The results outlined in Section 1.5 suggest that women faced significant deterioration

in the labor market in the years immediately following enactment of STDI-funded

paid maternity leave. There are two channels through which these changes could have

affected children. The first would amount to a composition effect if changing labor-

market conditions affected women’s fertility decisions. The second channel would

affect children by altering the investments of time and resources that parents make in

their offspring. In the following section I provide evidence that children were impacted

primarily by changes in parental investment rather than fertility.

1.6.1 Did paid leave affect fertility patterns?

Given that labor supply decisions are generally thought to be determined jointly with

fertility, the changes in women’s wages and family income documented in the previous

section raise the question of whether women altered their patterns of child-bearing.

It is important to understand the effects on fertility because they are of interest in

themselves. However, they also play a key role in the interpretation of the long-run

effects on children described in the next section. If paid leave altered the size of

cohorts born in the wake of the reform or changed the composition of the group of

women bearing children, this could lead to a selection effect that drives changes in
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average outcomes for the group years later.

To test for changes in fertility, I assemble a state-by-month panel using birth records

from the 1974-1984 Natality Detail Files, available through ICPSR, and population

counts from the National Cancer Institute’s Surveillance, Epidemiology, and End

Results (SEER) Program. I examine effects on the fertility rate, birthweight, and

mother’s race, since changes in any of these characteristics could be signs that women

altered their child-bearing patterns. In addition, because the quality of education data

in the Natality Detail Files is low during this time frame, I use a sample of children

from the 1980 decennial Census to test for changes in the composition of women

giving birth, as proxied by years of education.

Figure 1.7a shows estimates of the effect on the fertility rate from (1.6). Despite the

visual impression of a dip in fertility rates after the enactment of paid leave, formal

tests of the significance of these effects suggest we cannot distinguish them from 0.19

Nor do I see compelling evidence of a change in birthweight, a common marker of

child health, which is displayed in Figure 1.7b. Finally, my estimates for a change

in the composition of women giving birth is also null, with no apparent effect on the

mother’s race or years of education in figures 1.7c and 1.7d.

These estimates suggest there is a little scope for fertility changes to drive long-

run effects on children’s long-run outcomes. If anything, the slight but statistically

insignificant rise in average weight at birth and drop in share nonwhite suggests

positive selection of the cohorts born immediately after the reform. As I will show in

the next section, the ultimate effect on the long-run outcomes of these first exposed

cohorts suggests any positive selection that may have existed was offset by other

factors.

19A test of the joint significance of the coefficients on event time 0 through 2 in Figure 1.7a results
in a p-value of 0.71.
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1.6.2 Effects on children in the long run

My estimates of the intent-to-treat effect of STDI maternity benefits on the index of

children’s long-run education outcomes, constructed as the unweighted men of stan-

dardized versions of my primary outcomes, is shown graphically in Figure 1.8. The

red line with triangle markers shows results from a specification that includes only

county of birth fixed effects, fixed effects by birth and survey years to control non-

parametrically for age and cohort effects, and a month of birth fixed effect to control

for the seasonality in socioeconomic status of new births (Buckles and Hungerman,

2013). The green line with circle markers shows results from a specification that

adds fixed effects at the year of birth by Census division level, which accounts non-

parametrically for trends that vary across regions of the United States. Finally, my

preferred specification, the blue line with no markers, follows the literature on long-

run effects by adding predetermined characteristics of the county of birth interacted

with a linear trend in year of birth (Almond, Hoynes and Schanzenbach, 2011; Bailey

and Goodman-Bacon, 2015).20

The stability of my estimates across these three specifications underscores the robust-

ness of the result: A drop in the human capital accumulation of the first generation

born to mothers who were eligible for STDI maternity benefits. If these effects are

driven by reductions in female wages and family income, we would expect spillover

effects on older children who were born before the reform but are nevertheless exposed

to some extent to the decrease in family resources. The slight negative slope of the

pre-reform coefficients is consistent with this explanation; however, a joint test of the

pre-reform coefficients in Figure 1.8, with a p-value of 0.43, fails to reject the null hy-

pothesis that there is no pre-trend in educational outcomes. The flexible event-study

specification also allows us to distinguish the dynamic effects of the policy after the

reform. After a sharp break downward at event-time 0, the negative effects continue

20These characteristics include county-level measures from the 1960 Census: Share of population
living in an urban area, share in a rural area, share under 5 years of age, share over 65 years of age,
share nonwhite, share with 12 years of education or more, share with less than $3,000 in annual
income, and share with greater than $10,000 in annual income. Each of these characteristics is
interacted with year of birth.
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to grow in magnitude as more women take up STDI benefits (see Figure 1.1a) and the

labor-market conditions experienced over the lifetime of the average mother continue

to deteriorate.

These results are summarized in row 1 of Table 1.4. Column 2 shows the result

of a simple difference-in-difference estimate estimate of the intent-to-treat effect on

the index of educational outcomes; children who were exposed to the policy saw a

decrease of 1.9 percent of a standard deviation. Column 3 shows the F-statistic and

p-value from a test of the null hypothesis that the pre-reform event-time coefficients

are jointly equal to 0. The p-value of 0.43 provides little cause to reject the null

hypothesis that there is no confounding pre-trend in the outcome variable.

While these negative effects on the index of education outcomes suggest children ex-

posed to maternity leave saw a deterioration in their long-run outcomes, these results

tell us little about the magnitude of the impact. For additional context, Table 1.4 also

includes estimates for each of the four components of the index: years of education,

high school completion, college attendance, and 4-year college completion. Column 2

suggests that children exposed to the paid-leave policy achieved 0.05 fewer years of

education, or a decrease of two-fifths of 1 percent. The remaining results suggest that

this decrease in educational attainment was concentrated at the upper end of the dis-

tribution: while the effect on high school completion is statistically indistinguishable

from 0, college attendance fell by 1.9 percent among exposed children, and college

completion fell by 3.1 percent. Figure 1.9 shows the results for college attendance

and completion graphically, and they are qualitatively similar to the effects on the

educational index, with downward break in the trend that levels off only after four

to five years.

What could explain these sizable decreases in educational attainment for children

exposed to STDI maternity benefits? One possible mechanism is a decrease in in-

vestment of resources in the first generation of children born after enactment of paid

leave. Using data from the March CPS accessed via IPUMS (Ruggles et al., 2017), I
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calculate that the effects on family income reported in Section 1.5 amounted to a de-

crease of about 2 percent in family resources. If we assume this effect was persistent,

and that the negative effects are driven solely by this change in family income, it sug-

gests that a maternity-leave driven decrease in family income of 10 percent leads to a

reduction in years of schooling of roughly one quarter of a year, or nearly 2 percent,

and a nearly 5 percentage-point decrease in four-year college degree attainment.

These large effects are comparable to estimates of long-run impacts from other set-

tings. For example, Stuart (2018) finds a 3 percentage-point decrease in college degree

attainment for every 10 percent decrease in earnings per capita driven by the double-

dip recession of the early 1980s. Similarly, in a study of an early welfare program,

Aizer et al. (2016) conclude that an early welfare program raised family income dur-

ing childhood by 20-30 percent and schooling by 4.3 percent of the control-group

mean; an extrapolation of my results would suggest that a drop of income of similar

magnitude would reduce years of schooling by a comparable 4 to 6 percent. While

the settings examined by these papers are quite different from that of the expansion

of STDI maternity benefits, the similar magnitudes of the effects provide assurance

that the deterioration in child educational outcomes could reasonably be driven by

the unintended decrease in family income.

Another way to place my estimates in context is to compare them to estimates of the

long-run effects of other policies designed to improve children’s long-run outcomes.

For example, Bailey, Sun and Timpe (2018) examine the roll-out of Head Start and

find an intent-to-treat effect of 0.29 extra years of schooling for children who attended

fully implemented programs, or 0.043 years for all children exposed to the launch of

a local Head Start center. An expansion of Medicaid coverage for pregnant women

increased their children’s high-school completion rates by nearly 4 percentage points,

with suggestive evidence of effects of a similar magnitude on college attendance (Miller

and Wherry, 2017). Similarly, Brown, Kowalski and Lurie (2015) find that a year of

Medicaid enrollment in childhood raises the probability of enrolling in college by age
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20 by 0.55 percentage points.21 My estimates suggest that the magnitude of the

effect of the enactment of paid leave was roughly one-sixth the size of the long-run

educational-attainment benefit received by Head Start attendees, one-quarter of the

college-attendance benefit enjoyed by beneficiaries of Medicaid while in utero, and

the equivalent of about two years of Medicaid coverage in childhood. Overall, these

results suggest the enactment of paid maternity benefits sparked a series of changes

in the labor market and ultimately children’s outcomes, with a magnitude similar

to that of some the United States’ most highly touted public programs, but in the

opposite direction.

1.6.3 Reconciling long-run estimates with previous literature

My findings may be surprising in light of theoretical literature that emphasizes the

importance of mother-child bonding time during critical periods of life, as well as

empirical evidence that has suggested maternity leave policies improve infant health.

While I do not find positive impacts on infant health, my results do not necessarily

contradict the hypothesis that infants benefit from the increased bonding time and

reduced stress conferred by paid maternity benefits. Rather, they suggest that to

the extent such benefits exist, they are at risk of being attenuated or even reversed

by unintended consequences of maternity leave policies, such as a deterioration of

labor-market conditions that leaves families with fewer resources to invest in children

during their formative years.

My findings are also at odds with the results of Carneiro, Løken and Salvanes (2015),

who study a 1977 maternity leave expansion in Norway and find large positive effects

on children in the long run. Two key differences may help reconcile these disparate

findings.

The first key difference is related to research design and its implications for the in-

21Brown, Kowalski and Lurie (2015) find an effect on college attendance of 0.24 percentage points
for men and 0.4 percentage points for women. The simple average of these two figures, divided by
an estimate of 0.58 years of enrollment per year of eligibility, delivers an estimate of 0.55 percentage
points.
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terpretation of the estimates. Given the sharp policy change and rich data available,

Carneiro, Løken and Salvanes (2015) use a regression discontinuity design that effec-

tive compares children born under a more generous policy regime to those born just a

few days earlier. Such a design approximates an experiment in which paid maternity

benefits are randomly assigned to expectant mothers, ruling out the possibility of

general-equilibrium effects such as changes in the labor market that could differen-

tially affect the treatment and control groups. The policy experiment in this paper,

on the other hand, approximates a more general – and, arguably, more policy-relevant

– experiment in which women and firms are allowed to respond across all possible

margins to the introduction of paid leave benefits. In short, while Carneiro, Løken

and Salvanes (2015) demonstrate compellingly that increased mother-child bonding

time can lead to valuable improvements in long-run human capital accumulation, my

results demonstrate that such effects can also be reversed by the unintended conse-

quences of mandated maternity benefits.

The second key difference is related to the context of the two studies. The natural

experiment examined by Carneiro, Løken and Salvanes (2015) took place in a country

with a long-standing, relatively generous social safety net, including subsidies for

relatively high-quality child care. Labor demand responses may be muted in countries

where a higher degree of occupational segregation makes maternity leave less costly

from the perspective of the firm (Blau and Kahn, 2013). In fact, findings from the

nascent literature examining firm responses to maternity leave mandates suggests

just such a dynamic, with firms in the United States displaying elastic demand for

female labor while European firms respond less dramatically to parental leave policy

(Thomas, 2018; Brenøe et al., 2018; Gallen, 2018).

1.7 Conclusion

The robust body of literature on the effects of family leave policies has demonstrated

clearly that parents, and especially mothers, greatly value the opportunity to take an

extended absence after the birth of a child without surrendering a job match or the
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stream of income that comes with it. However, the recent nature of U.S. parental-

leave policies has made it difficult to evaluate effects that may take years or even

decades to materialize.

This paper provides the first estimates of these long-run effects in the United States by

constructing a history of the country’s first expansion of paid maternity leave. While

the policy greatly expanded the availability of maternity benefits and increased the

amount of time working mothers spent on leave with their newborn children, it also

generated a response from employers who feared that this new workplace flexibility

would make women more costly to employ. I find evidence that the interaction be-

tween women’s responses to the policy and shifts in firms’ relative labor demand led to

a 4-percent decrease in women’s wages and a deterioration in the incomes of middle-

class families. Furthermore, these effects persisted into the next generation, reducing

children’s educational attainment by 0.05 years and decreasing their probability of

attending or graduating from college by 1.9 and 3.1 percent, respectively.

The finding of negative wage and family income effects, paired with a long-run de-

crease in children’s educational attainment, suggests maternity leave policies may not

necessarily achieve the goal of promoting gender equity and improving the welfare of

the next generation. On the contrary, my results suggest that parental leave may be-

stow benefits on parents and their children in the short run while accruing significant

costs in the long run.

How do we weigh these long-run costs against the short-term benefits of an expansion

of paid maternity leave? In the literature on long-run effects of childhood interven-

tions, one common way to quantify these costs is to generate an internal rate of return

on the resources invested in the child. This exercise provides a way to scale the ben-

efits – or, in this case, the costs – by relating their discounted future value to the

initial amount invested.

To calculate the internal rate of return on STDI maternity benefits, I follow previous

literature and first convert my estimates of the long-run effects on children’s education
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to effects on potential earnings (Neal and Johnson, 1996; Deming, 2009; Bailey, Sun

and Timpe, 2018). While realized earnings may be affected in subtle ways by changes

in selection into the workforce, the impact on potential earnings can provide a sense

of the opportunities gained or lost as a result of the treatment. Using a sample

from the National Longitudinal Survey of Youth (NLSY) 1979 cohort, I regress log

earnings on educational attainment and demographic covariates.22 The use of the

NLSY allows me to include AFQT scores, a proxy for ability, in the specification to

alleviate concern about omitted variables bias. I then convert these estimates to the

present value of lost potential earnings between age 25 and 54. If we scale this figure

by the STDI maternity benefit take-up rate and compare it to the average benefit,

we get a sense of the internal rate of return of the initial investment to the average

child. Note that this calculation is inherently conservative because it abstracts from

the cost of raising the funds and the immediate costs of the decrease in wages and

family income that resulted from the reform.

My estimates from the log-earnings equation are shown in Panel A of Table 1.5.

To facilitate comparisons to my long-run results, my preferred specification includes

a linear term in years of schooling plus dummy variables to capture the effects of

completing high school, attending college, and graduating from a four-year college.

Column 1 includes only controls for education, age, race, and survey year. The effect

of accounting for a proxy for underlying ability can be seen clearly in column 2, where

I add a quadratic in AFQT to the specification and the coefficients on education fall

considerably. For robustness, column 3 shows that I obtain similar estimates from

a more standard specification where an indicator for college attendance is omitted.

Finally, columns 4 and 5 break down the sample by gender, showing that returns

to high school are higher for women but that college attendance and graduation are

particularly profitable for men.

Panel B summarizes the implied effects on potential earnings between ages 25 and

22To match the individuals in my sample from the 2000 Census and 2001-2016 ACS, I use in-
dividuals only over the age of 25. I also drop individuals older than 54 to avoid concerns about
retirement. Earnings has been converted to 2012 dollars using the CPI-U.
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54. Data from the state of New York suggests that the average mother who benefited

from STDI between 1978 and 1985 received $3,129 in 2012 dollars.23 In my preferred

specification, the education effects suggest a decrease in potential earnings of about

one-half of 1 percent per year. At birth, assuming a 5 percent discount rate, this

equates to a cost of roughly $532 in 2012 dollars. However, if we scale it using

a conservative estimate of a 25 percent STDI take-up rate, it becomes clear that

the cost per treated child is much higher: more than $2,000 in discounted earnings,

or an internal rate of return of -68 percent. Although the effects on education are

comparable by gender, the differences in the return to college and potential earnings

make the implied effect on men much larger: An 80 percent IRR for men relative to

58 percent for women.

This simple calculation does not account for the potential social costs of paid leave,

including the cost of raising funds and the decreases in family income that occurred

immediately in the wake of the policy. Even so, it suggests that maternity benefits

come with significant long-run costs. These very large and negative internal rates of

return are driven largely by the fact that the cost of paid leave is not limited to, and

perhaps not even driven by, the direct cost of the benefit. Rather, the provision of

these relatively modest benefits triggered large responses in the labor market because

of the cost of disruptions for firms, whether real or perceived. An additional consider-

ation is that, while my data does not allow me to observe variables about the family

characteristics of the children who were affected, data from the SIPP suggests women

who made use of STDI maternity benefits were relatively advantaged. This observa-

tion raises questions about the distributional consequences of the policy. Overall, the

enactment of STDI maternity benefits suggests that future paid-leave policies must

take into account the potential that they could alter labor-market opportunities for

women and, by extension, the well-being of future generations.

23Data on STDI pregnancy benefits paid nationally is generally not available. I use New York’s
figures because the benefit amounts were relatively modest (50 percent of weekly earnings up to
a cap) and the state Workers Compensation Board provided reports that include claims, average
length, and total payments by year.
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Table 1.1: Share of new mothers claiming STDI maternity benefits, 1984-1989

(1) (2) (3)

Universal STDI 
states All other states

P-value: Test of 
difference

All mothers 0.18 0.02 0.000
(0.39) (0.15)

Age 18-29 0.19 0.02 0.000
(0.40) (0.14)

Age 30-45 0.16 0.03 0.001
(0.37) (0.16)

Married 0.21 0.02 0.000
(0.41) (0.16)

Unmarried 0.08 0.01 0.004
(0.27) (0.10)

Nonwhite 0.13 0.01 0.001
(0.33) (0.09)

White 0.20 0.02 0.000
(0.40) (0.16)

HS dropout 0.07 0.01 0.002
(0.26) (0.07)

HS grad & some college 0.22 0.02 0.000
(0.42) (0.16)

Four-year college graduate 0.18 0.03 0.009
(0.39) (0.16)

Observations 1,265 4,486

Notes: Data comes from sample of women age 18-45 who give birth during the 1984-1989
panels of the Survey of Income and Program Participation. Column 1 shows share receiving
STDI maternity benefits during the third trimester, the month of birth, or the three months
after birth in universal-STDI states of California, New York, New Jersey, Hawaii, and Rhode
Island. Column 2 shows share receiving benefits in all other states. Standard deviations
are in parentheses. Column 3 shows p-value from test of null hypothesis of no difference in
share receiving benefits across the two groups of states.
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Table 1.2: Effects of paid maternity leave on hourly wages and employment

(1) (2) (3) (4)
Log wages Employed Log wages Employed

Event years -4 to -2 0.000717 0.0158 0.0126 -0.0101* Event years -4 to -2
(0.0100) (0.0110) (0.0117) (0.00560)
[1.00] [0.27] [0.64] [0.62]

Event years 0 to 2 -0.0436*** -0.00110 -0.00623 -0.0114 Event years 0 to 2
(0.0128) (0.00473) (0.0137) (0.00665)
[0.09] [0.89] [0.81] [0.39]

Event years 3 to 5 -0.0432** 0.0134* -0.00247 -0.0120 Event years 3 to 5
(0.0193) (0.00766) (0.0153) (0.00915)
[0.15] [0.28] [0.95] [0.43]

Observations 584,761 1,063,681 673,816 973,623 Observations
R-squared 0.271 0.063 0.357 0.114 R-squared
Control mean 4.22 0.630 5.93 0.847 Control mean

Women Men

Notes: Coefficients displayed are estimates of τk from equation (1.6) with event time pooled
into three-year bins. Standard errors in parentheses are clustered by state group. Figure in
brackets is p-value from a randomization inference procedure based on 1,000 draws of state-
level STDI coverage and anti-discrimination law enactment date. All specifications include
a quadratic in age interacted with indicators for Hispanic ethnicity and nonwhite race, years
of education, indicators for completing high school and four-year college, and fixed effects
for year-by-month, state-group, and Census-division-by-year. Specification also includes
linear trend in survey year interacted with the following state-level characteristics from the
1970 decennial Census via IPUMS (Ruggles et al., 2017): share black, average years of
education among women, share with high school degree, share with college degree, number
of children born to women, and share in poverty. Sample includes men and women age 18-45
from the 1973-1987 May and Merged Outgoing Rotation Group CPS files. Individuals with
imputed values have been dropped, as have wage observations below $1 or above $100 in
1979 dollars. Wages are converted to 1979 dollars using the CPI. Regressions are weighted
using CPS earnings weights.
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Table 1.4: Long-run effects on child educational outcomes

(1) (2) (3) (4)
Sample 
mean

Intent-to-
treat effect

Test for pre-
trend

Percent 
change

HC index -0.0186 0.97
(0.004) [0.43]

Years of schooling 13.7 -0.0538 1.71 -0.4%
(0.009) [0.16]

High school graduate 0.93 -0.00118 1.05 -0.1%
(0.001) [0.39]

Some college 0.66 -0.0125 0.4 -1.9%
(0.003) [0.81]

College graduate 0.32 -0.00998 1.44 -3.1%
(0.002) [0.23]

(1) (2) (3) (4)
Sample 
mean

Intent-to-
treat effect

Test for pre-
trend

Percent 
change

HC index -0.0186*** 0.97
(0.004) [0.43]

Years of schooling 13.7 -0.0538*** 1.71 -0.4%
(0.009) [0.16]

High school graduate 0.93 -0.00118 1.05 -0.1%
(0.001) [0.39]

Some college 0.66 -0.0125*** 0.4 -1.9%
(0.003) [0.81]

College graduate 0.32 -0.00998*** 1.44 -3.1%
(0.002) [0.23]

Notes: Coefficients displayed in column 2 are estimated intent-to-treat effects of exposure
to paid maternity benefits on children in the long run. Sample includes individuals in the
2000 long-form decennial Census and 2001-2016 American Community Survey linked to the
Social Security Administration’s Numident file, born in the United States between 1954 and
1985 and age 25 or older when surveyed. Column 3 shows F-statistic and p-value from a
test of the null hypothesis that the pre-reform coefficients are jointly equal to 0. Column 4
shows estimate as a percent change relative to sample mean. Standard errors in parentheses
clustered at state of birth level.
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Table 1.5: Estimated effects of educational attainment on potential income

(1) (2) (3) (4) (5)
Log earnings Log earning Log earnings Log earnings Log earnings

Panel A: Log earnings estimates
Years of education 0.0175* 0.00328 0.00781 0.0252* -0.0185

(0.00944) (0.00950) (0.00759) (0.0138) (0.0126)
High school degree 0.355*** 0.227*** 0.224*** 0.340*** 0.231***

(0.0395) (0.0394) (0.0417) (0.0675) (0.0505)
Some college 0.177*** 0.106*** 0.0960** 0.126***

(0.0274) (0.0273) (0.0396) (0.0376)
College degree 0.314*** 0.288*** 0.289*** 0.243*** 0.317***

(0.0367) (0.0364) (0.0373) (0.0536) (0.0489)

AFQT No Yes Yes Yes Yes
Sample All All All Women Men

Observations 129,536 129,536 129,536 62,838 66,698
R-squared 0.204 0.222 0.183 0.138 0.199
Mean 26,370 26,370 26,370 20,848 33,190

Panel B: Discounted value of change in potential earnings
Annual change -176 -122 -94 -104 -143
Total discounted value -768 -532 -409 -452 -625
Total per treated child -3072 -2129 -1637 -1807 -2501
Internal rate of return -98% -68% -52% -58% -80%

28

29

30

31

32

33

34

35

36

37

38

39

40

41

Notes: Data includes individuals from National Longitudinal Survey of Youth 1979 cohort,
age 25 and older. In addition to education variables shown, specifications include survey
year, quadratic in age interacted with race and gender, and a quartic in AFQT score.
AFQT score has been standardized within the sample by year of birth. Standard errors
are clustered by individual to adjust for within-person correlation in error term over time.
Discounted value of lost potential earnings assumes fixed discount rate of 5 percent. Total
per treated child assumes take-up rate of STDI benefits of 25 percent. Internal rate of
return is constructed using an estimated average STDI maternity benefit of $3,129 in 2012
dollars. All figures are expressed in 2012 dollars, adjusted using the CPI.
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Figure 1.1: Roll-out of STDI pregnancy benefits creates variation over time and across
states

(a) Launch of STDI benefits in two high-coverage states

(b) Take-up of STDI benefits wider in high-coverage states

Notes: STDI maternity benefits were enacted in January 1977 in California and August
1977 in New York. Data in Figure 1.1a is constructed by dividing the number of STDI
pregnancy claims by month or year in California and New York by the number of births
to residents of those states. STDI pregnancy claims provided by California Employment
Development Department and New York Workers Compensation Board. Birth records come
from Natality Detail Files (National Center for Health Statistics, 2015). Data in Figure 1.1b
comes from sample of women age 18-45 who gave birth during the 1984-1989 panels of the
Survey of Income and Program Participation. Solid line shows share of women receiving
STDI maternity benefits, by month relative to childbirth, in the universal-STDI states of
California, New York, New Jersey, Hawaii, and Rhode Island. Dashed line shows share
receiving benefits by month in all other states.
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Figure 1.2: Expected labor-market effects of paid maternity leave

(a) Labor supply and demand (b) Labor supply shifts

(c) Labor demand response (d) Income loss for inframarginal women

Notes: Figure shows graphical representation of stylized labor-market model outlined in
Section 3. Panel 1.2a shows initial labor-market equilibrium. Panel 1.2b shows response of
women to enactment of benefit that reduces disutility of work. In Panel 1.2c, firms respond
to the cost of providing the benefit. Panel 1.2d shows the impact of wages lost among
inframarginal workers who are impacted by the change in the equilibrium wage but would
have remained in the labor force in the absence of paid leave.
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Figure 1.3: Short-run effect on time spent at work in months around childbirth

Notes: Data includes women from the retrospective fertility module in the 1984 and 1985
SIPP. Sample is limited to women whose first child was born between 1970 and 1984 while
between the ages of 18 and 45. Women are asked about labor supply by month only if they
worked during their first pregnancy. Figure shows intent-to-treat estimates of STDI expo-
sure on time spent at work by month relative to childbirth, using a version of equation (1.6)
that restricts event time to dummies indicating birth before or after the reform. Standard
errors in Panel B are clustered at the state-group level.
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Figure 1.4: Evaluating the internal validity of the roll-out of STDI maternity benefits

(a) EITC per capita (tens of dollars) (b) Food Stamps per capita

(c) Share of women receiving welfare (d) Share of women with any govt income

Notes: Panels show estimates of τ from equation (1.6) using measures of transfer income
per capita constructed using data from the BEA Regional Income Division and population
counts from the National Cancer Institute or data from the March CPS, 1968-1984, accessed
via IPUMS (Ruggles et al., 2017).
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Figure 1.5: Effects of paid leave on hourly wages

(a) Women age 18-45

(b) Men age 18-45

Notes: Graph shows event-study estimates from equation (1.6) using samples of women
and men age 18-45 from the 1973-1987 May CPS and 1979-1987 Merged Outgoing Rotation
Group files. Sample excludes self-employed and farm workers, as well as wages greater than
$100 or less than $1 in 1979 dollars. Weighted regressions use CPS earnings weights where
available, and standard CPS sampling weights from 1973-1978. Basic controls include fixed
effects for month and year of the survey, state, and a quadratic in age interacted with
indicators of nonwhite race and Hispanic ethnicity. Education controls include a linear
term in years of schooling plus indicators for completing high school and college. Standard
errors are clustered at the state-group level.
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Figure 1.6: Effects of paid leave on family income

(a) Share with income ≥ $1,000 (b) Share with income ≥ $7,500

(c) Effect on the distribution of family income

Notes: Figures 1.6a and 1.6b show event-study estimates of the effect of the enactment of
paid leave on the share of women age 18-45 in families with income greater than $1,000
and $7,500, respectively. Figure 1.6c shows difference-in-difference estimates of the same
effect at various thresholds of family income. Sample includes women age 18-45 from the
1974-1981 May CPS who are the head or wife of the household head. Weighted regressions
use CPS earnings weights. Standard errors are clustered at the state-group level.
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Figure 1.7: Effect of STDI maternity benefits on fertility

(a) Fertility rates (b) Average birthweight

(c) Share born to nonwhite mothers (d) Mothers’ education

Notes: Estimates in Figures 1.7a, 1.7b, and 1.7c use birth record data from the Natality
Detail File, 1974-1984, accessed via ICPSR, and population counts by age, sex, and race
from the National Cancer Institute’s Surveillance, Epidemiology, and End Results (SEER)
Program. In Figure 1.7d, data on mother’s education comes from 1980 long-form decennial
Census accessed via IPUMS (Ruggles et al., 2017). Standard errors are adjusted for het-
eroskedasticity. In Figure 1.7d, standard errors are also adjusted for intracluster correlation
within states and individual mothers.
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Figure 1.8: ITT effect of paid leave enactment on index of educational outcomes

Notes: Coefficients displayed are estimated intent-to-treat effects of exposure to paid ma-
ternity benefits on children in the long run. Standard errors clustered at state level. Sample
includes individuals in the restricted 2000 long-form decennial Census and 2001-2016 Amer-
ican Community Survey, using cohorts born in the United States between 1954-1985, and
individuals age 25 or older when surveyed. Estimated using equation (1.6) with STDIs,1970
calculated using industry-level STDI coverage shares from Autor et al. (2013) and 1970
decennial Census microdata (Ruggles et al., 2017).
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Figure 1.9: The long-run effects of STDI maternity benefits on children’s education

(a) College attendance

(b) College completion

Notes: Coefficients displayed are estimated intent-to-treat effects of exposure to paid ma-
ternity benefits on children in the long run. Standard errors clustered at state level. Sample
includes individuals in the restricted 2000 long-form decennial Census and 2001-2016 Amer-
ican Community Survey, using cohorts born in the United States between 1954-1985, and
individuals age 25 or older when surveyed. Estimated using equation (1.6) with STDIs,1970
calculated using industry-level STDI coverage shares from Autor et al. (2013) and 1970
decennial Census microdata (Ruggles et al., 2017).
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CHAPTER II

Paid Maternity Leave and the Gender Wage Gap

2.1 Introduction

The erosion of the gap between women’s and men’s outcomes in the labor market is

one of the most important economic stories of last century. While only 20 percent

of American women with a child under age 1 reported formal employment in 1970,

the share with a job had tripled by the end of the century. At the same time, wages

among female workers rose substantially, although they remained well short of the

wages of their male counterparts.

Economists have proposed a number of explanations for the narrowing of the gen-

der wage gap – as well as the incomplete nature of this convergence in women’s and

men’s wages – since the mid-20th century. These explanations include the erosion

of differences in human capital (e.g., Black et al., 2008; Blau and Kahn, 2017), dif-

ferential preferences for shorter and more flexible hours (e.g., Goldin, 2014), changes

in the selection-induced bias in observed wage distributions (e.g., Blau and Beller,

1988; Mulligan and Rubinstein, 2008), non-cognitive factors such as a reluctance to

negotiate or behave competitively (e.g., Niederle and Vesterlund, 2007; Card, Car-

doso and Kline, 2016), and the persistence of discrimination (e.g., Goldin and Rouse,

2000).

Intertwined with each of these explanations is the role of public policy and other labor-
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market institutions. Employers have increasingly adopted practices, both willingly

and at the behest of policymakers, that are designed to help workers balance the

competing demands of family and the workplace. These policies are generally thought

to encourage labor-force participation, reduce career interruptions, and benefit the

long-run earnings of working parents – and especially women, given their continued

status as the primary providers of home production. However, family-friendly policies

may also lead to shifts in demand for women’s labor services that feed back in the

form of lower wages, fewer job offers, and other deterioration in women’s labor-market

prospects. While well-established economic theory predicts that certain policies have

the potential to create unintended consequences, these effects have proven difficult to

document empirically (Olivetti and Petrongolo, 2017; Rossin-Slater, 2017).

This paper explores the effect of an expansion of paid maternity leave benefits on the

gender wage gap. In the 1970s, a number of U.S. states, and eventually the federal

government, enacted laws that barred employment discrimination against women on

the basis of pregnancy. One of the consequences of these laws was that short-term dis-

ability insurance, or STDI, was required to cover childbirth as a disability, essentially

creating America’s first paid maternity leave policy. Because the enactment date of

these laws differed across states, and because the share of working women with access

to STDI varied from state to state, they created variation in both the timing and

intensity of the treatment. This variation provides an opportunity for an empirical

exploration of the ambiguous theoretical implications of a substantial expansion of

paid leave; while such a policy could in theory increase women’s labor-force attach-

ment and earnings potential, it also has the potential to discourage the hiring and

promotion of women among firms concerned about the cost of absent employees.

I first explore the effect of paid maternity leave on several measures of equality in the

labor market. The gender wage gap was largely flat during the 1970s but narrowed

during the 1980s. Using an event-study design, I show that the expansion of paid

leave increased the measured wage gap between men and women by about 4 percent.

A simple decomposition exercise suggests that the expansion of maternity leave can
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account for -31% of the convergence between men’s and women’s wages between 1975

and 1985 – that is, without the enactment of paid leave benefits, women’s hourly

wages would have risen an additional 2 percentage points relative to men.

A change in the measured gap between the hourly wages of men and women can be

the result of changes in the way firms compensate workers for their labor services,

or because of changes in the composition of the labor force. Which factors were

most important for explaining the effects of STDI-funded maternity leave? I explore

this question by analyzing changes in women’s labor-market outcomes among several

margins. I find no robust evidence of shifts in the amount of time women spent

working, either on the extensive or intensive margins. However, consistent with pre-

vious literature suggesting that family-friendly policies such as maternity leave may

accelerate sorting into particular occupations (Blau and Kahn, 2013; Thomas, 2018),

I find that women are less likely to hold a professional or management position in

the wake of the reform, while men increase entry into these occupations at a rate of

nearly 1-to-1.

These results contribute to several bodies of literature. First, they add additional con-

text to the voluminous literature on the drivers of the gender wage gap in the United

States (Blau and Kahn, 1997, 2006; Goldin, 2014; Blau and Kahn, 2017). While pre-

vious research has closely examined the role of fundamental factors such as changes

in the wage structure, differences in human capital, and labor-market discrimination,

we have less empirical evidence on the role played by public policy.

These findings also contribute directly to the literature that seeks to understand the

consequences of parental leave policies.1 Most research on the labor-market effects of

these policies has studied reforms in Europe or other OECD countries with generous

social safety nets, while less evidence is available from the United States, where policy

variation is scarce. The policy examined in this paper consisted of a modest but

broadly applied maternity policy that, from the perspective of working women, looked

1Two excellent reviews of the literature on parental leave can be found in Olivetti and Petrongolo
(2017) and Rossin-Slater (2017). I summarize some key findings from this literature in section 2.2.2.
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very much like most of the national paid-leave policies that are under consideration

in Congress today.

A robust body of literature has shown convincingly that mothers value the oppor-

tunity to take leave from work, and that such leaves have the potential to lead to

benefits such as reduced stress, healthier behaviors, and more generous mother-infant

bonding periods (Rossin, 2011; Carneiro, Løken and Salvanes, 2015). The results of

this paper suggest that these policies also come with measurable costs in terms of

women’s earnings and career prospects that should be considered in any analysis of

future policy. These costs have been acknowledged by analysts and policymakers in

many cases (Mathur et al., 2017). However, a careful consideration of the factors

that drive the results in this paper suggest that the designs most commonly proposed

for paid leave – such as using gender-neutral allotments of time off or financing that

does not rely on employer mandates – may not be enough to avoid costs to women’s

labor-market prospects entirely.

2.2 Background: Disability insurance, maternity leave, and

the gender wage gap

The latter half of the 20th century was marked by an unprecedented shift in the role of

women in the labor force. As late as the 1950s, the widespread practice of “marriage

bars” limited women’s opportunities to work (Goldin, 1988), and as late as 1971, at

least four states retained laws restricting women’s employment just before and after

childbirth (Koontz, 1971). The rise of female labor force participation fundamentally

altered this dynamic, as advocates of women’s rights began to promote policies that

would allow new mothers to take time away from work without sacrificing their jobs

or paychecks.

This paper studies the effect of parental leave policies on the labor market by ex-

ploiting an expansion of access to paid maternity benefits that occurred, in most U.S.

states, in the 1970s. The history of this expansion, which ultimately required group
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STDI policies to cover childbirth as a “disability,” is detailed in Section 1.2. As I

will describe more fully in Section 2.3, this reform created two sources of variation –

differential timing of adoption of the anti-discrimination laws that required STDI to

cover childbirth, as well as differential STDI coverage rates that gave the policy more

“bite” in some states than in others – that I will use to study the causal effect of the

policy.

This expansion of paid leave provides a rare opportunity to evaluate the effect of

a large-scale expansion of paid leave on women’s labor-market outcomes in the U.S.

context. A key feature of the expansion of STDI maternity leave is that these benefits

were relatively modest, providing between one-half and two-thirds of usual wages for

6-10 weeks, depending on the policy in question. In addition, they were bestowed

on women who often had no access to maternity benefits, just as millions of working

women in the United States have no maternity leave benefits even today. Despite

these relatively low benefit levels, take-up of the program was robust, with roughly

50 percent of eligible mothers taking up benefits in universal states in the early years,

and an increase of about 5-6 weeks in time spent away from work for women who

received the maternity benefits (Timpe, 2019).

The enactment of STDI benefits is also of interest because it occurred on the doorstep

of the United States’ most dramatic period of gender wage convergence. I will discuss

this context more fully in the next section.

2.2.1 The convergence of female and male labor-market outcomes

A healthy literature has tracked the dramatic progress in women’s labor-market out-

comes, one of the most consequential developments of the labor market in the late

20th century (Goldin, 1994). The 1970s and 1980s were a time of particularly active

progress toward gender equality.

The general trends in the labor-market outcomes of women age 18-45 during this

period are characterized by Figure 2.1a. In the 1970s, labor-force participation ac-
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celerated slightly, even compared to the steady growth of the previous decade, and

continued to climb in the 1980s. By 1990, female labor-force participation had grown

by about half over its 1968 level. The solid blue line suggests that women were also

gaining status; between 1968 and 1990, the share of working women in professional

or management occupations, as defined using the Census Bureau’s occupation coding

scheme, also grew by nearly 60 percent.

Even as women were joining men in the labor force in ever-increasing numbers,

progress in women’s hourly wages came more slowly. The dashed green line in Figure

2.1a shows the trend in the gender wage ratio, which is interpreted as the average

wage among women divided by the average wage among men. In 1968, an hour of fe-

male labor earned only about two-thirds of the wage earned by an hour of male labor;

the gender wage ratio held steady at this level throughout the 1970s, despite women’s

gains in participation and occupational status. However, the 1980s marked a period

of significant convergence, and the wage ratio among full-time, full-year workers rose

to about 0.76 by 1990.2

Figure 2.1b provides suggestive evidence that the gender wage ratio responded to the

enactment of STDI maternity benefits. I construct the wage ratio separately among

two groups of states – those that enacted anti-discrimination laws in late 1976 or

early 1977, and those that adopted STDI benefits two years later. I then regress the

wage ratio in each group of states on a quadratic trend in calendar year and plot

the residuals.3 The resulting graph shows when the wage ratio was rising unusually

2The CPS May and Outgoing Rotation Group (ORG) files provide a direct measure of hourly
wage observations beginning in 1973. To facilitate an estimate of the gender wage ratio beginning
in the late 1960s, I instead use the CPS Annual Social and Economic Supplement (ASEC) in Figure
2.1a. Hourly wages in the ASEC are measured by dividing last year’s wage earnings by the product
of weeks worked last year and hours worked last week. This measure is relatively noisy and biased
toward workers who are less connected to the labor market. Nevertheless, in years where both series
are available, they produce similar trends in hourly wages and the gender wage gap. All subsequent
analyses involving hourly wages in this paper will use the more direct measure in the May/ORG
files.

3Figure 2.1b constructs the wage ratio using full-time female workers age 18-45 and full-time
male workers age 18-64, in the spirit of abstracting from issues of convex returns to hours worked
(Goldin, 2014) and comparing the wages of women of child-bearing age to the “counterfactual” wage
distribution. However, the figure is qualitatively similar regardless of the choice of age range of men,
restriction placed on work hours, and a linear time trend instead of quadratic.
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fast, and when it was lagging the long-run trend. For each group of states, robust

growth in the gender wage ratio dipped substantially for 2-3 years after enactment of

STDI maternity benefits before returning to roughly the previous trend. This pattern

provides informal evidence that the enactment of maternity benefits may have played

a part in the delayed convergence of the gender wage ratio in the 1970s.4

What explains these trends in the relative wages of working American women? An

active literature has explored several potentially complementary drivers of wage con-

vergence. One factor that has largely worked in women’s favor is the evolution of the

U.S. wage structure. As demand for manufacturing workers receded and the rise of

computers raised the return to “soft” skills thought to be more prominent in women,

the wage structure shifted in women’s favor (Berman, Bound and Griliches, 1994;

Beaudry and Lewis, 2014; Weinberger, 2014).

Other factors that have historically been viewed as important determinants of labor-

market wages, such as education and experience (Ben-Porath, 1967; Mincer, 1974;

Mincer and Polachek, 1974; Becker, 1975), had more ambiguous effects on the wage

gap. Women have closed and even reversed the gap in educational attainment; how-

ever, they still disproportionately choose majors or degrees that are rewarded with

lower wage premiums (Black et al., 2008; Bronson, 2015). In addition, women have

long accumulated lower levels of labor-market experience than otherwise similar men;

this gap has narrowed over time but persists (Blau and Kahn, 2017), and much of it

appears to be related to child-bearing and the outsized role women continue to play in

fulfilling household responsibilities (Fuchs, 1989; Sigle-Rushton and Waldfogel, 2007;

Bertrand, Goldin and Katz, 2010; Chung et al., 2017; Kleven, Landais and Søgaard,

2018; Pan et al., 2018; Kleven et al., 2019). In addition to more frequent interrup-

tions in labor-market activity, which can hinder employment opportunities through

4It is worth noting that other explanations for the late convergence in the gender wage ratio
have been proposed; Goldin (1994) suggests that the growing labor-force participation of working
women took some time to translate into growth in labor-market experience, which in turn helped
close the wage gap. This paper does not test the theory of Goldin (1994), but rather offers another,
potentially complementary explanation for the patterns evident in the evolution of the gender wage
gap.
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skill deterioration and greater job-search costs, a body of research has documented

the concentration of women in occupations that allow for more flexibility in exchange

for lower wages (Goldin, 2014; Cortés and Pan, 2018). Together, these factors suggest

that, even as women invest more in their human capital, the convergence of the gen-

der wage gap may be slowed by a labor market that rewards – at least in pecuniary

terms – commitment to a steady supply of labor both over the course of a workday

and a career.

An additional factor is the role of selection into the workforce. Ideally, analysts would

want to consider the distribution of wage offers and its difference across otherwise

comparable men and women. Instead, they generally observe only the hourly wage

received among individuals who choose to participate in the labor market, a limitation

that is particularly crucial for women, whose relationship with the labor market has

changed in fundamental ways in recent decades. The empirical literature has produced

widely varying results on this topic, with influential papers arguing that selection

has played a key role in the changing wage gap (Mulligan and Rubinstein, 2008)

while others suggest it is less important in research that relies on different data and

methodologies (Blau and Kahn, 2006).

Another potential source of wage differentials is the existence of discrimination in the

labor market. The importance of this factor is notoriously difficult to measure; while

it is well-established that the wage gap cannot be explained by covariates in most data

sets, and that women are less likely to reach higher-paying, more prestigious rungs on

the job ladder (Goldin, 2014; Card, Cardoso and Kline, 2016), discriminatory factors

are difficult to separate from other explanations such as preferences for flexibility, as

noted above, or the reluctance to compete with men that has emerged as a new topic

of the literature on the gender wage gap (Niederle and Vesterlund, 2007, 2008, 2011).

Nevertheless, several researchers have obtained evidence from compelling laboratory

or natural experiments that employers are more reluctant to hire or promote women

than otherwise comparable men (Neumark, Bank and Van Nort, 1996; Goldin and

Rouse, 2000; Correll, Benard and Paik, 2007; Moss-Racusin et al., 2012; Reuben,
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Sapienza and Zingales, 2014).

2.2.2 The role of family-friendly policies

Each of the factors outlined above can interact with the institutional features of a

labor market to alter the measured gap in hourly wages between women and men.

These effects may be particularly pronounced for “family-friendly” workplace policies.

Such policies may alter women’s career expectations and, in turn, raise the perceived

return to investments in human capital (e.g., Goldin and Katz, 2002; Goldin, Katz and

Kuziemko, 2006; Bailey, Hershbein and Miller, 2012); encourage employee-absence-

averse employers to engage in statistical discrimination; alter the selection decision by

making employment more flexible; and, to the extent that they increase labor force

participation among workers who value flexibility, shift the occupational distribution

of female workers.

How do these factors apply to maternity leave policies? Much of the literature on

parental leave focuses on the implications for working women who must trade off

time at home with a newborn child against the desire to remain in the workforce or

preserve her current job match (Klerman et al., 1997). In the absence of maternity

leave policies, some women will choose to leave the workforce rather than settle for

the length of leave their employers are willing to allow, despite the loss of income, the

greater deterioration of general and firm-specific human capital, and the job-search

costs they will absorb upon a future return to the labor force. In such a setting, a

guaranteed allotment of leave will entice women to preserve a job match. This may

preserve their place on the job ladder, increase their future potential earnings, and

even lead to greater human capital investment, all forces that should serve to reduce

gender disparities.5.

In fact, a large body of literature suggest there is scope for such positive effects. Re-

5This literature generally abstracts from choices about the timing or quantity of children to bear.
However, it is worth noting a small literature that finds that the availability of parental leave does
play a role in these decisions (Hoem, 1993; Averett and Whittington, 2001; Lalive and Zweimüller,
2009; Farré and Gonzalez, 2019).
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search on the take-up of maternity leave policies suggests women value such policies

highly and take advantage of the opportunity to take a leave of absence with a new-

born when it is made available (Waldfogel, 1999; Berger and Waldfogel, 2004; Baker

and Milligan, 2008; Washbrook et al., 2011; Rossin-Slater, Ruhm and Waldfogel, 2013;

Byker, 2016; Dahl et al., 2016). The structure of the leave allotment also appears

to matter (Lalive et al., 2014); for example, unpaid leave appears to disproportion-

ately benefit more-educated mothers while paid leave is more impactful for relatively

disadvantaged women (Han and Waldfogel, 2003; Han, Ruhm and Waldfogel, 2009;

Byker, 2016). Interestingly, gender-neutral or parental leave allotments have much

smaller (although still positive) impacts on the length of time men spend away from

work after fathering a child (Han and Waldfogel, 2003; Baum and Ruhm, 2016; Bartel

et al., 2018).

The literature has also generated empirical evidence, albeit less robust, that parental

leave policies increase job retention among mothers. The existence of such an effect

is likely to be a necessary condition for the existence of a positive overall impact of

parental leave policies on women’s labor-market opportunities. Social scientists have

found positive, but sometimes only suggestive, evidence that reforms in the U.S. and

Canada increase mothers’ attachment to the labor force (Ruhm, 1998; Berger and

Waldfogel, 2004; Hofferth and Curtin, 2006; Baker and Milligan, 2008; Rossin-Slater,

Ruhm and Waldfogel, 2013; Byker, 2016; Baum and Ruhm, 2016; Bana, Bedard and

Rossin-Slater, 2018). However, such findings are not universal; for example, expan-

sions of the already-generous leave allotments in Europe and other OECD nations

appear to have no effect on the subsequent labor-market experiences of women (Lalive

et al., 2014; Asai, 2015; Dahl et al., 2016).

Parental leave policies’ impact on the labor market become less clear when we consider

the potential for broader impacts on the labor market, where it can alter decisions

not only about labor supply but also labor demand, human capital accumulation,

and other factors discussed in section 2.2.1.

62



A simple theoretical framework would first consider changes in female labor supply

and demand for female labor in a static framework (Summers, 1989; Gruber, 1994).

As STDI maternity benefits are enacted, employed women gain a non-wage benefit

that would be expected to induce more women to enter the labor market, raising

employment rates but also lowering hourly wages as female workers become less scarce.

At the same time, firms may respond to the cost of the benefits and the longer, more

frequent absences by reducing demand for female labor. Together, these factors lead

to ambiguous effects on female employment but a clear prediction that female wages

should fall.

We might expect the effects on women’s wages to be even more pronounced given

more nuanced considerations of the effects of selection, discrimination, and women’s

preferences for flexibility in the workplace. If the women attracted to the labor force

are those who most value flexibility, we would expect an even larger effect on the

gender wage gap. First, the new entrants are more likely to experience large gaps

in experience that lead them to earn lower wages on average. In addition, given

the entrants’ preference for flexibility, the mechanism outlined by Goldin (2014) may

become more pronounced as women sort into lower-paying, less time-intensive oc-

cupations. Furthermore, these effects need not impact only mothers or women who

plan to bear children; from the employer’s perspective, imperfect information about

workers’ future child-bearing habits will encourage statistical discrimination that dis-

courages hiring or promotion of women of child-bearing age (Thomas, 2018). Indeed,

Blau and Kahn (2013) outline just such an explanation for the greater occupational

segregation and lower occupational status of women in developed countries with more

generous social safety nets than that in the United States.

While the theoretical underpinnings of these impacts on women’s labor-market op-

portunities is well understood, researchers have struggled to find ways to test them

empirically (Olivetti and Petrongolo, 2017; Rossin-Slater, 2017). The United States’

national policy, the Family and Medical Leave Act (FMLA), had a relatively small

impact on access to job-protected leave. Estimates of its effect on employment and
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wages produced null estimates (Baum, 2003), although Thomas (2018) reports a de-

crease in women’s likelihood of being promoted. Using the more recent expansion of

paid leave in California, two papers find evidence of negative employment effects for

women (Das and Polachek, 2015; Sarin, 2017). Asai (2019) focuses on a Japanese

reform that decreased the direct cost of paid leave to firms and found that firms

responded by hiring more women and paying a higher starting wage.

The relative lack of variation in U.S. parental leave policies has also inspired several

papers that use innovative approaches and alternative settings to measure the costs

of leave-taking. Gallen (2018) examines a 2002 policy change in Denmark and finds

evidence of small negative effects on some co-workers’ earnings and suggestive evi-

dence of a decrease in firm survival. In another study using Danish data, Brenøe

et al. (2018) exploit the insight that, from the point of view of a firm with many

employees, the timing of a worker’s pregnancy is plausibly exogenous. They analyze

firms’ response to maternity leave and conclude the costs are small.

While these studies offer compelling evidence that costs are small, it is unclear how

easily we can extrapolate such findings to the United States, where the labor market

may not absorb an increase in leave-taking as readily as those in Europe and other

OECD countries (Blau and Kahn, 2013). Given the scarcity of variation in parental

leave policies in the United States, this question has been difficult to test, but the

broad nature of the expansion of STDI benefits provides such an opportunity.

2.2.3 What did maternity leave cost?

How large would we expect the costs of a maternity leave policy to be? In the simple

model of mandated benefits outlined Summers (1989), the calculation is simple: the

competitive labor market ensures that the cost is passed directly to the worker. In

the special case where the value to workers is the same as the cost to the employer,

this pass-through is 1-to-1.

One simple way to evaluate the likely magnitude of such an effect is consider how
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a profit-maximizing hiring manager, facing the prospect of hiring a woman of child-

bearing age with uncertain fertility preferences, would calculate the expected cost of

STDI benefits paid out for childbirth. Using a sample from the CPS ASEC (Ruggles

et al., 2017), I estimate that the fertility rate among 18- to 45-year-old female wage

and salary earners in the early and mid-1970s ranged from 45 to 65 per thousand

women in the early and mid-1970s.6 Depending on the generosity of an STDI policy

– which varied from as low as 6 weeks of benefits at a 50 percent wage replacement

rate to 10 or more weeks at a two-thirds replacement rate at the high end – this

calculation suggests the expected cost would have been roughly one-half of 1 percent

of a female employee’s salary. However, the above calculation likely represents a lower

bound on the cost of such a policy. First, it assumes there is no substitute for female

workers in the labor market; in fact, the effect on wages may be more pronounced if

firms are able to hire men in place of women. In addition, although fertility rates fell

after 1970, the fertility rate among working women did not fall as dramatically, and

was actually rising during the late 1970s, suggesting that hiring managers may have

had reason to believe leave-taking among their workers would become more common.

Finally, in many cases, the nature of the anti-discrimination laws would have ushered

in not only cash benefits for childbirth, but also required employers to continue health

insurance benefits for mothers of newborns – a factor that would have added another

0.25 percent of annual wages to the expected cost of hiring a female worker (Baum,

2003; Gruber, 1994).

Other potential costs require the consideration of wage-setting models that go beyond

the static, perfectly competitive setting. For example, employers argued vociferously

in public debates at the time that they would be forced to do so absorb other costs,

such as the hassle costs of hiring temporary replacement workers, as well as the

training costs and lower productivity among those replacements (Rousmaniere, 1977;

U.S. House of Representatives, 1977; U.S. Senate, 1979). In addition, although ma-

6Wage and salary earners are defined as those with at least $100 in wage and salary earnings in
the previous year. I drop individuals with business income below 0 or above $100. The fertility rate
is the share of this sample with a child age 0 in the household.
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ternity leave policies are designed to promote job continuity among mothers, they

may also increase turnover in the labor market overall, either by inducing selection

into the workforce by less-attached women or by altering fertility or occupational

choices.

While difficult to quantify, such costs could be substantial. Using Swiss administrative

data, Blatter, Muehlemann and Schenker (2012) estimate that average hiring costs

are equivalent to 10-17 weeks of wage earnings. The bulk of this cost is attributed to

the lower productivity of new workers and the training required to bring them up to

speed; these “adaption costs” alone account for 71 percent of the hiring.

2.3 Data and Empirical Strategy

To investigate the labor-market consequences of the expansion of paid maternity

benefits through STDI, I construct a sample of men and women age 18-64 from

the May Current Population Survey (CPS), 1973-1978, and the Outgoing Rotation

Group of the CPS from 1979-1993. The chief strength of these data is that they

are the earliest available data to directly measure hourly wages (or weekly earnings

and usual weekly hours worked) in large, regularly collected, nationally representative

samples from the United States.7 In addition, I observe employment status, industry

and occupation, and basic demographic characteristics of the respondents.

My primary focus is on women of “child-bearing age,” or 18-45 for the purposes of

this paper, as well as men of the same age. For women in this age group, the advent

of STDI maternity benefits may have represented an important benefit that altered

7Between 1973 and 1976, the public version of the CPS does not specify the state of residence for
some individuals, assigning them instead to a larger “state group.” These state groups differ from the
state groups used in the March CPS available through IPUMS; specifically, several of the 27 states
identified individually in the CPS data are instead grouped in the IPUMS data. It is unclear whether
this discrepancy is due to different coding schemes or a coding error, so I recode all variables to
the more conservative IPUMS coding scheme. In cases where states within a “state group” adopted
the STDI maternity benefit reform at different times, I include the respondents in the sample but
assign them to the omitted event-time category for all years. As a result, these individuals do not
contribute directly to my estimates of interest but do increase their precision by contributing to my
estimates of fixed effects and other covariates. My results do not change significantly if I use the
alternative CPS state coding scheme or drop states with conflicting treatment dates.
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labor-supply decisions and human capital accumulation. In addition, to the extent

that firms responded to the expected or actual costs of maternity leave, it is reasonable

to suspect that these groups would have been the most likely to experience a change

in the demand for their labor services.

To evaluate the effect of maternity leave on the labor market, I make use of two

sources of variation: The varying time of adoption of anti-discrimination legislation

within a state, and the varying “bite” of this legislation across states with differing

pre-existing levels of STDI coverage. Because data on STDI coverage at the state level

is rare, particularly during the time frame of my study, I construct my best estimate

by combining industry-level STDI coverage rates with data on the distribution of

working women across industries in 1970. The construction of this measure, which I

denote STDIs,1970, is described in Section 1.4.1.

My main approach is to use this estimate of the “bite” of the maternity leave policy,

STDIs,1970, to augment an event-study design that allows me to flexibly estimate the

impact of exposure to maternity benefits:

yist = STDIs,1970
∑
k 6=−1

τk1 {k = t− T ∗s }+ δs + θr(s)t +X ′
istβ + εist (2.1)

where δs is a set of state fixed effects, θr(s)t is a fixed effect at the Census-region-by-

year (or division-by-year) level, X ′
ist is a suite of covariates, and yist is an outcome

of interest such as the log of the hourly wage or an indicator for being employed in

a professional or management occupation. The coefficients of interest, τk, flexibly

estimate the intent-to-treat effect of expansion of maternity benefits on outcome yist.

Because STDIs,1970 scales my event-time dummies in a way that proxies for the share

of women who received maternity benefits as a result of the anti-discrimination laws,

these estimates can be interpreted as the effect of making maternity leave benefits

universal.
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In addition to specification 2.1, because I am particularly interested in women’s rel-

ative wages, I also use a specification that pools men and women and adds an in-

teraction term that estimates the effect of the policy on women’s wages, net of any

impacts on hourly wages for all workers, as follows:

yist = STDIs,1970
∑
k 6=−1

ψkFemaleist1 {k = t− T ∗s }

+ STDIs,1970
∑
k 6=−1

γk1 {k = t− T ∗s }+ δs + θr(s)t +X ′
istβ + εist (2.2)

where in this case my parameter of interest is ψk, which can be interpreted as the

intent-to-treat effect on women’s wages relative to those of men.

In each of these specifications, the key identifying assumption is that no other de-

terminants of yist are correlated with the expansion of STDI maternity benefits. For

example, a recession-led deterioration in women’s labor-market outcomes could con-

found my estimates, but only if it affected workers in a given state at the same time

maternity benefits were enacted, and in such a way that the effect was correlated with

the pre-existing share of female workers who received STDI. To account for such fac-

tors, I adjust for state-level output using data from the Bureau of Economic Analysis’

Regional Economic Accounts data, as well as other potential determinants of wages

and other labor-market outcomes. In particular, because STDI coverage appears to

be correlated across states within a region, I include θr(s)t to adjust flexibly for any

trends that may be common to states in a particular region of the country.

2.4 Results

This section reviews the results of my estimates of the effect of the expansion of

STDI maternity benefits on women’s labor-market opportunities, and particularly

the gender wage gap. I first discuss my estimates of the effect and quantify their
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magnitude in terms of the broad trends in women’s relative wages. I then move on to

the channels through which maternity benefits access led to these changes in women’s

wages, and their implications for the experiences of American working women.

2.4.1 The effect of STDI benefits on the gender wage ratio

The main result of the paper is pictured in Figure 2.2. The estimate of each element

of τk is plotted on the vertical axis against the event-time on the horizontal axis. The

flexible event study design provides a built-in test for a pre-trend; the coefficients

are statistically indistinguishable from 0. However, the women’s relative wages break

sharply after the enactment of STDI benefits, leveling out at about 4-5 percent below

the previous trend. As shown in the figure, these estimates are remarkably consistent

across a range of specifications.

What does this decrease in relative wages mean for the gender wage gap? Figure 2.3

provides a visual representation of the estimated effect on the gender wage ratio –

interpreted as the ratio of the hourly wage of the average working woman and the

hourly wage of the average working man – in a subset of states for which I can observe

the treatment date in public CPS data.8 The observed gender wage ratio, shown as

the dashed line, is broadly consistent with Figure 2.1a. Women’s hourly wages were

roughly two-thirds of average male wages in the 1970s, but converged quickly in the

1980s, reaching nearly 80 percent of male wages by the end of the decade. The

counterfactual is represented by the solid line, which represents the gender wage ratio

that would have been observed in the absence of STDI maternity benefits. The two

lines can be distinguished statistically at the 5 percent (10 percent) level in years

with triangle (circle) markers, but are indistinguishable in other years. The two lines

8While my estimates of the change in female and male wages use all individuals that meet my
sample criteria to improve precision, for this exercise I drop individuals from several states where, due
to the grouping of states in CPS data, I cannot accurately measure event time. These states include
Wisconsin, Michigan, Maine, New Hampshire, Vermont, Rhode Island, Iowa, Missouri, Minnesota,
North Dakota, South Dakota, Nebraska, Kansas, Hawaii, Alaska, Oregon, Washington, Montana,
Idaho, Wyoming, Colorado, New Mexico, Arizona, Utah, Georgia, Virginia, Delaware, Maryland,
West Virginia, and South Carolina. In addition, I drop New Jersey and Connecticut because they
adopted STDI maternity benefits before my sample period.
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begin to diverge in 1978 and grow further apart over the time period.

The year-by-year estimates of the gender wage gap can be further evaluated in Table

2.1. Column 1 shows the estimated gender wage ratio, while column 2 shows the

wage ratio in the counterfactual scenario in which states did not enact laws require

group STDI plans to cover childbirth. Column 3 shows the difference between the

two estimates, as well as the p-value from a test of the null hypothesis that the

counterfactual wage ratio is no larger than the observed ratio. My estimates are noisy

in the early years of the sample period, a feature that can be attributed in large part

to the smaller sample sizes before 1979. However, beginning in 1978, we can reject

the null that the STDI maternity benefit reform did not restrict the convergence of

the gender wage ratio.

How large was this effect? A convenient reference point is 1975, when my estimates

of the actual and counterfactual gender wage ratio are nearly identical, at 0.69. Over

the next 10 years, women gained just over 6 percentage points on men. However,

the ratio would have closed another 1.9 percentage points under the counterfactual

scenario, suggesting that STDI maternity benefits can explain -31 percent of the

convergence in women’s relative wages over this period. Even though women’s relative

wages continued to grow substantially through the end of the 1980s, the persistence

of the estimated effect of STDI maternity benefits meant that the gap between the

counterfactual and measured wage ratio also continued to grow; this exercise suggests

-25 percent of the converge from 1975-1990 is explained by STDI benefits.

2.4.2 The effects of STDI maternity benefits on labor supply and women’s

occupational distribution

The stark effects of the expansion of STDI maternity benefits on women’s relative

wages raise additional questions about the consequences of parental leave policies for

women’s labor-market opportunities. To what extent did these changes stem from

changes in selection into the workforce or shifts in the occupations in which women

were working?
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To the extent that the reform initiated changes in women’s willingness to work or

the demand for female labor, we might expect to see effects on the time women

spent on the job. Table 2.2 shows no such effects. Here I have pooled event time in

equation 2.1 into three-year groups to provide summary results in table form. Column

1 provides an estimate of changes on the intensive margin by using the log of usual

hours worked; the estimate of a 2 percent increase in the first years after the reform

cannot be distinguished from 0.

In some cases, small or nonexistent shifts in average hours worked may mask changes

at other points in the distribution. To explore this possibility, I also regress indicators

on the likelihood of working more than 0, 20, or 40 hours on equation 2.1. Column

2 effectively provides an estimate of the extensive-margin response of labor supply;

here again I see no statistically significant change in the likelihood of working positive

hours. Similarly, columns 3 and 4 show no evidence of an effect at either the 20-hour

or 40-hour margin.

Finally, one potential response to the reform is that women may shift across industries.

The implied direction of such an effect is not clear, since firms with a history of offering

STDI benefits may be particularly reluctant to hire women of child-bearing age, even

as women seek out positions at those firms. Column 5 of Table 2.2 tests this question

by regressing an indicator for employment in a high-STDI industry on equation 2.1;

again I see no significant effect.

While the results above suggest that STDI benefits did not have an impact on the

overall quantity of female labor supplied or the industries in which women worked,

the estimates in Table 2.3 suggest that shifts in occupation did indeed play a role.

Column 1 provides a baseline estimate of the effect on the gender wage gap, suggesting

that women’s relative wages fell by about 4 percent in the first six years after the

enactment of STDI maternity benefits. Column 2 shows that little changes if we add

a proxy for the macroeconomic environment.

However, the addition of occupation fixed effects significantly cuts the estimated
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effect of the reform – by nearly one-third in the first few years after the reform and

nearly half in years three through five. This result suggests that a significant portion

of the decrease in female relative wages came as a result of shifts into lower-paying

occupations. Such an effect is consistent with previous literature that has observed

that working women tend to choose jobs that provide flexibility as a tradeoff for

high pay Goldin (2014), and that family-friendly policies may reinforce this effect by

encouraging such sorting behavior (Blau and Kahn, 2013).

Such occupational segregation effects have typically been difficult to measure empiri-

cally. However, one natural explanation is that, in the wake of the enactment of STDI

maternity benefits, women may have been less likely to be promoted to high-paying,

prestigious occupations (Thomas, 2018). Figure 2.4 shows estimates of a regression

of an indicator for being employed in a professional or management occupation – as

determined by the harmonized OCC1990 variable provided by IPUMS (Ruggles et al.,

2017) – on equation 2.1.9 In general, these results are less robust than the effects on

women’s relative wages, with noisy estimates in the period prior to the reform that

may suggest a positive pre-trend. However, Figure 2.4a shows a pronounced negative

shift in the share of women with professional or management occupations, a trend

break that is underestimated if in fact there is a positive pre-trend. Relative to the

year before the reform, the share of women in professional and management occupa-

tions fell by about 1 percent – or by about 9 percent relative to the control mean of 13

percent. The persistence of the effect even 10 years later is reminiscent of the lasting

change in female relative wages observed in Figure 2.2. At the same time, men age

18-45 appear to experience a similarly sized increase in the share with a professional

or management occupation, although this effect is less persistent. These mirror-image

effects are consistent with sorting of men and women into different occupations, even

in the absence of aggregate effects on employment or hours worked, and in a way that

9To construct this outcome variable, I merge the IPUMS crosswalk for the OCC1990 variable
to the CPS codes of both 1970 and 1980 vintages. I then use OCC1990 codes for “managerial and
professional specialty occupations” (3 through 200) as a proxy for a “high-prestige” position. Non-
employed individuals are coded as not in a professional or management occupation, although the
results are similar if I focus on the sample of employed individuals.
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hindered the convergence of the gender wage gap throughout the 1980s.

2.5 Conclusion

How would the expansion of parental leave benefits impact the U.S. labor market?

The answer to this question has proven elusive, largely because of a lack of policy vari-

ation in the United States (Olivetti and Petrongolo, 2017; Rossin-Slater, 2017).

This paper seeks to shed light on this question by evaluating a large-scale expansion

of maternity leave benefits through STDI. This policy provided modest pecuniary

benefits – and, at least in some cases, some protection against layoff – for working

mothers. Importantly, the payments provided by these benefits are similar in mag-

nitude to those suggested by prominent proposals for national paid leave today (Lee

and Ernst, 2019; DeLauro and Gillibrand, 2019).

My findings suggest that although parental leave policies are often intended to expand

labor-market opportunities for women, they also have the potential to create unin-

tended consequences that exacerbate inequality gender. My estimates suggest that

the enactment of STDI maternity benefits created a persistent wedge between men’s

and women’s wages, and that the historic gender wage convergence in women’s that

occurred between 1975 and 1990 would have been 25 percent larger in the absence of

the policy.

My results also suggest that a large part of this decrease in women’s relative wages

can be attributed to women sorting into lower-paying, less prestigious occupations.

My estimated effects on relative wages fall by one-third to nearly half when relying

on variation within occupation, and the enactment of maternity benefits appears to

have led to a 9 percent drop in the share of women working in a professional or

management occupation.

The most recent several decades have seen most developed countries dramatically

expand access to maternity and paternity leave for new parents; in the United States,
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which has lagged far behind its peers in this arena, the push for a national paid leave

policy enjoys unusually broad support. The experience of STDI maternity benefits

suggests policymakers should use caution when designing such policies. The evidence

suggests that parental leave policies do in fact carry costs along with the benefits,

that these costs exist even when the pecuniary benefits are not remitted by the firm,

and that these costs may not be borne only by those who use the policy but rather

by all women in the workforce.
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Table 2.1: Estimated effects of STDI maternity benefits on the evolution of the gender
wage ratio

Notes: Data includes men and women age 18-45 from the 1973-1978 May CPS and 1979-
1993 CPS Outgoing Rotation Group files from NBER. Gender wage ratio is calculated as
the exponential of the difference between average log wages for women and men in each
year. Counterfactual is calculated as the average predicted log wage with estimates of ψk

from equation 2.2 set to 0. Individuals from states that adopted STDI maternity benefits
before 1975 have been dropped from the wage ratio calculation, as have individuals from
states where the date of STDI maternity benefit adoption cannot be observed due to CPS
state groupings. Standard errors (in parentheses) are calculated using a clustered bootstrap
with 1,000 replications. P-value (in brackets) is obtained from a one-sided test of the null
hypothesis that the counterfactual gender wage ratio is not higher than the observed gender
wage ratio. The share explained is the ratio of the difference between the observed and
counterfactual wage ratios and the difference between the ratios observed in 1975 and a
given year.

75



Table 2.2: No effects on hours worked or industry

Notes: Data includes men and women age 18-45 from the 1973-1978 May CPS and 1979-
1993 CPS Outgoing Rotation Group files from NBER. Estimates shown come from equation
2.1 with event time pooled into three-year groups. All models include controls for race,
ethnicity, age, state per-capita GDP, state fixed effects, and Census-division-by-year fixed
effects. Standard errors (in parentheses) are clustered at the state group level.
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Table 2.3: Effect of STDI on women’s relative wages: The role of occupation

Notes: Data includes men and women age 18-45 from the 1973-1978 May CPS and 1979-1987
CPS Outgoing Rotation Group files from NBER. Estimates shown are ψk from specification
2.2 with event-time grouped into three-year intervals. Standard errors are clustered at the
state group level.
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Figure 2.1: Women’s employment, hourly wages, and the advent of STDI maternity
benefits

(a) Evolution of female employment and the gender wage ratio

(b) Wage convergence slows after maternity benefits adopted

Notes: Data in Figure 2.1a comes from the 1968-1999 CPS Annual Social and Economic
Supplement (Figure 2.1a) and 1973-1993 CPS May and MORG files (Figure 2.1b). Figure
2.1b plots the deviation from trend of the gender wage ratio for full-time workers, separately
for two groups of states: One that adopted STDI maternity benefits in late 1976 and early
1977, and one that adopted benefits after passage of the Pregnancy Discrimination Act
of 1978. The gender wage ratio is calculated as the exponential of the difference in the
average log hourly wage for women age 18-45 and the average log hourly wage for men age
18-64 in each year. Deviation from trend is calculated as the residual from a regression
of the gender wage gap for full-time employees on a quadratic time trend. Labor-force
participation and professional employment (defined using Census codes for professional and
management occupations) are calculated among women age 18-45.
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Figure 2.2: Paid leave leads to decrease in women’s relative wages

Notes: Graph shows event-study estimates from equation 2.1 using samples of women or
men age 18-45 from the 1973-1987 May CPS and MORG files. Standard errors are clustered
at the state-group level.
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Figure 2.3: Impact of enactment of STDI maternity benefits on wage convergence

Notes: Sample is drawn from 1973-1987 May CPS and MORG files from NBER. Gender
wage ratio is calculated as the exponential of the difference between average log wages for
women and men in each year. Counterfactual is calculated as the average predicted log
wage with estimates of ψk from equation 2.2 set to 0. Individuals from states that adopted
STDI maternity benefits before 1975 have been dropped from the wage ratio calculation,
as have individuals from states where the date of STDI maternity benefit adoption cannot
be observed due to CPS state groupings. Estimates of the counterfactual gender wage
ratio with blue triangle (circle) markers are statistically distinguishable from the observed
gender wage ratio at the 0.05 (0.10) level. Confidence intervals for the test of the differences
between the counterfactual and observed gender wage ratios are calculated using a clustered
bootstrap with 1,000 replications.
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Figure 2.4: Paid leave and sorting into professional and management occupations

(a) Women

(b) Men

Notes: Figures show event-study estimates from equation 2.1 using samples of women or
men age 18-45 from the 1973-1987 May CPS and CPS MORG files. Per-capita GDP is
constructed by dividing state output figures from the Bureau of Economic Analysis by
population counts from the Surveillance, Epidemiology, and End Results program at the
CDC. Professional and management occupations are defined as codes 3 through 200 in the
IPUMS OCC1990 variable (Ruggles et al., 2017). Non-employed individuals are coded as
not in a professional or management occupation, regardless of their reported occupation.
Standard errors are clustered at the state-group level.
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CHAPTER III

Prep School for Poor Kids: The Long-Run

Impacts of Head Start on Human Capital and

Economic Self-Sufficiency

Convincing evidence on the longer-term impacts of scaled-up pre-k pro-

grams on academic outcomes and school progress is sparse, precluding

broad conclusions. The evidence that does exist often shows that pre-k-

induced improvements in learning are detectable during elementary school,

but studies also reveal null or negative longer-term impacts for some pro-

grams.

– Brookings Pre-Kindergarten Task Force of Interdisciplinary Scientists, (Phillips

et al., 2017)

3.1 Introduction

In 1965, the U.S. began a new experiment in the provision of public preschool for

disadvantaged children. The motivation was simple: “the creation of and assistance

to preschool, day care, or nursery centers for 3- to 5-year-olds . . . will provide an

opportunity for a head start by canceling out deficiencies associated with poverty that

are instrumental in school failure” (United States Senate Committee on Labor and

Public Welfare, 1964). The program that ensued is the now-famous “Head Start,” a
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“prep school for poor kids” which aimed to help millions of children escape poverty

(Levitan, 1969).

More than fifty years later, Head Start is one of the most popular of the War on

Poverty’s programs, serving around 900,000 children annually at a cost of $9.6 bil-

lion in 2017 to the federal government. Unlike expensive, small-scale “model” pro-

grams such as Perry Preschool and Abecedarian, Head Start’s architects prioritized

widespread access, calculating that a massive preschool expansion would maximize

its poverty-fighting (and political) benefits. Skepticism about the quality of this

large-scale preschool program coupled with difficulties in evaluation have generated

controversy about its short-term benefits for decades (Duncan and Magnuson, 2013;

Currie, 2001; Westinghouse Learning Corporation, 1969). Convincing evidence re-

garding Head Start’s long-term effects has remained even more elusive, thanks to the

lack of program randomization in its early years, small sample sizes of longitudinal

surveys, and the difficulty of measuring adults’ access to Head Start decades ago.

Consequently, the best estimates of Head Start’s long-term effects are limited by lin-

gering concerns about endogeneity (sibling comparison designs, Currie and Thomas

(1995); Garces, Thomas and Currie (2002); Deming (2009) and imprecision (mea-

surement error in funding and access, Ludwig and Miller (2007); Carneiro and Ginja

(2014). Whether Head Start achieved its goal of increasing life opportunities for chil-

dren remains an open question. This paper uses large-scale data to estimate Head

Start’s long-term effects on human capital and economic self-sufficiency. By linking

the restricted long-form 2000 Census and 2001-2013 American Community Surveys

(ACS) to the exact date and place of birth from the Social Security Administration’s

(SSA) Numident file, we observe outcomes for one-quarter of U.S. adults as well as

a high quality measure of their access to and eligibility for Head Start as children.

The resulting sample is four orders of magnitude larger than longitudinal surveys,

and information on place of birth and exact date of birth ameliorates (potentially

non-classical) measurement error in childhood access to Head Start.

Our research design exploits the county-level roll-out of Head Start programs from
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1965 to 1980 at the Office of Economic Opportunity (OEO) (Levine, 1970; Bailey

and Goodman-Bacon, 2015; Bailey and Duquette, 2014; Bailey and Danziger, 2013;

Bailey, 2012). This approach exploits the well-documented “great administrative

confusion” at the OEO (Levine, 1970), mitigating problems of measurement error in

archival funding data (Barr and Gibbs, 2017) and concerns about the endogeneity of

Head Start funding levels. An additional strength of our design is that it leverages

Head Start’s age-eligibility guidelines, comparing cohorts who were age-eligible when

it launched (ages 5 and younger) to cohorts born in the same county that were age-

ineligible (children 6 and older). The substantial variation in adult outcomes means

that even our large dataset does not permit the estimation of a regression discontinuity

or regression kink design, but our approach is based on similar assumptions. Much

like a regression kink design (Card et al., 2015), our key identifying assumption is

that Head Start’s causal effect is the only reason for a change in the relationship

between a child’s age at the program’s launch and her outcomes as an adult. Because

even our large-scale data are not large enough to estimate a regression kink formally,

we present both event-study estimates as well as trend-break tests based on spline

parameterizations.

The results suggest that Head Start increased the human capital and economic self-

sufficiency of disadvantaged children. An index of adult human capital rose by 10

percent of a standard deviation among Head Start participants relative to children

born in the same county who were age 6 when the program began. Participating

children achieved 0.29 more years of education, were 2.1 percent more likely to com-

plete high school, 8.7 percent more likely to enroll in college, and 19 percent more

likely to complete college. In addition, Head Start increased economic self-sufficiency

in adulthood by almost 4 percent of a standard deviation—gains driven largely by

a 12-percent reduction in adult poverty and a 29-percent reduction in public assis-

tance receipt. We find no evidence of reductions in incarceration. Heterogeneity in

Head Start’s effects suggests that they reflect, in part, practices outside of pre-school

curriculum. In particular, health screenings and referrals as well as more nutritious
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meals appear to be important mechanisms for the program’s effects on disadvantaged

children. In addition, the effects of Head Start appear to be complement greater

family and public resources arising from a stronger economy. Overall, Head Start

appears to have achieved the goals of its early architects, both increasing children’s

economic opportunities and reducing poverty.

A final analysis quantifies the private, internal rates of return to dollars spent on

Head Start in the 1960s and 1970s. Rather than using changes in wage income

directly, we use the National Longitudinal Survey of Youth 1979 (NLSY79) to predict

changes in earnings for the relevant cohorts net of any ability differences (Neal and

Johnson, 1996; Deming, 2009). Using potential earnings accounts for Head Start-

induced negative selection in men’s employment (driven by reductions in disability)

and positive selection in women’s employment (due to the income effect dominating

for the least skilled women). This exercise suggests a private internal rate of return to

Head Start of 7.7 percent, which ranges from around 4 percent for women to 11 percent

for men. Using only savings on public assistance expenditures as a conservative

method to calculate the program’s social returns, we find that the internal rate of

return of putting one child through Head Start is 2.4 percent. In short, this paper’s

estimates suggest substantial long-run returns to America’s first scaled-up, public

preschool program. While the results do not imply that all of today’s large-scale

preschool programs work, they suggest that some less-than-model preschool programs

may have lasting effects—a key finding for current policy deliberations (Phillips et al.,

2017).

3.2 The Launch of Head Start in the 1960s and Expected

Effects

In the 1960s, the idea that preschool could improve children’s cognitive development

was revolutionary. Challenging the conventional notion that IQ was immutable and

fixed at birth, Joseph McVicker Hunt’s (1961) book, Intelligence and Experiences,
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persuasively argued that children’s intelligence could be significantly improved by

altering their experiences. Benjamin Bloom further emphasized that the first four

years of children’s lives was a “critical period,” noting that “intelligence appears to

develop as much from conception to age 4 as it does from age 4 to 18” (Bloom, 1964).

This idea suggested an innovative strategy for poverty prevention. Because poor

children started school with significantly less educational background, comprehensive

preschool could give them a “Head Start,” improving their success in school and

addressing a root cause of poverty.

3.2.1 A Brief History of Head Start’s Launch

Funded by the OEO, Head Start began as an 8-week summer program in 1965. After

a successful first summer, President Lyndon Johnson announced that Head Start

would become a full-year program for children ages 3 to 5. The director of the OEO

wrote 35,000 letters to public health directors, school superintendents, mayors and

social services commissioners to encourage applications. The OEO also made a special

effort to generate applications in America’s 300 poorest counties (Ludwig and Miller,

2007).

Head Start’s political popularity led to an even faster launch than other War on

Poverty programs. Figure 3.1 shows the program’s quick expansion. By 1966, Head

Start had begun in more than 500 counties where over half of the nation’s children

under age 6 resided. By 1970, federal expenditures on the program reached $326

million, or $2.1 billion in 2018 dollars (OEO, 1970). This early expansion ensured

that by 1970, Head Start existed in roughly half of U.S. counties, putting preschool

programs within a short drive for 83 percent of children under age six (Appendix

Table B.1).

The exact timing of Head Start’s launch depended on many idiosyncratic factors.

The OEO’s “wild sort of grant-making operation” has been well documented in oral

histories (Gillette 1996: 193) as well as in more recent, quantitative analyses (Bailey

and Duquette, 2014). In the case of Head Start, other factors were key as well: how
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excited were local institutions or politicians about the program? Was their there

adequate and available space to launch? Could the program be integrated within

the public school system or would it remain separate? The final result of the grant-

making process and local constraints was that Head Start began earlier in areas

that were significantly more populous and urban (Appendix Table B.2)—areas where

more children could be served. In addition, urban areas were funded earlier. After

accounting for population and urban differences, the roll-out of Head Start was not

strongly affected by other county characteristics (Appendix Table B.3). Consistent

with the historical evidence that this national program was rushed into existence,

exactly when Head Start began after 1965 does not appear to be systematically

related to pre-existing local characteristics.

3.2.2 Head Start’s Mission

Head Start’s architects adopted a holistic approach that aimed to develop children’s

mental and physical abilities by improving health; self-confidence; verbal, concep-

tual, and relational skills; and raising parental involvement. Levitan (1969) notes

that Head Start’s 1966-7 budget included early childhood education (daily activities

and transport, 70 percent), health services (including immunizations, screenings and

medical referrals, 4 percent), and nutrition (14 percent). Parent involvement, social

services (e.g., helping families cope with crises), and mental health services accounted

for the remaining budget.

The expected effects of the program on adult outcomes could flow directly from the

early learning facilitated by the program. But the role of health services and nutrition

may be important as well. Head Start’s vaccinations and screening (e.g., tubercu-

losis, diabetes, vision, hearing) and referrals to local physicians may have prevented

complications from childhood diseases (North, 1979; Ludwig and Miller, 2007) and

helped parents obtain simple, cost-effective technologies to improve learning (e.g., eye

glasses and hearing aids or antibiotics to reduce hearing damage from ear infections).

Healthy meals and snacks may have also raised children’s ability to learn. Early
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estimates suggest that more than 40 percent of children entering Head Start were

receiving less than two-thirds of the recommended allotment of iron, and 10 percent

were extremely deprived in terms of their daily calories (Fosburg et al., n.d.). Among

children who received blood tests in the 1968 full-year program, 15 percent were found

to be anemic (Office of Child Development , DHEW). Reducing these nutritional defi-

ciencies could also translate into significant gains in educational achievement in both

the short and longer term (Frisvold, 2015).

The challenges of quickly starting a new national program meant that implementation

often deviated from ideals. Not only did Head Start lack curricular standardization,

but programs struggled to find high-quality teachers to achieve the suggested pupil-to-

teacher ratio of 15:1. As a practical solution many centers relied on para-professionals,

most of whom lacked post-secondary education; thirty percent had not finished high

school (Hechinger, 1966; Braun and Edwards, 1972). In addition, many components

of Head Start phased in slowly. For instance, the OEO wrote that in 1965, “the

proportion of children receiving treatment for conditions discovered in Head Start

medical and dental examinations ... was probably under 20 percent. It rose to over

65 percent in 1966, and in 1967 we fully expect it to have reached over 90 percent”

(OEO, 1967).

Consequently, Head Start in its earliest years was far from a model preschool program.

Nevertheless, even the less-than-ideal implementation of Head Start was likely higher

quality than the alternatives available to low income children in the 1960s (Currie,

2001). Importantly, similar concerns hold today: Head Start’s quality score from the

National Institute for Early Education Research places Head Start program quality

around the median of the score distribution (Espinosa, 2002) but the program may

still be much better than informal child care (Loeb, 2016).
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3.3 Literature Regarding the Long-Term Effects of Head Start

Previous evaluations of Head Start provide suggestive evidence of the program’s long-

term effects on human capital and economic self-sufficiency. One pioneering approach

was the use of family fixed effects with longitudinal data. Building on work by Currie

and Thomas (1995), Garces, Thomas and Currie (2002) used the Panel Study of In-

come Dynamics (PSID) to compare children who participated in Head Start to their

siblings who did not. They show that Head Start increased high school graduation

rates and college enrollment among whites and reduced arrest rates among blacks.

Using a similar research design for more recent cohorts in the National Longitudi-

nal Survey of Youth (NLSY), Deming (2009) finds that Head Start participation had

large and positive effects on a summary index of adult outcomes (including high school

graduation, college attendance, “idleness,” crime, teen parenthood, and health sta-

tus). Well-known critiques caution that sibling comparisons may suffer from sources

of endogeneity bias (Griliches, 1979; Bound and Solon, 1999). In addition, small

sample sizes in longitudinal surveys may provide unreliable estimates of Head Start’s

effects (Grosz, Miller and Shenhav, 2017).

More recent work exploits shifts in access to Head Start using three distinct research

designs. The path-breaking application of RD in Ludwig and Miller (2007) exploited

the OEO’s special effort to generate grant proposals from the 300 poorest counties.

Comparing the outcomes of children on either side of this threshold, they find evidence

that Head Start reduced childhood mortality and increased the receipt of high-school

degrees and college enrollment. However, because the 1990 and 2000 Censuses re-

quired them to use county of residence in adulthood to proxy for childhood Head

Start access, measurement error causes their education results to be sensitive to spec-

ification and often statistically insignificant. Carneiro and Ginja (2014) use an RD

in state-, year-, and household-based income eligibility cutoffs for more recent Head

Start programs. They find that Head Start decreased behavioral problems, the preva-

lence of some health conditions (including obesity) between the ages of 12 and 17,

and crime rates around age 20. They find a positive though statistically insignificant
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effect on receiving a high-school diploma as well as suggestive evidence that Head

Start reduced college enrollment.

In work closely related to this paper, three studies make use of county-year variation

in Head Start funding in the 1960s and 1970s to quantify the program’s long-term

effects. Using a sample of likely eligible children from the NLSY, Thompson (2017)

finds that greater funding for Head Start at ages 3 to 6 raised college graduation

rates, reduced the incidence of health limitations, and tended to raise adult household

income. Focusing on a “high impact” sample, Johnson and Jackson (2017) find that

an average level of Head Start and education spending increases the likelihood that

children graduated from high school by 8 p ercentage points and gained 0.39 years of

schooling. These children also experienced a 7.8 log-point increase in adult wages, a

14.4 log-point increase in adult family income at ages 20 to 50, a 3.6 percentage-point

reduction in poverty at ages 20 to 50, and a 3 percentage-point reduction in adult

incarceration. Finally, Barr and Gibbs (2017) examine the intergenerational effects

of Head Start using the NLSY and two research designs: family fixed effects and

variation in program availability across birth counties (also referred to as “roll-out”).

To alleviate concerns about the endogeneity of funding levels and measurement error

in the National Archives data, their roll-out design uses a binary measure of Head

Start access that is equal to one if funding exceeds the 10th percentile of observed

funding per four-year-old. They find evidence of large first-generation effects on

women (including a gain of a half a year of schooling) and large second-generation

effects on their children’s high school graduation and completed education.

3.4 Data and Research Design

This study combines the long-form 2000 Census and 2001-2013 ACS with the SSA’s

Numident file to shed new light on Head Start’s long-term effects. The Census/ACS

data represent almost one quarter of the U.S. population and are four orders of

magnitude larger than previously used longitudinal samples. Another advantage of

these combined data is that the Numident contains county of birth (rather than
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adulthood residence) and exact date of birth, which allows a high-quality proxy for

Head Start access and age eligibility in childhood. The data’s main disadvantage is

that they contain no information on family background. This lack of covariates means

that we cannot model many determinants of adult outcomes—which limits precision

even in this large dataset—or model treatment effect heterogeneity by childhood

characteristics.

Our sample is comprised of children born from 1950 to 1980 in U.S. states where the

school-entry age cutoff is known. We additionally limit our sample to individuals who

are in their prime earning years (ages 25 to 54). We collapse these data to means by

birth year, survey year, county of birth, and school age. We also weight our regressions

using the number of observations in each cell (Solon, Haider and Wooldridge, 2015).

To minimize disclosure concerns at the Census Bureau, we use only observations with

non-allocated and non-missing values for all outcomes.

Our outcomes of interest are summary measures of human capital and economic self-

sufficiency, which permit tests of co-movements of related adult outcomes and limit

the number of statistical tests (Kling, Liebman and Katz, 2007). A shortcoming of

this approach is that, because indices weight each component equally, large changes

in one dimension are averaged with potentially opposite-signed or zero effects in

other dimensions. We, therefore, also examine the individual index components. The

human capital index includes four binary variables indicating achievement of a given

level of education or greater: high school or GED, some college, a 4-year college degree,

and a professional or doctoral degree; years of schooling, and an indicator for working

in a professional occupation. Our index of self-sufficiency includes binary indicators of

employment, poverty status, income from public sources, family income, and income

from other non-governmental sources; continuous measures of weeks worked, usual

hours worked, the log of labor income, log of other income from non-governmental

sources, and log ratio of family income to the federal poverty threshold.
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3.4.1 Measuring Exposure to Head Start

Combining data on the launch of Head Start programs from Bailey and Goodman-

Bacon (2015) with the Census/ACS-Numident permits two refinements to previously

used research designs Barr and Gibbs (2017); Johnson and Jackson (2017); Thompson

(2017). First, we use only variation in the launch of the Head Start program rather

than a continuous measure of Head Start spending. This refinement (1) addresses the

potential endogeneity of Head Start funding levels to the program’s performance and

(2) sidesteps issues of measurement error in the National Archives grant data (Barr

and Gibbs, 2017). Second, we examine changes in outcomes for children who were age-

eligible for Head Start (ages 3-5 or younger) relative to those who were age-ineligible

(ages 6+) when it launched, allowing for the effects to vary by the number of years

each cohort was potentially eligible. Age eligibility is based on exact date of birth

in the Numident and school-entry age cutoffs, which alleviates measurement error in

defining the potential treatment and control groups. Finally, our large dataset allows

us to use state-by-birth-year fixed effects to adjust estimates for state economic and

policy changes that could have affected children’s outcomes independently of Head

Start. Our identifying assumption in the analysis that follows is that the causal effect

of Head Start is the only reason for a change in the relationship between a child’s

age at the program’s launch and her outcomes as an adult. (See Appendix for more

description of our sample.)

3.4.2 Event-Study Regression Model

Our research design uses a flexible event-study framework and roll-out of Head Start

to estimate the effect of exposure to Head Start on long-term human capital and

economic outcomes,

Ybct = θc + αt + δs(c)b +Z′
cbβ +HeadStartc

[
Age′bs(c)φ

]
+ εbct (3.1)
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Children’s birth years are indexed by b = 1950 − 1980, county of birth by c, and

Census/ACS year by t = 2000− 2013. Specifications include fixed effects for county

of birth, θc, year, αt, and state-by-birth-year, δs(c)b, which, respectively, capture time-

invariant differences across counties, national changes affecting all individuals, and

changes in state policies that differentially affect birth cohorts. Although covariates

matter little, we follow the literature and include county characteristics, Zc interacted

with a linear trend in year of birth, b (Hoynes, Page and Stevens, 2011; Bailey, 2012;

Bailey and Goodman-Bacon, 2015).

HeadStartc is a binary variable equal to 1 if a child was born in a county that received

a Head Start grant before 1980. Age is a set of dummy variables for a child’s “school

age” at the time of Head Start’s launch, 1(T ∗c − b = a) where a = −15 to 30 (or

T ∗c = 1965 and b = 1980 to T ∗c = 1980 and b = 1950) and T ∗c is the year Head Start

began in county c. We omit school age 6 (age 6 before the school entry cut-off date),

because these children would have been unlikely to have attended Head Start rather

than public school. Our point estimates of interest, φ, describe the evolution of the

intent-to-treat (ITT) effects of Head Start on long-term human capital and economic

self-sufficiency. Standard errors are corrected for heteroskedasticity and adjusted

for an arbitrary within-birth-county covariance structure (Arellano, 1987; Bertrand,

Duflo and Mullainathan, 2004). In our tables, we also report p-values corrected for

multiple hypothesis testing using the Bonferroni-Holm method in our tables (Holm,

1979; Duflo, Glennerster and Kremer, 2007).

3.4.3 Expected Effects of Exposure to Head Start by Age at Launch

The event-study model provides a flexible approach that imposes few restrictions on

the relationship between Head Start and adult outcomes. Although economic theory

does not make predictions as to the magnitudes of the event-study coefficients, the

program’s phased implementation and the greater potential for some children to enroll

(due to multiple years of exposure) predict a specific pattern. Figure 3.2 plots this

pattern under the following set of assumptions.
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First, if we assume Head Start had no effect on children who were over age 5 when the

program launched, then the relationship between adult outcomes and Head Start for

these children should be zero. This is the equivalent to a test for a pre-trend in our

analysis and is illustrated as a flat line for children ages 6 to 12 in Figure 3.2a.

Second, if Head Start has a positive causal effect on adult outcomes, we expect to see

a change in those outcomes for children under age 5 when it launched, because these

cohorts would have been the first to have been age-eligible and have access. This

would not result in an immediate shift in the level of outcomes (akin to a regression

discontinuity, RD) but rather a shift in the slope (akin to a regression kink, RK). The

reason is that Head Start’s capacity grew over time, both because new programs were

added but also as individual programs matured. Program quality also increased over

time with better hiring and training of teachers, curriculum development, and the

implementation of auxiliary services (e.g., health). Studies of other War on Poverty

programs such as family planning or community health centers suggest that many

of these programs reached maturity around 4 to 5 years after launch (Bailey, 2012;

Bailey and Goodman-Bacon, 2015). Figure 3.2a illustrates this as the implementation

curve (line with square markers), which rises from zero to 100 percent.

In addition to these gradual changes in program quality and capacity, we also expect

larger effects for children who were younger when Head Start launched, simply because

they would have been age-eligible for a larger share of their preschool years. For

instance, a child 5 years old when Head Start launched could participate for at most

one year, whereas a 3-year-old child would be age-eligible for three years. This does

not mean that the 3-year-old enrolled for more than one year. However, it is more

likely that a child enrolls if s/he had three years to do so. Figure 3.2a illustrates this

cumulative potential access to Head Start as a linear relationship (dashed line with

circle markers), but differences in the likelihood of enrollment by age could make this

relationship more S-shaped as well (because enrollment in the early years was more

likely at ages 4 than 5).
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The combination of phased implementation and cumulative potential access to Head

Start implies a non-linear change in the relationship between age at Head Start launch

and adult outcomes (solid, bold line). In Figure 3.2a’s stylized example, children

ages -1 or younger at Head Start’s launch would have been age-eligible for a fully

implemented program for each of their three years of eligibility. Assuming that Head

Start did not continue to mature and that it did not have any complementarities with

other War on Poverty programs, the relationship should level off for children ages -1

or younger at launch, because all cohorts born after this would have had the same

potential exposure to Head Start as the -1 cohort.

Note, however, that Figure 3.2b shows how relaxing two assumptions implies a slightly

different shape. First, allowing for effects on children ages 6 and older implies that

the curve would begin to slope up before age 6. This is possible because 10 percent of

children in full-year Head Start were 6 or older (Vinovskis, 2005), and age-ineligible

children could still benefit from their younger siblings’ participation (Garces, Thomas

and Currie, 2002). Because our subsequent analysis standardizes the effects at age

6 to zero, this relationship would appear as the flat part of the line falling below

zero. Second, if the Head Start program continued to mature after 5 years or was

complemented by other programs (e.g., Goodman-Bacon (2018) notes that Medicaid

continued to expand into the 1970s), we would expect to see a slope for cohorts ages

-1 and younger when the program launched.

3.4.4 Spline Summary Specification

Our event-study estimates impose none of the restrictions used to outline the expected

effects of Head Start in Figure 3.2. However, we expect estimates from this flexible

event-study specification to be noisy, in part because so many unobserved factors

determine adult outcomes. To improve precision and test formally for trend breaks,

we use Figure 3.2’s predictions to guide the specification of a three-part spline with

knots at ages 6 and -1. We implement this by replacing the Age′bs(c) in equation 3.1

with components of the spline in age, a = T ∗c − b:
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Ybct = θc + αt + δs(c)b +Z′
cbβ +HeadStartc

[
D′

cbρ1 + aD′
cbρ2

]
+ εbct (3.2)

where D′cb is a vector of dummy variables, 1(−10 ≤ a ≤ −1), 1(−1 ≤ a ≤ 6),

1(6 ≤ a ≤ 15), 1(a < −10), and 1(15 > a) and the other variables remain as

previously defined. We constrain the estimates of ρ1 and ρ2 to ensure that the spline

joins at a = 6 and −1. While the spline specification is more restrictive than our

flexible event-study, it improves precision by imposing restrictions that should be

true. The spline allows a parsimonious method to test for a pre-trend (captured in the

slope of the segment for 1(6 ≤ a ≤ 15)) as well as a formal trend-break test between

components 1(6 ≤ a ≤ 15) and 1(−1 ≤ a ≤ 6). This final test captures whether the

relationship between adult outcomes and age at Head Start’s introductions changes

at age 6—the age at which older children tend to stop participating in Head Start

and begin first grade.

3.5 Tests of Identifying Assumptions

The research design outlined in the previous section relies on two crucial assumptions:

(1) the launch of a Head Start program increased participation in Head Start and (2)

the launch of a Head Start program did not coincide with other county-level changes

that would affect the outcomes of preschool children. This section provides further

evidence on both assumptions.

3.5.1 How Much Did Head Start Increase Preschool Enrollment?

While there is little doubt that introducing a Head Start program increased children’s

attendance in this program, the magnitude of this relationship net of crowd-out is cru-

cial for interpreting the ITT effects recovered in equations 3.1 and 3.2. Administrative

data suggest that the launch of a Head Start program significantly increased children’s

enrollment. The OEO reported that full-year Head Start served over 600,000 children
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before 1968, rising from 20,000 children in 1965, to 160,000 in 1966, to around 215,000

in 1967 and 1968 (OEO 1965, 1966, 1967, 1968, 1970). About 257,700 children at-

tended full-year Head Start in 1970. Three-quarters of the children were aged 4 or

5, three-quarters were nonwhite, and 62 percent came from families with less than

$4,000 in annual income. Between 1971 and 1978, enrollment and directory infor-

mation suggest that the average county with a Head Start program served roughly

309 children. These sources imply that the average Head Start program served from

about 10 percent of resident age-eligible children in 1971 to 15.8 percent in 1978.

If Head Start substituted for private preschool for some children (Cascio and Schanzen-

bach, 2013; Kline and Walters, 2016; Bassok, Fitzpatrick and Loeb, n.d.), adminis-

trative data may overstate the role of Head Start programs in increasing exposure

to preschool. To examine this possibility, we use the 1970 Census, which was the

first to ask children younger than age 5 about school enrollment as of February 1—a

date during the school year, which should capture enrollment in full-year Head Start.

The Census data show that four-year-old children in counties without Head Start

programs were 3.4 percentage points less likely to be enrolled in school (16.8 versus

20.2 percentage points, see Figure B.1). Five-year-old children were 17 percentage

points less likely to be enrolled in school (48.9 versus 65.9 percentage points). These

gaps are 5.9 percentage points among 4 year olds and 21.3 percentage points among

5 year olds when looking only at children of mothers with less than a high school

education.

We use a linear probability model to adjust these gaps for state fixed effects (to ac-

count for age-invariant, state-level factors that determine the local supply of preschools)

and 1960 county characteristics (share of county population in urban areas, in rural

areas, under 5 years of age, 65 or older, nonwhite, with 12 or more years of education,

with less than 4 years of education, in households with income less than $3,000, in

households with incomes greater than $10,000, local government expenditures, income

per capita, and whether the county was among the 300 poorest counties). Details

are presented in Appendix section 6 and summarized here for parsimony. The regres-
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sion results show that school enrollment was 14.9 percentage points higher for all five

year olds, 15.1 percentage points higher for boys, and 14.5 percentage points higher

for girls (Appendix Table B.5). These results are highly robust to the inclusion (or

exclusion) of different covariates.

Consistent with crowd-out being minimal, the 14.9 percent increase in enrollment in

the Census is only slightly smaller than the 15.8 percent contained in administrative

data. This estimate is also comparable to other studies. Garces, Thomas and Currie

(2002) estimates the national Head Start participation rate was between 10 percent

and 17 percent for the 1964 to 1970 cohorts in the PSID (p. 1002). A slightly

higher estimate comes from Ludwig and Miller (2007), who estimate that children’s

enrollment in Head Start was 17 percentage points higher at the 300-poorest county

discontinuity in the 1988 National Educational Longitudinal Survey (NELS).

Based on this evidence, we use our best estimate of 0.149 to transform the ITT

effects from our event-study and spline specifications into average treatment-effects-

on-the-treated (ATET). We also construct confidence intervals using a parametric

bootstrap procedure with 10,000 independent draws from normal distributions with

means and standard deviations equal to the point estimates and standard errors from

the reduced-form and first-stage estimates (Efron and Tibshirani, 1993).

3.5.2 Did Head Start’s Launch Correspond to Other Policy Changes?

Another key assumption of our analysis is that the launch of a Head Start program

is the only reason why a cohort’s adult outcomes changed for age-eligible children

relative to 6+ year olds. The decentralization of U.S. governance and the process of

applying for OEO grants makes it unlikely that communities across the nation coor-

dinated in their grant applications. More worrisome is that OEO could have provided

multiple grants to a community in the same year, making it difficult to disentangle

the effects of Head Start from other OEO programs. To test this hypothesis, we use

information on other War on Poverty programs compiled from the National Archives

and estimate regressions similar to equation 3.1. In particular, we replace the depen-
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dent variable with an indicator for receiving funding in county c in fiscal year t, or

Yct = θc + δs(c)t + X ′ctβ +
∑K

k φk1(t − T ∗c = k) + εcbt. We also include county and

state-year fixed effects, θc and δs(c)t, and county level covariates, Xct, as we do in our

primary regression specifications. Our variable of interest is event-time, t − T ∗c = k,

the year of observation relative to the date Head Start launched (the year before Head

Start began, k = −1, is omitted).

Figure 3.3 shows the relationship between the launch of Head Start and the launch

of other OEO programs. As expected, 100 percent of treated counties in our sample

first received a Head Start grant in event-year 0. This is by design. In subsequent

years, the share of counties receiving a Head Start grant tapers off to 70 percent after

around five years—this reflects the fact that some counties received multi-year grants

and also the fact that not all of the early programs continued.

For our estimates to be confounded by changes in other federal funding, these funding

changes would need to happen around the time Head Start launched, or event-year 0.

However, our analysis of Food Stamps, Community Health Centers, and other child

health programs show no such pattern. The one program that shows a small change

in funding after Head Start began is the CAP health project. Importantly for our

inferences, funding was very small for this program (around $8 in 2013 dollars per

person; by contrast, annual Head Start funding was nearly $1,500 per 4-year-old dur-

ing the same period). Furthermore, there is little reason to think this program would

affect children who were 5 or younger but not those who were 6. Although we cannot

rule out funding changes in programs we do not measure, these patterns provide little

evidence that our research design is confounded by other OEO programs.

3.6 Head Start’s Effects on Human Capital

Figure 3.4 plots the event-study estimates for all outcomes in the human capital index

for the set of compositionally balanced county-birth-cohorts, or individuals ages 15

to as young as -1 when Head Start launched. The solid line plots the event-study
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estimates. Consistent with the patterns anticipated in Figure 3.2, the human capital

index and each of its components exhibit little relationship to adult outcomes for

cohorts ages 6 to 15 when Head Start launched (i.e., there is little evidence of a pre-

trend among ineligible cohorts). However, the index and many of its subcomponents

exhibit a trend-break around age 6, suggesting that access to Head Start improved

the human capital of adults. Notably, this relationship is not as sharp as in regression

kink designs, because (1) school age-entry cutoffs were not strictly enforced, (2) older

children ages 6 and 7 participated in Head Start (although at lower rates), and (3)

older siblings of participants may have benefited indirectly from their younger sibling’s

involvement. Any benefits of Head Start for these other ages would lead the event-

study estimates for ages higher than 6 to fall slightly below zero, as the data show.

They also weaken the visual evidence and formal tests for a trend-break at exactly

age 6.

Table 3.1 summarizes both the event-study and spline estimates at -1. Column 1

presents the mean and standard deviation of the outcome for cohorts ages 6 and 7 at

the time of Head Start’s launch (our control group). Column 2, which shows the ITT-

event-study estimate at -1 (our estimate for cohorts that were age eligible for up to

three years for a fully implemented program), suggests that Head Start significantly

improved adult human capital. The standardized index increases by 1.5 percent of a

standard deviation for the fully exposed cohort and 10 percent of a standard deviation

for treated children (column 6). Across outcomes, column 3’s ITT-spline estimates

are identical to those in column 2 to the hundredth.

Supporting the impression left by the event-study plots, column 4 shows that a formal

test for pre-trend (ages 6 to 15), the slope estimate for the spline component for ages

6 to 15). Figure 3.5 additionally plots the magnitude of the t-tests for the pre-trend.

For the index and for each of its subcomponents, the data find no evidence of a pre-

trend—a conclusion strengthened by Bonferroni-Holm (BH) p-value adjustments for

multiple hypothesis testing. T-tests for pre-trends fail to reject the slope is zero in all

cases. However, column 5 of Table 3.1 and Figure 3.5 shows that the data reject the
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null hypothesis of no trend-break at age 6 for the adult human capital index at the

1-percent level. With the exception of high school graduation (which is just below the

threshold for statistical significance at the 10-percent level), the data show evidence of

a trend break for each of the subcomponents of the human capital index. It appears

that , even with Head Start’s spill-overs to children older than 6, the relationship

between adult human capital changed for children age-eligible for Head Start relative

to children in the same county who were old enough to enroll in first grade.

The data show strong effects on some of the most commonly studied outcomes in the

preschool literature, including both high school graduation and college enrollment.

Figure 3.4b and Table 3.1 show that treated children were 1.9 percentage points more

likely to complete high school/GED (column 6)—a 2.1-percent increase relative to

the control mean (column 7). The magnitude of this estimate is precisely estimated,

but smaller than other estimates of Head Start’s effects in the literature. Figure 3.6a

shows that the effect is roughly half the size of Garces, Thomas and Currie (2002)’s

sibling comparison in the PSID and Thompson (2017)’s spending design in the NLSY.

In addition, it is one-fifth the size of Johnson and Jackson (2017)’s spending design

estimates for the very disadvantaged sample in the PSID; and one-ninth the size of

Ludwig and Miller (2007)’s RD estimates using the Census. (It is one quarter the size

of Deming (2009)’s sibling comparison for Head Start in the 1990s for more recent

cohorts.) Although our estimate falls within the confidence intervals of previous

studies, this reflects the imprecision of those estimates.

Figure 3.4c and Table 3.1 also shows a statistically significant effect of Head Start on

college enrollment. Head Start raised college enrollment by 5.4 percentage points, or

8.7 percent. This estimate is half the size of Garces, Thomas and Currie (2002) and

one quarter the size of Ludwig and Miller (2007) (Figure 3.6b). (The magnitude of

the increase in college enrollment of 0.05 is only slightly smaller than Deming (2009)’s

NLSY sibling comparison for Head Start in the 1990s.) Again, consistent with the

visual impression of a trend break in Figure 3.4c, we find no evidence of a pre-trend

for children older than 6 at launch and reject the null hypothesis of no trend break
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at age 6 at the 5-percent level.

In addition to generating more precise estimates for these commonly studied out-

comes, our large-scale data permit a novel evaluation of the effects of Head Start on

other dimensions of human capital, including college completion or higher degrees,

which previous data have not been able to detect. Table 3.1 shows that participat-

ing children achieved 19 percent higher college graduation rates (the trend break is

statistically significant at the 1-percent level). These estimates are one-quarter to

one-fifth the size of those found for the Abecedarian Project (Currie, 2001; Barnett

and Masse, 2007; Duncan and Magnuson, 2013). Similarly, completion of profes-

sional or doctoral degrees increased by 50 percent among treated children, although

evidence of a significant pre-trend caution against a causal interpretation (this is also

consistent with Figure 3.4f). These gains across the education distribution are sum-

marized in a 0.29-year increase in schooling. This estimate is smaller than Johnson

and Jackson (2017)’s estimate of 0.52 years for very disadvantaged children, but it is

highly statistically significant and is not driven by a pre-trend.

These large effects on college and higher degrees may be surprising, given that no

other study of preschool has documented effects on post-secondary education. This

lack of evidence may reflect, in part, the small longitudinal samples or the small

scale of model preschool programs. Differences in the participating children may

also matter. Abecedarian and Perry’s participants were very disadvantaged children

and mostly black, and Perry’s participants had low IQs. In contrast, Head Start

was not exclusively for poor, African-American, or low-IQ children. Consequently,

Head Start’s participants in the 1960s and 1970s likely faced fewer socio-economic

and cognitive disadvantages and less racism relative to model programs. Differences

in the background characteristics of Head Start’s participants make it less surprising

that they experienced gains in post-secondary education.

Because analyses of model preschool programs have found different educational ef-

fects for boys, Table 3.2 stratifies our sample by sex. Among participating men, the
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human capital index increased by a statistically significant 14 percent of a standard

deviation. For this group, high school completion rose by a statistically insignificant

2.7 percent, college attendance rose by 13 percent, and college completion rose by 27

percent. The high school estimates are smaller than others in the literature, but the

college attendance estimates tend to be larger. Head Start cumulatively raised years

of education among treated men by 0.41 years and the likelihood of completing a

professional/doctoral degree by 59 percent. The evidence suggests that men treated

with Head Start were 19 percent more likely to hold professional jobs.

The human capital index increased by less among women, at only 7 percent of a

standard deviation. Completion of high school (or a GED) rose by a statistically

insignificant 1.5 percent, and college attendance rose by 5.7 percent (although the

trend-break is not statistically significant). For women, changes in the human capital

index appear driven by increases in higher degrees, including an 11-percent increase

college completion and 36-percent increase in professional degrees. Treated women’s

schooling rose by 0.17 years and their likelihood of holding a professional job rose by

9.5 percent.

Our Appendix Tables B.7-B.8 report estimates of Head Start’s effects on human

capital by race. Unfortunately, even our large sample size is too small to precisely

quantify effects by race, because less than 1/6 of our sample is nonwhite and, un-

like longitudinal data, we have no background covariates to model the many other

determinants of adult outcomes. The broad patterns in these estimates suggest that

Head Start’s effects are largest among white men (13 percent of a standard deviation)

and smaller among white and non-white women (5-6 percent of a standard deviation,

respectively). Effects for non-white men were generally small and imprecise.

3.7 Head Start’s Effects on Economic Self-Sufficiency

The substantial effects of Head Start on human capital suggest a potential for effects

on economic self-sufficiency. Figure 3.7a plots the event study estimates for the
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self-sufficiency index, and Table 3.3 shows that an index of economic self-sufficiency

aggregated over both sexes was by 4 percent of a standard deviation higher than for

children ages 6-7 at the time Head Start began. Consistent with Head Start affecting

less skilled individuals, the program decreased the likelihood of adult poverty by 12

percent and receipt of public assistance income by 29 percent, though these results are

imprecise. Figure 3.7b and 3.7c show striking evidence of a trend break at age 6, which

is also reflected in column 5 of Table 3.3 and in Figure 3.6b. However, there is little

effect of Head Start on labor-force participation or wage income. (We omit the event

study estimates for these outcomes for parsimony, because they are noisy and show no

effect.) Null effects for wages and labor-force participation also affect the magnitude

of the change and the trend-break in the economic self-sufficiency index, which does

not exhibit the sharp trend-break at age 6 as in the human capital outcomes. This

result may reflect the fact that men’s and women’s work effort changed in offsetting

ways, resulting in selection for both groups. Whereas Head Start’s effect on men’s

human capital may have led them to increase employment (e.g., the substitution effect

dominates), the reverse may be true for women (e.g., the income effect dominates as

more education allows them to marry higher-earning men).

Table 3.4 stratifies our sample by sex and provides evidence consistent with this

hypothesis. Because the self-sufficiency estimates are noisier and stratifying by sex

reduces sample sizes, we focus our discussion on the spline estimates. For treated

men, the self-sufficiency index increased by 3 percent of a standard deviation. We

also find positive effects of Head Start exposure on both the extensive and intensive

margins of men’s labor-force participation. Treated men were 2.1 percent more likely

to have worked for pay (column 7), worked an average of one more week and one more

hour per week (column 6). Consistent with these estimates reflecting the causal effect

of Head Start, we find no evidence of a pre-trend and a marginally significant trend-

break at age 6, which does not survive the Bonferroni-Holm standard error correction.

At first glance, it is curious that the combined effects of increased human capital and

labor-force participation do not appear to have affected annual wages. Upon further
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investigation, this appears consistent with Head Start inducing negative selection

into the labor-force: the marginal participants tended to be less skilled, and therefore

lowered the cohort’s wages on average. Head Start had little effect on men’s poverty,

but the program is associated with a 27-percent decline in public assistance receipt

among treated men. Reductions in public assistance are also consistent with negative

selection, because male public assistance recipients receive high rates of disability

income.

The pattern is different for women. The self-sufficiency index increased by 4 percent

of a standard deviation among women treated with Head Start, largely driven by

a 28-percent reduction in public assistance receipt and a 16-percent reduction in

poverty. However, women’s labor-force participation on the extensive and intensive

margins fell slightly, albeit not significantly. These reductions in work appear to have

increased annual wages of working women by around 4 percent, which is consistent

with Head Start inducing positive selection (e.g., less-skilled women opting out). In

our conclusion, we examine the effects of negative selection among men and positive

selection among women.

As with the human capital outcomes, our Appendix Tables B.10-B.11 report esti-

mates of Head Start’s effects on self-sufficiency by race and sex. Similarly, the effects

for nonwhites are generally statistically insignificant, owing to the fact that nonwhites

comprise less than 15 percent of the sample and that we have few background char-

acteristics to model the considerable variation in outcomes. As with human capital,

the patterns of these estimates suggest that Head Start’s effects on self-sufficiency

are largest among white men and women (3 and 4 percent of a standard deviation,

respectively).

3.8 Heterogeneity in Head Start’s Long-Run Effect

This final section seeks to shed light on the potential mechanisms for Head Start’s

effects by examining how the estimates vary with access to other public programs
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and local economic conditions. We implement this analysis by interacting a binary

indicator for whether cohorts lived in counties with “high” or “low” exposure to a

program with the spline components in equation (2), where “high” is equal to one

for counties above the median in the characteristics and 0 otherwise. We use only

the main indices for human capital and economic self-sufficiency as the dependent

variables. We caution that the lack of randomization of alternative programs and

conditions means that, while these relationships are suggestive, they should not be

interpreted as causal. Additionally, uncertainty about how program enrollment varied

means these estimates are less precise than desired. We nevertheless provide addi-

tional guidance about the magnitudes of the ATET effects using our estimates of

differential take-up across locations to scale our ITT estimates.

We first investigate the hypothesis that Head Start’s long-run effects relate to their

complementarities with other health programs for disadvantaged children. If health

screening and referrals to health services (a sizable share of Head Start’s budget)

played a role in driving long-term effects, we would expect Head Start’s effects to be

larger for children with greater access to these health services through community

health centers (CHCs) and/or Medicaid. (We would also expect the selection effects

on wages to mirror those we observe for men in Table 3.4.) Table 3.5 provides sugges-

tive evidence of this mechanism, showing that the ATETs of Head Start for human

capital were slightly larger in areas with CHCs and three times as large in states where

more children were eligible for Medicaid (17 percent increase relative to 5 percent for

less-exposed children). The 95-percent confidence interval in the difference between

these two treatment effects on the treated suggests we can reject the null hypothesis

of equal effects. Consistent with health services bringing more previously disabled

workers into the labor market, Head Start’s ATETs on economic self-sufficiency are

more muted in locations with greater health services.

A related hypothesis is that Head Start affected adult outcomes by providing healthy

meals and snacks, improving child nutrition which increased both health and learning.

If nutrition is an important mechanism for Head Start’s long-run effects, we would
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expect the program’s effects to be smaller for children with greater access to Food

Stamps, which also supported the provision of healthy meals. Consistent with this,

Table 3.5 shows that children participating in Head Start with more access to Food

Stamps experienced smaller—although still statistically significant—gains in human

capital and economic self-sufficiency. This suggests that the Food Stamps program

provided a partial substitute for Head Start’s nutritional component.

The OEO’s larger effort to set up Head Start programs in the poorest 300 counties

could also lead the Head Start program to be more intensive in these areas, potentially

having larger effects. For this test, we report the poorest 300 counties in the column

for “above median” and report the effects for counties outside this group in the column

“below median.” While Table 3.5 shows little evidence of differential effects on human

capital across these two groups of counties, there is suggestive evidence that children in

poorer counties benefitted more in terms of their economic self-sufficiency—although

this difference is imprecise.

A final hypothesis is that Head Start’s effects should be larger in areas with greater

subsequent economic growth. Strong economic conditions should both increase the

resources of children’s parents, the provision of public goods (such as schools), and

create stronger incentives for children to invest in themselves, as children could expect

higher and more certain returns. Rather than using actual economic growth (that

may be endogenous), we use predicted economic growth between 1965 and 1985.

Table 3.5 suggests that the benefits of a strong economy complement Head Start’s

effects. The ATETs of Head Start for human capital were twice as large in areas

with strong predicted economic growth than in areas with weaker predicted economic

growth. The ATETs of Head Start for economic self-sufficiency were fifty percent

larger large in areas with strong predicted economic growth.

All in all, these results suggest that Head Start’s long-run effects may be driven by

many factors beyond a preschool curriculum, including health screenings and refer-

rals and more nutritious meals for an a population thatwith otherwise may have been

107



under-nourished and had little access to health care and under-nourished. Unsurpris-

ingly, the effects of Head Start appear to be complementary to the family and public

resources arising from a stronger economy.

3.9 New Evidence on the Long-Term Returns to Head Start

Over the past 20 years, substantial evidence has accumulated that model preschool

programs have sizable economic returns (Almond and Currie, 2011; Duncan and Mag-

nuson, 2013; Heckman et al., 2010; Cunha and Heckman, 2007). However, convincing

evidence on the long-run returns to larger-scale, public preschool has remained sparse

(Phillips et al., 2017).

Using large-scale restricted Census/ACS data, this paper provides new evidence of

the long-term effects of Head Start, the nation’s longest-running, large-scale public

preschool program. We find that Head Start had large effects on participants’ human

capital. Head Start children achieved 0.29 more years of schooling, reflecting the fact

that they were 2.1 percent more likely to complete high school, 8.7 percent more likely

to enroll in college, and 19 percent more likely to complete college. A second finding

is that Head Start increased adult self-sufficiency, reducing the likelihood of adult

poverty by 12 percent and public assistance receipt by 29 percent. Heterogeneity

tests suggest that these long-run effects may reflect many aspects of the Head Start

program beyond its curriculum: health screenings and referrals and more nutritious

meals appear to be important mechanisms for the program’s effects on disadvantaged

children. In addition, the effects of Head Start appear to be complement greater

family and public resources arising from a stronger economy.

A full accounting of the costs and benefits of Head Start is beyond the scope of this

paper, but we summarize the implications of our estimates using potential earnings

to account for selection (Neal and Johnson, 1996; Deming, 2009). Following Neal

and Johnson (1996) and Deming (2009), the advantage of this approach is that it

allows us to account for the effects of Head Start on employment (which differed for
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women and men). Like Deming, we use the NLSY79 to predict wages for individuals

born from 1957 to 1965 (ages 14 to 22 in 1979)—a time frame that overlaps our

Census/ACS analysis. The NLSY data allow us to estimate the relationship between

wages and components of the human capital and economic self-sufficiency indices

after flexibly controlling for ability using the AFQT. Although AFQT is not available

in the Census/ACS, using this as a covariate helps mitigate omitted variables bias in

ability in the education and earnings relationship. These regressions are reported in

our Appendix Table B.6. After accounting for ability, the NLSY79 suggest a private

internal rate of return to Head Start of 7.7 percent, which ranges from 4 percent

for women to 11 percent for men. As an alternative, the internal rate of return of

putting one child through Head Start is 2.4 percent using only savings on public

assistance expenditures (estimated at $9,967 in the Survey of Income and Program

Participation).

Several reasons suggest that these estimates are conservative. First, our research

design differences out sibling spill-over effects, which tends to reduce the estimated

effect sizes. Second, reports of income and public assistance receipt may be severely

underreported in major national surveys (Meyer, Mok and Sullivan, 2015; Bound,

Brown and Mathiowetz, 2001), suggesting estimates of Head Start’s effect on public

assistance may be understated. Third, adding increases in tax revenues and, reduc-

tions in deadweight loss from public assistance transfers, or underreporting in public

assistance income would serve to increase our estimates of the returns to Head Start.

Finally, estimates of the returns to Head Start ignore benefits through improvements

in outcomes not measured here. For instance, they ignore the extent to which more

education engenders better health, longevity, or well-being. These potential limita-

tions, however, tend to strengthen the conclusion that Head Start achieved its goal of

reducing adult poverty, delivering sizable returns to investments made in the 1960s

and 1970s. The results suggest potentially larger social returns.

The long-run returns to today’s public preschool programs may be different for a num-

ber of reasons. Today, the curriculum is different, the target population is different,
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and the alternative programs and resources available to poor children are radically

different than in the 1960s. Of course, researchers will need to wait another 50 years

to evaluate the long-run effects of today’s preschool programs. In the meantime, the

sizable returns to the “less-than-model” Head Start preschool program of the 1960s

suggest productive avenues for improving the lot of poor children today.
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Figure 3.1: The Launch of Head Start Between 1965 and 1980

Notes: Counties are grouped by the fiscal year that Head Start launched between 1965
and 1980. Data on federal grants are drawn from the National Archives and Records
Administration (NARA). See Bailey and Duquette (2014) and Bailey and Goodman-Bacon
(2015) for details on data and variable construction.
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Figure 3.2: The Expected Pattern of Effects on Adult Outcomes by Age of Child at Head
Start’s Launch

(a) No Sibling Spillovers or Complementarities with Other Programs

(b) With Spillovers to Siblings over 6 and Complementarities with Other Programs

Note: Figure 3.2a illustrates the potential effects of Head Start assuming there are no effects
on children 6 and over, no spillovers to older siblings, and no complementarities with other
programs. Figure 3.2b illustrates the way spillovers and complementarities could alter the
pattern of the program’s effects.
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Figure 3.3: Funding for Other OEO Programs Relative to the Year Head Start Began

Notes: Dependent variable are binary variables for whether a county received a grant for the
indicated program in the indicated year. Data on federal grants and programs are drawn
from the NARA.
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Figure 3.4: The Effect of Head Start on Adult Human Capital

(a) Human Capital Index (b) High School or More

(c) Some College or More (d) College or More

(e) Years of Schooling (f) Professional Job

Notes: The figures plot event-study estimates of φ for different outcomes using the speci-
fication in equation 3.1. Standard errors clustered at the county level. Dashed lines show
95-percent, point-wise confidence intervals for each estimate.
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Figure 3.5: Visual Representation of Test Statistics Evaluation Pre-Trends and Trend
Breaks

(a) Test for Pre-Trend (slope of spline for age 6-15 at Head Start’s launch)

(b) Test for Trend Break (change in spline slope at age 6, before which children
are age-eligible for Head Start)

Notes: The figure plots the t-statistic on the slope of the spline for ages 6-15 (panel A) or the
F-statistic for the test for a trendbreak at age 6 (panel B). Dashed lines show the threshold
for statistical significance at the 10 and 5 percent levels. Compare these to columns 4 and
5 of Tables 3.1 and 3.3.
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Figure 3.6: The Magnitude of Head Start’s Effects on Education Across Studies

(a) Effects of Head Start on High School Graduation

(b) The Effects of Head Start on College Enrollment

Notes: Circles indicate the reported or derived ATET from different studies. For sibling
fixed effect studies, the ATET is directly reported in the papers. Because we cannot resam-
ple from data used in other Head Start papers, we calculate the ATETs for other papers
using a parametric bootstrap procedure using 10,000 independent draws from normal dis-
tributions with means and standard deviations equal to the point estimates and standard
errors from the reduced-form and first-stage estimates (Efron and Tibshirani, 1993). Be-
cause Johnson and Jackson (2017) does not report a standard error on the first stage, the
confidence interval reported for this study in Panel A does not include this first-stage uncer-
tainty. We limited the y-axis range so that the confidence intervals for most studies could
be read from the figure. The confidence intervals for Ludwig and Miller (2007) fall outside
the y-axis range and are [-0.54,1.47] in panel A and [-0.67,1.82] in panel B. Bars indicate
the reported 95-percent confidence interval for sibling fixed-effect models or constructed for
the ITT studies as described in the text. See Appendix for more details on the exact figures
used. *Johnson and Jackson (2017) and Thompson (2017) sample likely eligible samples of
the PSID and NLSY79: individuals born to parents in the bottom quartile of the income
distribution, and parents with no college education, respectively.
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Figure 3.7: The Effect of Head Start on Adult Economic Self-Sufficiency

(a) Economic Self-Sufficiency Index

(b) In Poverty

(c) In Poverty

Notes: See Figure 3.4 notes. Note that In Poverty and Received Public Assistance are
reverse coded when included in the Economic Self-Sufficiency Index.
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Table 3.1: The Effect of Head Start on Adult Human Capital

Notes: In column 1, the control mean and standard deviation are calculated using the
cohorts ages 6 and 7 at the time Head Start was launched. Column 2 presents the estimated
intention-to-treat (ITT) effect evaluated at birth cohort of full exposure (-1, see Figure 3.2).
Column 3 presents the ITT spline estimate evaluated at -1. Column 4 presents the pre-trend
estimate for the spline segment for age 6 and older at implementation. Column 5 presents
the F-statistic and p-value for the test of a trend-break in the spline at age 6. The ATET
estimate in column 6 divides the ITT effect at -1 by the estimate of receiving a Head Start
grant on school enrollment at school age 5, 0.149 (s.e. 0.022) for the full sample and 0.151
(s.e. 0.022) for men and 0.145 (s.e. 0.022) for women; see Appendix Table A5). Column 7
computes the percentage increase implied by the ATET relative to the control mean (the
ratio of Column 6 to Column 1) for components of the index. The BH p-values presented
in columns 2, 4, and 5 in brackets use the Bonferroni-Holm method to account for multiple
hypotheses testing of individual outcomes within an index.
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Table 3.2: The Effect of Head Start on Adult Human Capital by Sex

Notes: See Table 3.1 notes.
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Table 3.3: The Effect of Head Start on Adult Economic Self-Sufficiency

Notes: *In poverty and received public program income are reverse-coded when used in the
self-sufficiency index. See also Table 3.1 notes
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Table 3.4: The Effect of Head Start on Adult Economic Self-Sufficiency by Sex

Notes: *In poverty and received public program income are reverse-coded when used in the
self-sufficiency index. See also Table 3.1 notes
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Table 3.5: Heterogeneity in the Effect of Head Start, by Local Programs and Economic
Circumstances

Notes: ATETs are constructed by dividing the group-specific ITT estimate of Head Start’s
effect on long-run outcomes by the group-specific estimated first stage. Results for the
300 poorest counties are reported in the column for “above median” with results for other
counties reported in “below median.”
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APPENDIX A

Appendix to The Long-Run Effects of America’s

First Paid Maternity Leave Policy

A.1 STDI coverage and the implementation of anti-pregnancy

discrimination laws

My identification strategy relies on two sources of variation that interacted to create

a staggered, state-level expansion of paid maternity leave in the United States. First,

a series of states, and eventually the federal government, enacted anti-discrimination

laws that required short-term disability insurance (STDI) to cover childbirth as a

disability. These laws effectively created a source of paid maternity leave benefits

for women covered by STDI, and the differential timing of their enactment allows

me to compare outcomes of women and children within states and over time in an

event-study specification. The second source of variation comes from long-standing

differences in access to short-term disability insurance, driven largely by state dis-

ability policies and industrial mix. This second source of variation meant that the

enactment of anti-discrimination laws had more “bite” in some states than in oth-

ers.

To my knowledge, there exists no comprehensive history of anti-pregnancy-discrimination
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laws in the United States. Nor is there a comprehensive source of data on STDI cov-

erage at a sub-national level.

To assemble evidence on the enactment of state anti-discrimination laws and the re-

ceipt of STDI benefits, I rely on several primary and secondary sources, including

Congressional testimony, correspondence with state officials, newpaper articles, and

published histories of anti-discrimination laws (Gladstone, Williams and Belous, 1985;

Kamerman, Kahn and Kingston, 1983; U.S. Senate, 1979; U.S. House of Representa-

tives, 1977). These laws varied in their specifics and in the way they were enacted.

While the policy was enacted in some states by legislative action, others were created

by a ruling through the state Supreme Court or an action of the executive branch

of government. In addition, for those states that did not enact anti-discrimination

laws before 1979, the policy was imposed on them by the U.S. Congress through the

Pregnancy Discrimination Act of 1978. The resulting timeline is laid out in Table

A.1.

These anti-discrimination laws also varied in their scope. Many affected a very broad

range of workers. In the case of the Pregnancy Discrimination Act, the ban on

pregnancy discrimination affected firms with 15 or more employees. In states where

STDI was nearly universal, the share of affected workers would have been even larger.

In addition, many of the laws, including the federal Pregnancy Discrimination Act,

required only that “women affected by pregnancy, childbirth, or related medical con-

ditions shall be treated the same for all employment-related purposes” as men or

women who were not pregnant but had conditions that affected their ability to work

in similar ways. In these cases, STDI maternity benefits were not the only effect of

the laws. For example, Gruber (1994) explores the wage and employment effects of

Pregnancy Discrimination Act-driven changes in health insurance benefits for child-

birth. As a result, I cannot completely rule out the possibility that the labor-market

effects I estimate aren’t driven in part by other subtle changes that resulted from the

anti-discrimination laws. However, a reading of the legislative history and newspaper

accounts suggests that maternity leave was the dominant concern among proponents
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and opponents of the legislation. I specifically discuss my results in the context of

Gruber (1994) below.

The second source of variation that I exploit in my research design – differences in

access to STDI – dates to the origins of the industry in the 19th century. The goal

of early STDI policies was to provide financial stability to workers, typically males,

who wanted insurance against the risk of an injury or illness that would prevent them

from earning income (Faulkner, 1940). The STDI industry grew significantly over

the early 20th century, and throughout the second half of the 20th century, about 60

percent of workers were covered (Price, 1986). As shown in Figure A.1, this coverage

rate remained steady throughout much of the 1970s and 1980s. However, the stability

of aggregate STDI coverage rates belies substantial variation across states. Coverage

was much more prevalent among workers in certain industries, such as manufacturing

(Levy, 2004). As a result, state-level STDI coverage rates varied with the mix of

industries in existence. In addition, five states – Rhode Island, New Jersey, New

York, California, and Hawaii – enacted laws in the 1940s (and in the 1960s, in the

case of Hawaii) that made access to STDI virtually universal. This variation in access

to STDI existed decades before the anti-pregnancy-discrimination laws of the 1970s

and was driven primarily by the desire for wage insurance among workers, rather than

concerns about allowing women to take leave after the birth of a child.

While the Social Security Administration has tracked data on national STDI coverage

levels, little information is available on the share of workers covered at the state level.

To capture this variation, I construct a measure of access to STDI that relies only

industry-level STDI coverage and the distribution of female workers across indus-

tries in 1970, before anti-discrimination laws were enacted in states without universal

STDI coverage. This measure therefore avoids relying on endogenous responses from

firms that may change STDI coverage in response to the anti-discrimination laws.

The industry-level shares come from a tabulation prepared by the Bureau of Labor

Statistics National Compensation Survey and published in Autor et al. (2013). The

share of women employed by state and industry comes from the 1970 long-form de-
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cennial Census, accessed via IPUMS (Ruggles et al., 2017). The resulting estimates

range from 26 percent to universal coverage and are shown in Figure A.2.

A.1.1 An additional test of the research design

One concern about the use of these two sources of variation to estimate the effects

of paid maternity leave is that the staggered implementation of anti-discrimination

laws may be systematically related to other state-level characteristics that are related

to working mothers’ leave-taking behavior, women’s labor-market outcomes, or chil-

dren’s long-run educational attainment. Such cross-state differences could confound

my estimates of the effect of STDI maternity benefits.

The main text of this paper discusses the key assumptions behind my identification

strategy. Several tests of these assumptions provide little evidence for concern. First,

the use of state fixed effects will eliminate any time-invariant confounding factors,

while division-by-year fixed effects go further by netting out any differential trends

common to certain regions of the United States. Differential trends could also present

problems; however, the built-in test for pre-trends in my event-study research design

suggest no evidence of such confounding factors. I also find no evidence of coincident

changes in other programs, such as the Earned Income Tax Credit, that could explain

the sharp break in female hourly wages and children’s outcomes that I report.

Figure A.4 provides an additional test for systematic relationships between the im-

plementation of STDI maternity benefits and state-level characteristics that could

drive the changes in labor-market activity and educational attainment that I report.

The figure shows the t-statistics from a regression of the year of enactment of the

state anti-discrimination law on a set of 21 measures of economic and demographic

characteristics from the 1960 Census. I restrict the set of characteristics to those used

in a similar exercise by Bailey (2006) in an analysis of the the effect of state laws that

affected access to the birth control pill. In addition, I drop New Jersey and Rhode

Island from the sample because these states began paying STDI maternity benefits

at least a decade before any other state.
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Figure A.4 displays results that are consistent with a legislative history, as reflected

in Table A.1, that suggests the implementation of STDI benefits were driven more

by idiosyncratic factors than systematic differences across states. Only one of the 21

covariates delivers a t-statistic that exceeds the traditional 5% level, an outcome we

would expect in an exercise that features 21 statistical tests. In addition, the lone

significant result suggests that average education among women in early-adopting

states was lower, providing a counterpoint to the possibility that early-adopting states

were systematically driven by a more educated, empowered female electorate.

A.2 Relevance of STDI benefits

The literature on parental leave has produced voluminous evidence of the effect of

maternity benefits on women’s leave-taking and attachment to the workforce. How-

ever, little work has been done to quantify the effect of STDI maternity benefits on

women’s leave-taking. In addition, an understanding of the take-up of these benefits

is crucial to the interpretation of the estimated effects on women’s labor-market wages

and employment and children’s long-run outcomes.

My preferred estimates of the effect of STDI maternity benefits on women’s leave-

taking rely on the retrospective fertility module of the 1984 and 1985 panels Survey

of Income and Program Participation. These estimates, which are reported in the

main text of the paper, suggest that women who received benefits took an extra 5-6

weeks away from work around childbirth. In this section, I provide complementary

estimates from two alternative sources of data.

A.2.1 Evidence from the decennnial Census

One limitation of my preferred estimates of take-up of STDI maternity benefits is that

they rely on retrospective responses from the SIPP that are asked only of women who

worked during their first pregnancy. These features of the data limit the statistical

power and, potentially, the generalizability of the result.
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Another source of data is the 1970 and 1980 decennial Census, accessed via IPUMS

(Ruggles et al., 2017). These data report the year, quarter, and state of birth for

each respondent, and allow them to be connected to parents if they reside in the

same household. In addition, they include questions about employment status in the

previous week and the previous year.

I construct a sample of women ages 18-45 who gave birth to a child in the calendar

quarter preceding the Census reference date, which was April 1 in each Census year.

For an additional comparison group, I also use a sample of women age 18-45 who re-

port that they have never given birth. I then estimate my main difference-in-difference

specification using three binary outcomes: being absent from a job in the previous

week, employed in the previous week, and working for pay at any time during the

previous year. The first outcome provides an estimate of the effect on leave-taking.

The second provides some additional context about the effect of the policy; a rise

in leave-taking accompanied by a rise in employment would suggest the paid-leave

benefits increase mothers’ attachment to the workforce, while a rise in leave-taking

without a change in employment suggests STDI-funded leave results in a short-run

substitution from time at work to time at home with no longer-run implications for

mothers’ labor-market attachment (Baker and Milligan, 2008). Finally, the measure-

ment of whether mothers worked for pay in the previous calendar year provides a

look at whether the availability of paid-leave benefits affected women’s labor-supply

before childbirth.

Table A.2 displays the results from the decennials Census, with the effects on mothers

in Panel A. The probability of being on leave after enactment of STDI maternity

benefits rose by 1.8 percentage points – a 42 percent increase relative to the base

of 4.23 percent. However, in columns 2 and 3, I see no effect on employment and,

perhaps surprisingly, a substantial negative effect on the share of women working

before childbirth. Columns 4 and 5 restrict the sample to women who report working

for pay the previous year. Because STDI maternity benefits are only available to

women with a work history, this purges the sample of women who were not eligible for
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benefits and so should not respond to the availability of benefits. As we would expect,

we see a much stronger increase in leave-taking and an increase in employment that is

nearly as large. Taken together, the results of Panel A suggest that, as proponents of

parental leave policies suggest, the availability of paid benefits increases leave-taking

and makes working women more likely to remain employed after the birth of a child.

However, the estimate in column 3 also suggests a deterioration in women’s labor

market prospects.

Panels B and C of Table A.2 provide additional robustness checks. If the employment

and leave-taking effects are truly driven by the availability of maternity leave, we

would not expect to see effects on women who have never given birth. Consistent

with this story, the estimates in Panel B are all indistinguishable from 0. One notable

exception is the estimate in column 3, the likelihood of working for pay in the previous

year. This estimate is still more negative than the corresponding estimate for new

mothers, such that if I use non-mothers as a comparison group in a triple-difference

specification as in Panel C, I get a small positive point estimate for the probability

that new mothers worked the previous year. Altogether, these results show clearly

that STDI maternity benefits increased leave-taking among new mothers. They also

show, consistent with evidence from the CPS, that women saw a deterioration in

labor-market conditions, although the effects in the Census appear on the employment

margin while the CPS shows effects only for hourly wages.

A.2.2 Evidence from the 1984-1989 SIPP

An additional source of data that can be used to evaluate the effect of STDI maternity

benefits on women’s short-run labor-market activity is the 1984-1989 panels of the

SIPP. While sample sizes are smaller than those offered by the decennial Census,

these data provide detailed information on the week-to-week labor-market activity of

respondents. Relative to the retrospective data I use for my preferred estimates, they

also rely on reports of labor-market activity that are more recent – and therefore,

possibly less prone to error. The chief drawback is that these data go back only
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to 1984, several years after the last set of anti-discrimination laws were enacted, so I

cannot compare women who gave birth before STDI benefits became available to those

who gave birth afterward. I rely instead on within-person variation in labor-market

activity and cross-state variation in access to STDI.

The results are shown graphically in Figure A.3. The left-hand panel shows that, in

states without universal STDI policies, women reduce the time spent at work, relative

to 1 year before birth, by nearly 50 percent in the month of birth and more than 50

percent in the month after. However, the relative decrease is even larger where paid

benefits are available, falling over 60 percent relative to 1 year before birth.

Table A.3 shows the points estimates from a specification that pools the coefficients

into multiple-month bins to make the results easier to digest. Column 1 displays

results for all working mothers. The estimate for each time period is statistically

indistinguishable from 0 except for the months closest to childbirth, where women

with universal access to STDI benefits spend an additional 0.112 months – or 2-3

workdays – at home rather than the workplace. Summing over four months, this

amounts to an intent-to-treat effect of 0.45 fewer months, or about 2 fewer weeks, at

work around the birth of a child for the average working woman. Using my estimate

of 0.4 as a take-up rate for STDI benefits among eligible women, this translates to

an increase of 1.125 months of leave – or close to 5 weeks of leave. This estimate is

comparable to my preferred estimate using retrospective data.

Columns 2 through 5 suggest this effect is relatively constant across race and ed-

ucation groups. Relative to their counterparts in non-universal-STDI states, less-

educated women reduce time spent at work slightly more than women who attended

college. This is consistent with an effect driven by STDI, since higher-educated women

are more likely to have maternity benefits offered through a private arrangement with

an employer, even in the wake of government mandates. The point estimate for non-

white women in the months around childbirth is slightly lower than that for the full

sample or white women, although the standard error is too large to rule out equal
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or even larger effects than other groups. On the whole, for women who remained in

the workforce, STDI-funded maternity benefits appear to have led to longer spells

of parental leave, including for the least-advantaged members of the workforce who

would be less likely to receive benefits without government policy.

A.3 Maternity leave and the results of Gruber (1994)

My identification strategy is based on an expansion of paid maternity leave via STDI,

which was required to cover childbirth as a disability as a result of the Pregnancy

Discrimination Act of 1978 and a number of state-level precursors. A closely related

paper is Gruber (1994), which examined the effect of some of these same policies on

the wages and employment of married men and women. Unlike this paper, Gruber

(1994) focuses on another consequences of these anti-discrimination laws: Health

insurance policies were required to cover the hospital charges of women who give

birth.

The Pregnancy Discrimination Act did not explicitly conditions that STDI or health

insurance plans were required to cover. Rather, it stated only that firms must treat

women who cannot work before, after, or during the birth of a child the same way

they would treat any other employee who is temporarily unable to work. One conse-

quence of this broadly worded policy is that it is ultimately not possible to separate

labor-market effects that are driven by maternity leave from those driven by health

insurance or other factors.

However, several pieces of evidence suggest that maternity leave benefits were indeed

one of the most significant consequences of these anti-discrimination laws, and that

the results of Gruber (1994) may be worth reinterpreting accordingly.

The first set of evidence worth noting is the qualitative evidence from debates in

Congress and statehouses over the Pregnancy Discrimination Act and its state-level

counterparts. Maternity benefits through STDI were a primary objection from busi-

ness groups opposing the legislation, who argued that it would not only raise STDI
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premiums but would also lead to longer and more frequent leaves that would force

firms to hire less productive, temporary workers and increase turnover.

Additional evidence can be gleaned from a useful feature of the state-level variation

used to estimate the main wage effects in Gruber (1994). In particular, some of the

main results use a triple-difference strategy that, in part, compares married women

from three early-adopting states – Illinois, New York, and New Jersey – to women

from a set of control states that enacted anti-discrimination laws later. In two of these

three states, STDI maternity benefits and health insurance maternity benefits were

enacted at the same time. However, in New Jersey, STDI maternity benefits were

enacted much earlier, in 1961. If the observed effects on wages were driven by factors

other than STDI maternity benefits, we would expect to see strong wage responses

in all three states if we estimated the effects separately. However, if STDI maternity

benefits are the most salient consequence of the anti-discrimination laws, then New

Jersey should react quite differently than the other states.

In fact, the evidence from a replication of the findings of Gruber (1994) suggests

that STDI maternity benefits were indeed the major driver of labor-market responses

to the anti-discrimination laws of thoe 1970s. These results are shown in Table

A.4. Columns 1 and 2 show the main result from Table 4 of Gruber (1994) and my

replication, respectively. In column 3, I alter the specification by replace the indicator

for treated states (referred to as “experimental” states in the paper) with a binary

indicator for each treatment state, allowing me to estimate the wage effect separately

for each state. The results show that while New York and Illinois saw large negative

wage effects in the wake of the passage of their respective anti-discrimination laws,

New Jersey saw virtually no impact. This suggests that the anti-discrimination laws

were actually heterogeneous, ushering in STDI maternity benefits in New York and

Illinois but imposing much smaller costs on New Jersey, where maternity benefits had

been available for more than a decade.
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A.4 Figures and Tables

Figure A.1: National share of workers covered by STDI

Notes: Data obtained from Price (1986) and shows share of workers covered by STDI in
all states (solid line) and in states without universal STDI coverage (dashed line). States
with universal STDI coverage are California, New Jersey, New York, and Rhode Island,
plus Hawaii beginning in 1969.
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Figure A.2: Estimated share of working women with STDI coverage in 1970

Notes: State-level estimates are constructed using industry-wide STDI coverage shares from
the Bureau of Labor Statistics’ National Compensation Survey, as published in Autor et al.
(2013), and the share of women employed by industry and state from the 1970 decennial
Census accessed via IPUMS (Ruggles et al., 2017). Dark blue states are those with state
laws requiring near-universal STDI coverage.
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Figure A.3: Effect of STDI on time spent at work by month

Data: Survey of Income and Program Participation, 1984-1989 panels. Sample is limited
to women who give birth during a SIPP panel and who were employed 12 months before
childbirth. Left-hand panel shows regression-adjusted mean of share of month spent at work
relative to 12 months before birth. Right-hand panel shows the difference between STDI
and non-STDI states.
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Figure A.4: Correlation of anti-discrimination law passage and state characteristics

Notes: Plot shows t-statistics from multivariate regression with dependent variable of year
STDI-funded maternity leave benefits were enacted at the state level. Regressions are
weighted by the 1960 state population. Data on state characteristics comes from the 1960
long-form decennial Census accessed via IPUMS (Ruggles et al., 2017).
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Table A.1: Variation in timing and intensity of the expansion of STDI pregnancy benefits

Universal STDI Pregnancy benefits Mode of
adopted adopted passage

Rhode Island 1942 1942 Legislature
New Jersey 1948 1961 Legislature
Montana – 1972 Legislature
Connecticut – 1973 Legislature
Hawaii 1969 1973 Legislature
Alaska – 1975 Legislature
Iowa – 1975 State court
Kansas – 1975 Administrative
South Dakota – 1975 Administrative
Wisconsin – 1975 State court
Illinois – 1976 Administrative
California 1946 1977 Legislature
Maryland – 1977 Legislature
Michigan – 1977 Legislature
New York 1949 1977 State court
Washington, DC – 1977 Legislature
Massachusetts – 1978 State court
All other states – 1979 Congress

Notes: Column 1 lists date that state adopted universal STDI law, where applicable. For
all non-universal states, between 26 and 41 percent of working women had coverage (see
Figure A.2). Column 2 shows the year each state’s anti-pregnancy-discrimination law was
enacted. Column 3 lists the political entity that spurred enactment of the anti-pregnancy-
discrimination law.
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Table A.2: Intent-to-treat effects on working mothers

(1) (2) (3) (4) (5)
On leave Employed DI-eligible On leave Employed

Panel A: New mothers
STDI x Post 0.0179** -0.00182 -0.0417*** 0.0540** 0.0508***

(0.00852) (0.0154) (0.00979) (0.0206) (0.0172)
[0.194] [0.937] [0.021] [0.116] [0.093]

Panel B: Women without children
STDI x Post -0.00719 -0.0380 -0.0581** -0.00860 -0.00351

(0.00527) (0.0385) (0.0258) (0.00714) (0.0262)
[0.416] [0.481] [0.156] [0.505] [0.948]

Panel C: Triple-difference
STDI x Post x new mother 0.0253** 0.0388 0.0201 0.0640*** 0.0532**

(0.0103) (0.0287) (0.0325) (0.0172) (0.0217)
[0.108] [0.397] [0.665] [0.048] [0.142]

Mean: Moms in STDI states, 1970 0.0423 0.113 0.486 0.0851 0.217
Total observations 1,099,109 1,099,109 1,099,109 917,511 917,511

Full sample DI-eligible

Notes: Coefficients displayed are estimated intent-to-treat effects of exposure to paid ma-
ternity benefits on employment and leave-taking, from equation (1) in panels A and B and
equation (2) in panel C. Variable Ds is the imputed share of working women with access
to STDI benefits, constructed as described in the text. Coefficient vector Xistg includes
a quadratic in age. Sample includes treatment group of women age 18-45 who gave birth
in the last three months, and control group of women of same age with no children, from
long-form 1970 and 1980 decennial Census via IPUMS (Ruggles et al., 2017). Standard
errors in parentheses are clustered at the state level. Figures in brackets are p-values from
a two-sided permutation test of the null hypothesis of no effect of paid maternity leave.
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Table A.3: Effect on working mothers: Complementary evidence from the SIPP

(1) (2) (3) (4) (5)
All 

working 
mothers

High 
school or 

less
Some 

college White Nonwhite
Dependent variable: Share of month at work
6-9 months before childbirth -0.00984 -0.00721 -0.00615 -0.0185 0.0699

(0.0288) (0.0450) (0.0252) (0.0247) (0.0441)
2-5 months before -0.0252 -0.0143 -0.0291 -0.0256 -0.0621

(0.0335) (0.0501) (0.0247) (0.0299) (0.0958)
1 month before to 2 months after -0.112*** -0.112** -0.0952*** -0.109*** -0.0791

(0.0263) (0.0423) (0.0261) (0.0223) (0.0858)
3-6 months after -0.0734 -0.0259 -0.0770 -0.0636 0.111

(0.0480) (0.0422) (0.0604) (0.0558) (0.106)
7-10 months after -0.0388 0.0113 -0.0630 -0.0375 0.0544

(0.0407) (0.0467) (0.0618) (0.0471) (0.108)

Observations 41,108 21,096 18,276 36,080 5,256
R squared 0.501 0.507 0.504 0.505 0.505
Mean in STDI states 0.820 0.776 0.870 0.830 0.758
Mean in other states 0.811 0.731 0.880 0.807 0.831

Notes: Coefficients displayed are estimated intent-to-treat effects of exposure to paid mater-
nity benefits on the share of each month spent at work from a modified version of equation
(3) that pools τ into specified groups of months relative to childbirth. Sample means are
weighted averages of share of month at work 10 or more months before childbirth. Sample
includes women from the 1984-1989 panels of the Survey of Income and Program Partici-
pation who give birth during a panel and are aged 18-45 at the time of childbirth.
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Table A.4: Replication of Gruber (1994): Effect on log wages

Notes: Table shows replication of results of Gruber (1994) Table 4. Sample includes mar-
ried women ages 20-40 (“treatment” group) and single men age 20-40 from the 1974, 1975,
1977, and 1978 May CPS. Specification is based on equation 1 in Gruber (1994) and in-
cludes controls for years of education, quadratic in potential experience, full interaction of
gender and marital status, indicators for nonwhite race and union membership, and year
fixed effects. In column 3, equation 1 has been modified to report β8 separately for each
“experimental” state.
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APPENDIX B

Appendix to The Long-Run Impacts of Head Start

on Human Capital and Economic Self-Sufficiency

B.1 Census Data

The project’s primary data source is the 2000 Census and 2001 to 2013 ACS combined

with the SSA’s Numident file, accessed through project 1284 in the University of

Michigan Research Data Center (RDC). The advantage of these data is that they link

a rich set of productivity outcomes for cohorts potentially benefitting from War on

Poverty programs (those who are ages 25 to 54 in the Census/ACS) with information

on their access to Head Start programs in childhood using Numident information

on county of birth. The 2000 census long-form contains information on 16.7 percent

of the U.S. population; the 2001 to 2013 ACSs contain information for around 14

percent of the U.S. population. The number of Numidentlinked, unique individuals

in these combined data sources represent about one-quarter of the U.S. population.

In addition, we use the 1970 restricted long-form Census that contains information

on school enrollment for children. Unfortunately, these data cannot be linked to the

Numident because they have not yet been PIK’d by the Census.
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B.2 SSA’s Numident: Data on County and Date of Birth

Links from the Census/ACS to place and date of birth are important for studying

the long-term impacts of Head Start, as place and date of birth provide crucial in-

formation on exposure of individuals to these programs in early childhood. For the

Census/ACS files we use the survey-internal PIK code to match individuals with the

SSA’s Numident file. The Numident place-of-birth variable is a string variable detail-

ing, in most cases, the city and state of birth. In previous work, Isen et al. (2013)

developed a matching algorithm to connect this string variable to the Census Bureau

database of places, counties, and minor civil divisions as well as the United States Ge-

ological Survey’s Geographic Names Information System (GNIS) file. We also make

use of code that was developed for a similar purpose by Black et al. (2015). Using

both sources, we constructed a crosswalk between the NUMIDENT place of birth

string variable and (standard) county FIPS codes, with over 90 percent of individuals

matched to their counties of birth. Taylor et al. (2016)’s technical memorandum has

been posted with the Census Bureau and contains this information.

The Census/ACS data have the benefit of providing a wide range of outcomes of in-

terest, including individual earnings, but also program participation, disability, living

arrangements, and family and household variables such as income and poverty. Ad-

ditionally, we observe individuals in all states and we observe individuals regardless

of whether they are employed. The Census/ACS data also have limitations. They

are repeated cross-sections and information is self-reported (and, so, measured with

error).

B.3 Data on School Age Entry Cutoffs

We restrict our sample to individuals who were born in areas where we have informa-

tion for the relevant school-entry age cut-offs. This information is taken from Bedard

and Dhuey (2012) and supplemented using our own research for two states. According

to state legislative documents, the school-entry age cutoff for the entire state of Texas
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was September 1st starting in 1969.1 The state of Kansas’ cutoff date is January 1st

before 1965.2

We omit areas from our analysis sample where we are missing information on school

entry cutoffs. This includes all individuals born in Colorado, Georgia, Indiana, Mas-

sachusetts, Montana before 1979, New Jersey, Rhode Island before 1967, South Car-

olina before 1978, Texas before 1969, Utah, Washington before 1977, and West Vir-

ginia before 1972. In our robustness checks, we find that the inclusion of these states

and cohorts using a generic school-entry age cutoff tends to attenuate the estimates,

as one might expect in the case of classical measurement error.

B.4 Data on Head Start

To study the long-run impacts of access to Head Start, we also use additional county-

level sources of data to account for potentially confounding local programs and the

economy. These data include information from the following sources: Bailey and

Goodman-Bacon (2015) collected data on the OEO’s community programs from the

National Archives Community Action Program (NACAP) files, as well as from some

administrative sources. For Community Health Centers, some information was hand-

entered from annual Public Health Service (PHS) Reports. The resulting database

contains information on (1) the county where a program delivered services, which

allows each federal grant to be linked to county-level mortality rates; (2) the date that

each county received its first program services grant (this excludes planning grants),

which provides the year that programs began operating; and (3) some information on

program grants between 1978 and 1980 from the National Archives Federal Outlays

(NAFO) files. We supplement these data with information on the legal services

program from Cunningham (2013) and Food Stamps from Hoynes and Schanzenbach

(2009).

1http://www.heinonline.org/HOL/Page?men_tab=srchresults&handle=hein.ssl/

sstx0163&size=2&collection=ssl&id=718
2http://www.heinonline.org/HOL/Page?men_tab=srchresults&handle=hein.ssl/

ssks0074&size=2&collection=ssl&id=477
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B.5 Data on Head Start Launch Dates

Our main policy variable is the availability of the Head Start program, which was

rolled out across counties during the War on Poverty. Bailey and Duquette (2014)

and Bailey and Goodman-Bacon (2015) have compiled information from the National

Archives and Records Administration on changes in Head Start funding between 1965

and 1980, which we use in this study. To verify their accuracy, these data have

been compared to federal government directories of Head Start programs (Project

Head Start 1971, Office of Child Development 1973, Project Head Start 1978). The

following tables and figures supplement the analysis and description in the paper with

more information on the roll-out of the program.

Table B.1: Share of Counties and Children under 6 in County with Head Start, 1965-1980
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Table B.2: 1960 County Characteristics and Head Start’s Launch, 1965-1980

Notes: All values are population-weighted means, with the exception of average county
population in row 1. Characteristics are for 1960 unless otherwise specified. All variables
are taken from the 1960 County and City Databooks (Haines et al. 2010) and 1990 Area
Resource Files (US DHHS 1994) except the following. Medicare variables are for 1966,
taken from the County-level Medicare File (US SSA 1969-1977; US HFA 1978-1980). Data
on Medicare expenditures were shared by Almond, Hoynes and Schanzenbach (2011). We
also use the 1959 to 1988 Vital Statistics Multiple-Cause of Death Files (US DHHS and
NCHS 2007) to compute mortality rates.
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Table B.3: Regression Analysis of 1960 County Characteristics and Head Start’s Launch,
1965-1980

Notes: We estimate each regression by ordinary least squares. The dependent variable is
year of Head Start’s launch. Heteroskedasticity robust standard errors are beneath the
point estimates in brackets. The regressions exclude counties that never received Head
Start funding and are unweighted. Characteristics are for 1960 unless otherwise specified.
Covariates without point estimate in the table include state fixed effects (S), urban cate-
gories (U, 0, 0 < u ≤ 25, 25 ≤ u < 50, 50 ≤ u < 75, 75 ≤ u ≤ 100, where u is the share of
a county’s population living in an urban area), and log population (P). See also Table B.2
notes.
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Table B.4: Age at Launch by Cohort and Year Head Start Launched

Note: Table documents the age at Head Start’s launch for each birth cohort and Head Start
launch date in our data. Noteworthy is that our sample is compositionally balanced from
ages -1 to 15, which we present in our event study graphical analysis. Outside of those
ranges, the set of counties and birth cohorts will not be compositionally balanced.

B.6 The Effect of a Head Start Launch on Head Start En-

rollment

Figure A1B.1 shows the unadjusted enrollment gap in the public IPUMS data between

counties that had a Head Start program in 1970 versus those that did not. Notably,
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four-year-old children in counties without Head Start programs were 3.4 percentage

points less likely to be enrolled in school (16.8pp versus 20.2pp). Fiveyear-old children

were 17 percentage points less likely to be enrolled in school (48.9 versus 65.9). In

the public data, these gaps are 5.9 percentage points among 4 year olds and 21.3

percentage points among 5 year olds when looking only at children of mothers with

less than a high school education.3

3Note that Head Start was not exclusively for poor kids in the 1960s and 1970s. To encourage
interaction between poor children and those from less disadvantaged backgrounds, OEO policy
allowed 15 percent, and later 10 percent, of children to come from families that did not meet its
poverty criteria. Roughly two-thirds of children in the full-year 1969 and 1970 programs came from
families in which the mother had less than a high school education, although the mothers of about
7 percent of children had attended or graduated from college.
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Figure B.1: 1970 School Enrollment by Mother’s Education

Notes: The figure plots the predicted school enrollment by age for children in counties
with Head Start versus those in counties without Head Start in 1970. These predictions
come from a linear-probability model regression using a dependent variable is equal to one
if a child was enrolled in school on February 1, 1970. Because the most detailed level
of geography available in the public-use data is county group, availability of Head Start is
operationalized as the population-weighted share of counties in an individual’s county group
that had Head Start by the 1969-1970 school year. The sample is limited to states where the
school-entry cutoff falls at the beginning of a quarter and includes children between school
age 2 and 7 using the school-entry age cutoff date in 1969. Source: Authors’ calculations
using the public 1970 Census (Ruggles et al., 2017), because we have not yet disclosed this
figure in the restricted 1970 Census

We explore these gaps in more detail using the restricted 1970 Census, which allows

us to use a 1 in 6 sample of the U.S. population and county of residence (rather than

county group). Using exact county rather than country group is more analogous to

the long-term outcomes in the Census/ACS analysis. We compare school enrollment

by a child’s age in 1970 after adjusting for different county characteristics using either

covariates or county fixed effects using the following specification:

150



SchoolEnrollmentic = Z′
cβ0 +A′

iβ1 +A′
iHeadStartcβ2 + εic (B.1)

where Ai has elements indicating the child’s age relative to the school entry cut-off;

HeadStartc is a dummy variable equal to 1 if the county had a Head Start program

funded before 1970 (and is zero for places receiving their program in fiscal year 1971

or later). The set of covariates, Zc, includes either (1) θs(c), which captures state fixed

effects to account for age-invariant, state-level factors that determine the local supply

of preschools as well as 1960 county characteristics (share of county population in

urban areas, in rural areas, under 5 years of age, 65 or older, nonwhite, with 12 or more

years of education, with less than 4 years of education, in households with income

less than $3,000, in households with incomes greater than $10,000, local government

expenditures, income per capita, and whether the county was among the 300 poorest

counties) or (2) county-level fixed effects (πc). The point estimates of interest are the

elements of β2, which, after regression-adjusting for county characteristics, capture

differences in school enrollment rates of likely eligible children ages 4 to 5 in counties

with Head Start.
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Table B.5: Regression-Adjusted Relationship between Head Start and Enrollment

Notes: Sample is limited to children in states where we observe a school age entry cutoff,
and where the school entry cutoff coincides with the beginning or end of a calendar quarter.
Access to Head Start is measured as equal to 1 if a child lives in a county with a Head Start
program in the 1969-70 school year. Observation counts are rounded per disclosure require-
ments. Omitted category is children age 7.75. Standard errors in brackets are clustered by
county. Source: Authors calculations using the restricted 1970 Census.

The regression-adjusted, preschool enrollment gaps are summarized in Table B.5.

School enrollment was 29 percent higher for all five year olds (0.149/0.52), 29 percent

higher for boys (0.151/0.52) and 28 percent higher for girls (0.145/0.52). Although

we are unable to assess many potential threats to the internal validity of this cross-

sectional research design, the high degree of robustness of these estimates to the

inclusion of different covariates in columns (2) and (3) is encouraging.

Our best estimate of the effect of a Head Start program from the 1970 Census on

a birth cohort’s exposure to Head Start is around 14.9 percentage points (Table

B.5, column 3). It is 0.151 for men (column 4) and 0.145 for women (column 5).

By construction, Census estimates should omit summer Head Start. An additional

advantage of using the Census estimates is that they provide standard errors, which

we use in our parametric bootstrap to scale our ITT estimates into ATETs.
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Census estimates accord well with administrative data and are comparable to other

studies. Administrative data suggest that in 1971, the average Head Start program

served about 10 percent of resident 4-year-olds, which compares very well to around

the 9 percent increase in school attendance in 1970 in the Census. The similarity of

these administrative numbers and Census estimates suggests that crowd-out is mini-

mal. To the extent that interested readers believe the estimate of the first stage should

be higher or lower, they can deflate or inflate our ATET estimates accordingly.

B.7 Cost-Benefit Analysis of Head Start with the NLSY-

79

A full accounting of the costs and benefits of Head Start is outside the scope of this

paper. However, for comparison purposes, we compute the cumulative benefits of

Head Start on economic opportunity through the program’s cumulative effects on

earnings potential. This is important in our context because Head Start appears to

influence men and women’s work effort, making the sample of wage earners selected.

Our use of potential earnings follows Neal and Johnson (1996) and is directly com-

parable with Deming (2009). Like Deming, we use the National Longitudinal Survey

of Youth 1979 (NLSY79) to predict wages for individuals born from 1957 to 1965

(ages 14 to 22 in 1979)—a time frame that overlaps our Census/ACS analysis. The

NLSY data allow us to estimate the relationship between wages and components of

the human capital and economic self-sufficiency indices after flexibly controlling for

ability using the AFQT. Although AFQT is not available in the Census/ACS, using

this as a covariate helps mitigate omitted variables bias in ability in the education

and earnings relationship. We use observations on respondents’ labor market wage

income between 2002 and 2014, when they are between ages 35 and 57 years old,

adjusted to be in 2013 dollars. We implement the following regression:
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ln(Wagesi) = HC′
iβ1 +ESS′

iβ2 +X ′
iβ3 + εi (B.2)

whereXi is a vector of race, gender, age, survey year dummy variables and a quadratic

in the respondent’s standardized and age-normalized AFQT score (as in Deming

(2009), Neal and Johnson (1996)). In some specifications, Xi includes Deming’s

covariates of age 19 outcomes as regressors to account for potential sources of omitted

variables bias, which has a negligible effect on our calculations. We also include new

outcomes that were contained in our human capital (HC) and economic self-sufficiency

indices (ESS).

Note, however, that we omit components of the ESS that are directly related to log

wages such as poverty and log family income. The resulting regression coefficients

capture the importance of each index component after accounting flexibly for AFQT.

Table B.6 (next page) shows that the results are generally very similar with and

without Deming’s covariates (columns 1-3 versus columns 4-6). Panel A summarizes

the internal rate of return (IRR) using the estimated cost of Head Start per student of

around $5,400 and either the (1) realized human capital and self-sufficiency gains at

ages 25 to 64 or the (2) savings in public assistance outlays. We present the regression

estimates underlying the calculations in (1) in panel B.

In terms of the human capital and self-sufficiency returns only, we find an IRR to

Head Start of 7.7 percent averaged over men and women (Panel A, column 1). The

IRR ranges from around 4 percent for women to 11 percent for men (columns 2-3),

owing both to the fact that women’s human capital gains are smaller and that their

labor-force effort falls in response to Head Start. Note, that this approach calculates

only some of the private benefits that accrue to individuals and does not include

benefits through improvements in outcomes not measured here. For instance, the

extent to which more education engenders better health, longevity, or well-being is

ignored in these calculations.
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The human capital and self-sufficiency calculations also ignore savings on public as-

sistance expenditures. The 2000 Census and 2001-2013 ACS suggest that the average

amount of dollars received by public assistance recipients between ages 25 and 54 was

$8,700 per year in 2013 dollars, which is 15 percent smaller than in the Survey of

Income and Program Participation (SIPP) of $9,967 due to misreporting. Using the

SIPP calculation, the IRR on putting one child through Head Start is 2.4% overall

if the only returns to Head Start were in savings in public assistance expenditures:

2.5% for men and 2.2% for women.

Adding increases in tax revenues or subtracting deadweight loss encumbered by re-

distributing these expenditures through the tax and welfare system would serve to

increase these estimates.
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Table B.6: The Effect of Human Capital and Self-Sufficiency on Adult Earnings Potential

Notes: The dependent variable is log wage income. Control variables not reported in the
table include race, gender, and birth and survey year fixed effects. High school completion,
college completion, and professional or doctoral degree indicate completed years of educa-
tion is greater or equal to 12, 16, or 18, respectively. Heteroskedasticity-robust standard
errors are beneath the point estimates in parentheses. Standard errors are clustered at the
individual level to account for longitudinal dependence in the data.
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B.8 Additional Estimates

The following tables present estimates by race and sex for both human capital and

economic self-sufficiency. We omit these from the paper because they are imprecise

for nonwhites, largely owing to the fact that nonwhite children comprise around 15

percent of the sample. In addition, smaller sample sizes for these subgroups sug-

gest relying on the parameterized spline estimate rather than the event-study point

estimate at age -1.
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Table B.7: The Effect of Head Start on Adult Human Capital by Race

Notes: In column 1, the control mean and standard deviation are calculated using the
cohorts ages 6 and 7 at the time Head Start was launched. Column 2 presents the estimated
intention-to-treat (ITT) effect evaluated at birth cohort of full exposure (-1, see Figure 2).
Columns 3 and 7 compute the percentage increase implied by the ITT or ATET, respectively,
estimate relative to the control mean (the ratio of column 2 or 6 to column 1) for components
of the index. Column 4 presents the ITT spline estimate evaluated at -1. Column 5 presents
the F-statistic and p-value for the test of a trend-break in the spline at age 6. The ATET
estimate in column 6 divides the ITT effect at -1 by the Bailey, Sun, and Timpe Online
Appendix – 14 estimate of receiving a Head Start grant on school enrollment at school age
5—0.149 (s.e. 0.022) for the full sample, see Appendix Table B.5).
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Table B.8: The Effect of Head Start on Adult Human Capital by Race: White Men and
Women

Notes: See Table B.7 notes.
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Table B.9: The Effect of Head Start on Adult Human Capital by Race: Nonwhite Men
and Women

Notes: See Table B.7 notes.
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Table B.10: The Effect of Head Start on Adult Self-Sufficiency by Race

Notes: See Table B.7 notes.
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Table B.11: The Effect of Head Start on Adult Self-Sufficiency by Race and Race-Sex:
White Women and Men

Notes: See Table B.7 notes.
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Table B.12: The Effect of Head Start on Adult Self-Sufficiency by Race and Race-Sex:
Nonwhite Women and Men

Notes: See Table B.7 notes.
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Table B.13: The Effect of Head Start on Incarceration and Mortality

Notes: See Table B.7 notes.
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Table B.14: The Effect of Head Start on the Human Capital Index using Different Mea-
sures of Access

Notes: There are 14,800,000 individuals (rounded for disclosure) in each regression. Panel
A presents the results from specifications that exclude state-by-year-ofbirth fixed effects as
is necessary in longitudinal samples. Panel B presents the results from specifications that
exclude state-by-year-of-birth fixed effects as is necessary in longitudinal samples. The only
change in the specification is the specification of the variable used to measure access to Head
Start. Column 1 repeats the value shown in the paper. Column 2 presents a differences-
in-differences specification, where Head Start=1 in a county for all children younger than
6 when it began. Column 3 uses a specification that measures share of the three potential
years of access in which a child lived in a county with a Head Start program and was age
eligible (possible variable values are 0, 1/3, 2/3, and 1). Column 4 uses the Thompson
(2017) measure of Head Start access as average per-year, per-capita Head Start spending
in the three years when an individual was between 3 and 6 years old. Column 5 uses the
Johnson and Jackson (2017) measure of Head Start access as Head Start spending per poor
4-year-old, as defined when the cohort was 4 years old.

Table B.15: The Effect of Head Start on the Self-Sufficiency Index using Different Measures
of Access

Notes: See Table B.14 notes.

165



Table B.16: The Effect of Head Start on Completed High School or GED using Different
Measures of Access

Notes: See Table B.14 notes.

Table B.17: The Effect of Head Start on Enrolled in College using Different Measures of
Accesss

Notes: See Table B.14 notes.
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