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Abstract

This dissertation examines through three stand-alone papers how changes in prod-

uct demands and shifts in welfare policy regime affect the well-being of workers and

their families. The first paper, presented in chapter 2, investigates empirically how the

industrial structure of local labor market affect manufacturing workers’ adjustment to

import competition. The second paper of the dissertation, presented in chapter 3, stud-

ies the relationship between the decline of traditional cash welfare between 2001 and

2015 and two direct measures of well-being among households with children: house-

hold food insecurity and public school child homelessness. The final paper, presented

in chapter 4, explores the theoretical role of migration in labor market adjustment to re-

gional demand shocks and investigates empirically how migration frictions have evolved

between 1940 and 2000 and its implications. The findings from this dissertation high-

light the significance of local socioeconomic factors in the well-being of workers and

their families. In developing policing that aim to address economic hardships, it is

therefore crucial to pay attention to local context and the variation in economic op-

portunities and public resources across place and time.
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Chapter 1

Introduction

This dissertation examines through three stand-alone papers how changes in prod-

uct demands and shifts in welfare policy regime affect the well-being of workers and

their families. The first paper, presented in chapter 2, investigates empirically how the

industrial structure of local labor market affect manufacturing workers’ adjustment to

import competition. The second paper of the dissertation, presented in chapter 3, stud-

ies the relationship between the decline of traditional cash welfare between 2001 and

2015 and two direct measures of well-being among households with children: house-

hold food insecurity and public school child homelessness. The final paper, presented

in chapter 4, explores the theoretical role of migration in labor market adjustment to re-

gional demand shocks and investigates empirically how migration frictions have evolved

between 1940 and 2000 and its implications.

One of the strongest forces shaping the job market prospect of workers is changes in

product demand that shift jobs to or away from certain industries. In a large country like

the United States where there is distinct industrial specialization pattern across space,

as product demand changes, it inevitably influences some areas more than others. Con-

sequently, we see some cities prosper and others fall. This force characterizes a major

factor behind the stories we are familiar with about poverty and the decline of cities in

the Rust Belt, Appalachia, among others where exodus of industries and factories has

created long-term consequences. A question that follows naturally for social scientists
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and policymakers: How do cities adjust to adverse demand shocks? Nested inside this

broader inquiry, in chapter 2 and chapter 4 of this dissertation, I explore factors con-

tributing to successful adjustment to local demand shocks.

In chapter 2, I investigate how local outside employment options affect adjustment

to import competition for the U.S. manufacturing sector. In the last twenty years, the

rising import competition from emerging economies and the rapid technological ad-

vancement in production techniques have fundamentally changed the manufacturing

sector in the U.S. Between 2000 and 2016, the manufacturing sector in the U.S. has lost

4.9 million jobs, nearly 30% of its initial employment size and comparable to half of the

job losses from the Great Recession. Previous research has shown that the exposure

to import competition varies across geographic locations, nevertheless, the literature

provides limited evidence on how the adjustment to import competition is shaped by

local labor market environment. The knowledge is particularly crucial given that worker

adjustment is predominantly a localized activity due to limited geographic mobility re-

sponse among affected workers. The first chapter marks my attempt to fill this gap by

studying the relationship between local industrial structure, outside employment op-

tions, and worker adjustment to import competition.

In chapter 4, my coauthors and I explore the theoretical role of migration in regional

labor market adjustment to demand shocks. The inter-state migration rates in the U.S.

has grown in much of the twentieth century. This geographic fluidity is often regarded

as a characterizing feature of the U.S. labor market, symbolizing its internal capability

to adjust to demand shocks. Nevertheless, the upward trend has been reversed since the

1980s, causing concerns for the dynamism of U.S. labor market. In recent years, a grow-

ing number of studies have devoted their attention to understanding the cause behind

this decline. In this paper, we contribute to the literature by examining through the lens

of a dynamic discrete choice labor supply model the theoretical linkage between labor
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mobility friction and indicators of market integration, providing an often-missing the-

oretical underpinning for this literature. Besides the theoretical discussion, empirically,

we investigate the historical changes in mobility frictions between 1940 and 2000 and

their implication for market integration.

In addition to market forces, the well-being of workers and their families is also

closely tied with government policies, particularly for those relying on non-market means

to supplement their income from the labor market. For these poor families, the wel-

fare reform in 1996 marked a fundamental change in both the availability and the form

of public assistance. The line between deserving and undeserving poor was redrawn,

shifting government funding to families capable of maintaining minimal attachment

to the labor market and leaving those unable to work, often single mother households,

with less resource and even less resource in the form of cash. In chapter 3, my coau-

thors and I examine how the decline in cash assistance has affected households with

children using two direct measures of well-being: household food insecurity and child

homelessness. We focus our study on years since the early 2000s, when declines to the

cash assistance rolls were no longer matched by increases in maternal employment and

find that the decline in cash assistance during this period was associated with increases

in both forms of hardship.

If the goal of welfare policy is to address poverty, lifting people who have fallen through

the cracks of the market system, then the effectiveness of any policy reform would nec-

essarily depend on how well it factors in the forces shaping poverty today. In writing

parts of this dissertation, I have broadened my understanding about shifts in product

demand and the factors influencing labor market’s adjustment to these shifts. Moving

forward, my goal is to combine the interest in poverty and these knowledge, and inves-

tigate how shifts in product demand affect the dynamics of poverty and its implication

for welfare policy.
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Chapter 2

The Effects of Local Industrial Structure on Labor Market

Adjustment to Trade Competition

PINGHUI WU

Abstract: Using data from the Quarterly Workforce Indicator and the Current Popu-

lation Survey, the paper investigates the role of local industrial structure in determining

labor market adjustment to trade competition for the U.S. manufacturing sector be-

tween 2000 and 2016 . For employment adjustment, I find that proximity to external job

opportunities in sectors with lower entry barriers facilitates faster employment adjust-

ment for the affected industries and can reduce the incidence of employment disconti-

nuity for individual manufacturing workers. For wage adjustment, the empirical results

indicate that both the quantity and wage rates of external job opportunities in the local

non-manufacturing sector play an important role in wage adjustment. With the same

exposure to import competition, manufacturing industries in areas with lower level of

manufacturing clustering and higher external wage premium on average see lower im-

pact of the competition on their wage growth. The findings from this paper highlight

the relevance of local labor market structure and outside options in labor market ad-

justment to demand shocks that are correlated across industries.
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1 Introduction

Over the last twenty years, the U.S. labor market has experienced an accelerated decline

in the manufacturing sector, a phenomenon driven partially by the growing trade com-

petition from emerging economies. In this paper, I investigate the role of local industrial

structure and the distribution of outside opportunities in determining labor market ad-

justment to trade competition for U.S. manufacturing sector between 2000 and 2016.

The study provides the first empirical evidence on how trade shocks interact with local

industrial structure to affect labor market adjustment outcomes.

Decline in Manufacturing and Import Competition

Between 2000 and 2016, the manufacturing sector in the U.S. has lost 4.9 million jobs,

nearly 30% of its initial employment size. The decline rate during this period has dou-

bled from the previous decade and the number of jobs lost is comparable to over half of

the job losses from the Great Recession. Yet, unlike job fluctuation over business cycles,

the lost manufacturing jobs have shown no sign of real recovery. A growing literature

has detailed the effects of import competition from low-income countries during this

period, especially after China’s accession into WTO, as a major driver of the observed

decline in manufacturing1. While the linkage between the decline in manufacturing

and import competition is being established, a policy question that naturally follows is:

How can we help manufacturing workers adjust to the new economic environment?

To answer that question, it requires the knowledge of labor market adjustment to

trade competition and its shaping factors. Recent research has found that overall it is

costly for workers to switch between sectors, and as a consequence, the labor market ad-

1At the worker level, workers in industries that compete head-to-head with Chinese imported goods
have seen negative long-term effects on their earnings and employment (Keller and Utar, 2016; Autor
et al., 2014; Utar, 2018). At the firm level, import competition is found to have negative impact on firm
employment, value-added, intangible assets, and survival rates (Bernard et al., 2006; Utar, 2014). At the
regional and national level, the decline in manufacturing employment in U.S. and across local labor mar-
kets has been partially attributed to import competition as well (Acemoglu et al., 2016; Autor et al., 2013;
Caliendo et al., 2015).
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justs sluggishly after trade shocks (Artuç et al., 2010; Dix-Carneiro, 2014). Furthermore,

there exists substantial heterogeneity across individual-level characteristics in work-

ers’ adjustment response. For example, workers with more manufacturing-centered

skill sets systematically face higher mobility barriers to enter non-manufacturing jobs

and see bigger impact of trade competition on their long-term labor market outcomes

(Traiberman, 2018; Utar, 2018). Similarly, workers with lower earnings disproportion-

ately stay in the manufacturing sector following exposure to trade competition and ex-

perience more sizable long-term earnings loss (Autor et al., 2014).

However, the literature provides limited evidence on how labor market adjustment

is shaped by local labor market environment, or the interaction effects between trade

shocks and local factors. The knowledge is particularly crucial given that worker adjust-

ment is predominantly a localized activity due to limited geographic mobility response

among affected workers (Autor et al., 2013, 2014; Dix-Carneiro and Kovak, 2017). 2 This

suggests that for the majority of manufacturing workers, their adjustment is constrained

within their current local labor market and subject to the influence of local factors. To

bridge this gap in literature, in this paper, I investigate empirically the role of local in-

dustrial structure in determining the labor market response to trade competition in the

manufacturing sector.

The Role of Local Industrial Structure

The local industrial structure, here referring to the local employment distribution across

industries, influence labor market adjustment to trade competition through affecting

the distribution of outside options for the affected workers. In the U.S. labor market,

more than 96% of the hiring is accounted for by replacement hiring3, which is hiring

to fill openings created by regular worker turnover, instead of from net employment

2According to calculation by Autor et al. (2014), the five-year mobility rate across commuting zones for
manufacturing workers in the U.S. is less than 15%, which is comparable to the national rate calculated
with census data by Molloy et al. (2011).

3Author calculation using QWI state and industry-level hiring, separation, and employment statistics.
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growth. This suggests that in the short run, the local industrial structure largely governs

the distribution of local job vacancies across industries.

For the affected workers, this means that depending on where they are, they face out-

side options of varying degrees of accessibility and compensatory appeal, which could

affect their ability to leave the affected industry for external job opportunities, or to

influence their bargaining power in wage negotiation following the exposure to trade

competition. For example, greater accessibility suggests that it is relatively easier for

workers to find alternative employment outside of their current industry, which could

facilitate more speedy labor supply adjustment and ameliorate the adverse wage effects

from the decline in demand. Furthermore, at the individual worker level, accessibility

of outside option may reduce the incidence of unemployment or non-employment as

a result of trade competition. Similarly, greater compensatory appeal from external job

opportunities may induce faster labor supply adjustment and could also increase the

bargaining power of workers in wage negotiation by increasing the monetary value of

their alternative options.

Nevertheless, unlike idiosyncratic demand shocks that affect industries or firms ran-

domly, an important feature of the decline in manufacturing is that it is driven by forces

that are skill-biased and correlated across industries, such as import competition. This

feature complicates the role of local industrial structure on worker adjustment to trade

competition, in particular the effects of proximity to other manufacturing industries,

or manufacturing clustering. For manufacturing workers, while jobs in other manufac-

turing industries are most accessible in terms of their skill requirement, these jobs are

often concurrently subject to the pressure of workforce reduction. As a result, it is em-

pirically ambiguous whether being surrounded by other manufacturing industries exert

positive or negative influence on worker adjustment to trade competition. For example,

in terms of employment, despite having the lowest skill gaps, manufacturing clustering

could depress the total number of external job openings, thus making it harder for work-

ers to reallocate away from the affected industries or to remain in the labor market. In
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terms of wages, manufacturing clustering could weaken workers’ outside options both

within and outside of the manufacturing sector and therefore their bargaining power,

or aggravate the adverse wage effects through sluggish labor supply adjustment.

In this paper, I empirically test how local industrial structure interacts with trade

competition to affect labor market adjustment, measured by changes in industry wage

rates and industry employment, for U.S. manufacturing industries. Because of the above-

mentioned complication from demand correlation across manufacturing industries, in

the analysis, I separate the the manufacturing industries from the non-manufacturing

industries, and test how labor market adjustment is affected by the following local in-

dustrial characteristics: accessibility of local non-manufacturing sector, wage differen-

tials of local non-manufacturing sector, and manufacturing clustering.

Preview of Results and Paper Outline

To preview the results, I find that there is a strong linkage between local industrial struc-

ture and labor market adjustment to trade competition. For employment adjustment,

proximity to external job opportunities in sectors with lower entry barrier, such as the

construction sector, retail and wholesale trade sector, IT sector, and the professional

services sector, facilitates faster employment adjustment and reduces the incidence

of employment discontinuity for individual manufacturing workers. For wage adjust-

ment, unlike previous findings in the literature, I find that manufacturing wage does

respond to the impact of trade competition. Moreover, the extent of the response is

affected by both the quantity and wage rates of external job opportunities in the local

non-manufacturing sector. With the same exposure to import competition, manufac-

turing industries in areas with lower level of manufacturing clustering and higher ex-

ternal wage premium on average see lower impact of the competition on their wage

growth, which is consistent with the prediction of the labor search and bargaining the-

oretical framework.
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The rest of this paper is organized as follows: Section 2 reviews current literature on

the topic and the contextual position of this paper in the literature. Section 3 presents

stylized facts on worker mobility and local industrial structure in the U.S. Section 4 de-

velops the empirical model used in testing the relationship between labor market ad-

justment and local industrial structure. Section 5 reports the estimation results of the

empirical models. Section 6 concludes.

2 Literature Review

The paper is related to a few emerging strands of literature in trade economics and la-

bor economics. The empirical interest of this study on labor market adjustment to trade

shocks is closest related to Autor et al. (2013), Autor et al. (2014) and Utar (2018). These

studies look at the labor market adjustment outcome of both regional markets and indi-

vidual workers after being subjected to trade shocks. In the latter two studies, they also

look into the heterogeneity in adjustment response across individual characteristics.

Autor et al. (2014) find that while higher-wage workers are more successful in recovering

their lost earnings through employment outside of manufacturing, lower-wage workers

tend to stay in manufacturing and are more inclined to see continual earnings losses

both inside and outside of manufacturing. Utar (2018) finds that while trade shocks

increase the probability of employment in the service sector across workers of all ed-

ucation levels and occupations in the Danish manufacturing worker sample, workers

with manufacturing-specific education and occupation are less able to secure stable

employment in the service sector and face worse long-term outcomes. This paper com-

plements the two studies by showing the effects of community-level factors that could

lead to heterogeneous adjustment outcomes for manufacturing industries.

This paper is also informed by a second strand of the trade literature which exam-

ines the impact of trade shocks on labor market dynamics through structural model-

ing. Artuç et al. (2010) quantifies the between-sector bilateral switching costs for work-

ers and the implications of high mobility costs on labor market adjustment to trade
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shocks. Dix-Carneiro (2014) estimates a rich structural dynamic equilibrium model for

the Brazilian labor market and finds high cost to switch sector and high dispersion of the

costs across worker demographics, which indicates that the welfare effects from trade

liberalization are uneven on workers depending on their initial sector and demograph-

ics. Caliendo et al. (2015) develop a dynamic model featuring spatially distinct local

labor markets and both sectoral and geographic mobility frictions. Their model pre-

dicts that the U.S. gains as a country from the increasing trading with China, but due

to the different exposure to international trade and mobility frictions, the welfare and

employment effects of import competition vary across U.S. states. Within this litera-

ture, this study shares the interests of understanding the spatial heterogeneity in trade

impacts (Caliendo et al., 2015) and the role of between-sector bilateral switching costs

(Artuç et al., 2010; Dix-Carneiro, 2014). However, instead of structural modeling, the fo-

cus of this study is empirically how locations, through variation in outside options and

switching costs, see different industry adjustment response to trade shocks.

Lastly, the paper is built on a newly emerged literature studying how local industrial

structure influences labor market outcomes of individual workers and industries. At

the individual worker level, Macaluso (2017) combines the interests in specific human

capital and spatial distribution of skill demands and shows that displaced workers have

more favorable outcome in local labor markets where their skill sets have a higher rep-

resentation in local employment structure. At the regional market level, Beaudry et al.

(2012) develop a search and bargaining model to demonstrate the significance of local

industrial composition in wage determination and provide empirical evidence consis-

tent with the prediction of the model. In this paper, I share the joint interests in the

spatial features of local markets and labor market outcomes, and extend the literature

by showing empirically how local industrial structure influences industries’ adjustment

response to demand shocks when the shocks are skill-biased and correlated across in-

dustries.
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3 Stylized Facts

Employment Adjustment of U.S. Manufacturing Workers

Table 2.1: Annual Employment Adjustment for U.S. Manufacturing Workers: 2000-2016

Share

Stayed in Manufacturing 70.4%

–Same Industry 45.8%

–Different Industry 24.6%

Reallocated to Other Sectors 22.6 %

Non-working 7.0%

Source: IPUMS Current Population Survey
Linked Outgoing Rotation Groups: 2000-
2016. Sample consisted of manufacturing
workers aged 20-60 employed at the initial
observation at t and stayed in the labor
force and their original MSA at t + 1.
Industry coded at the 3-digit level.

Between 2000 and 2016, according to data from the Current Population Survey (CPS),

every year, on average nearly 46% of U.S. manufacturing workers have left their current

industry (coded at the 3-digit level) and reallocated, whether permanently or temporar-

ily, to employment in other industries or to non-employment. Because of the mixed use

of independent interviewing and dependent interviewing procedure across a one-year

time frame in the CPS survey design, the switching rates are subject to concerns of cod-

ing errors and the level of the rates is likely inflated. The average switching rate here

is comparable to rates calculated using the originally coded PSID data, which is also

subject to coding errors from independent interviewing technique, and is about twice

as high as those obtained trough the PSID Retrospective Files (A detailed discussion of

the use of CPS in studying worker mobility can be found in Kambourov and Manovskii
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(2013)). Another source of reference is the LEHD job separation rates which is about

24-28% per year, which could be viewed as the upper limit of the real industry switching

rates. Nevertheless, what matters for the purpose of the discussion here is the relative

share of the receiving sectors. Among the workers who switched industries, over half

have stayed in the manufacturing sector, showing that workers face the least bilateral

friction switching between industries that are both in the manufacturing sector.

The Spatial Distribution and Accessibility of Non-Manufacturing Sectors

Table 2.2: Sector Employment Share and Sector Reallocation Rate: 2004-2016

% Emp. Share (S.D.) % Reallocation Accessibility

Construction 5.2 (1.8) 10.7 2.1

Retail and Wholesale Trade 18.1 (1.7) 31.0 1.7

Utilities, Transportation and Warehousing 4.3 (1.5) 6.4 1.5

Professional Services and Management 10.0 (3.4) 17.2 1.7

Information 2.9 (1.4) 3.3 1.1

Finance and Real Estate 7.3 (2.1) 3.0 0.4

Administrative Support 7.0 (1.5) 6.6 0.9

Education and Health Care 17.9 (3.8) 7.3 0.4

Entertainment and Accommodation 11.5 (2.4) 4.8 0.4

Other Services 4.6 (0.7) 4.7 1.0

Source: Census Bureau County Business Patterns: 2004-2016 and IPUMS Current Population Survey Linked Outgo-
ing Rotation Groups: 2004-2016. Sample consisted of manufacturing workers who have switched sector between
the initial observation at t and the second observation at t+1. Agriculture, mining, and public sectors are excluded.

Across non-manufacturing sectors, there also appears to be substantial variation in

their accessibility for former manufacturing workers. Table 2.2 shows the average em-

ployment share of ten non-manufacturing sectors in U.S. metropolitan areas and the

average percentage of workers reallocated to these sectors among those who left the
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manufacturing sector between 2004 and 20164. As discussed earlier in the introduction,

the existing employment share of industries serves as a good indicator of their hiring ca-

pacity, as the vast majority of hiring in the U.S. is accounted for by replacement hiring.

Nevertheless, not all job openings are equal for manufacturing workers. In column 3 of

table 2.2, I construct an accessibility index by dividing the percent of workers reallocat-

ing to a sector by the average employment share of the sector. The results suggest that,

conditional on their hiring capacity, the construction sector, the retail and wholesale

trade sector, the professional services sector, and the utilities and transportation sector

are much more accessible to former manufacturing workers than jobs in the other sec-

tors. Because of the dispersion in sector employment share across local labor markets

and the variation in sector accessibility, when the manufacturing sector is undergoing

adverse demand shock, the affected workers may face varying levels of barrier to find

alternative employment opportunities outside of the manufacturing sector.

4 Empirical Method

This section contains the empirical method used in testing the relationship between

worker adjustment to trade competition and local industrial structure, including the

empirical model, definitions of key variables, the data description.

Model

Outcomez,i,t = α0 + α1Import Shockz,i,t + α2Local Industrial Characteristicz,i,t

+ α3Import Shockz,i,t · Local Industrial Characteristicz,i,t

+Xz,i,tZ + λt + εz,i,t

(2.1)

Equation 2.1 is the primary estimating equation, in which the outcome variables are

changes in industry employment and changes in industry wage rates between year t

4CBP and CPS have different MSA classification schemes before 2004. The sample here hence excludes
year 2000 to 2003 for the consistency of comparison.
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and year t + 1. In the model, the subscript i refers to a NAICS four-digit manufacturing

industry, z refers to a U.S. metropolitan area, and Xz,i,t is an industry-location-time-

specific vector of controls including local industry wage level, local wage level in all

other industries, local sector-level exposure to Chinese import competition, local labor

force growth, log MSA labor force size, and local unemployment rate. The identification

strategy here relies on the exogeneity of the variable of interest, the interaction term,

which is the product of the exogenous import shock and the possibly endogenous lo-

cal industrial characteristics. The variable estimates if labor market response to import

competition varies across local labor markets by their local industrial characteristics.

An important feature of the equation is that the outcome variable is measured at

the detailed NAICS four-digit industry level instead of at the sector level. Because labor

market performance and labor market response to Chinese import competition vary

significantly across manufacturing industries (see table X in Appendix), and industries

are not randomly distributed across locations, this choice of measurement allows me to

rule out the possibly confounding impact of industry composition through controlling

for industry-level variation in adjustment response in robustness check. For example,

employment in the motor vehicle manufacturing industry is both more likely to con-

centrate in manufacturing clusters and less sensitive to the impact of Chinese import

competition. Without accounting for the differences in industry composition, we may

reach the inaccurate conclusion that import competition has weaker impact in manu-

facturing clusters while this result is only driven by differences in industry composition

within the sector and not by differences in outside options.

Definition of Key Variables

Import Shock

The variable Import Shockz,i,t measures the per worker increase in exposure to Chinese

imported goods between t − 1 and t for each industry i in location z. Specifically, de-

note V CN
κ,t the value of Chinese importation for North American Industry Classification
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System (NAICS) six-digit level manufacturing good κ in year t (in thousands), Lκ,t the

national employment in good κ at t, and λz,κ,t the local share of good κ’s employment in

the four-digit manufacturing industry i in metropolitan statistical area (MSA) z at time

t, the variable Import Shockz,t is defined as:

Import Shockz,i,t =
∑
κ∈i

V CN
κ,t − V CN

κ,t−1

Lκ,t−1

· λz,κ,t−1 (2.2)

Admittedly, by using the realized U.S. imports from China in equation 2.2, the mea-

sure is subject to the concern that there is unobserved domestic product demand shocks

positively correlated with both the value of imports and industry employment (wages),

such that the OLS estimate of the impact of import shocks may be biased downward in

magnitude (Autor et al., 2013) . To address the concern and circumvent the impact of

domestic product demand shocks, previous research instrumented the realized imports

from China to the U.S. with the realized imports from China to other OECD countries.

However, this approach is not attainable here because data on the value of Chinese im-

portation to other OECD countries are not available at the detailed NAICS five- or six-

digit level for the construction of the import shock measure here. Although the bias is

acting against the predicted direction of the effects of import competition and does not

invalidate the empirical results, readers should be cautious in interpreting the magni-

tude of the coefficient in the findings.

A second concern regarding the import shock variable is that there may be unob-

served domestic labor supply shocks such that changes in workers’ taste for industry

of employment has been driving the demand for imported goods. This potential en-

dogeneity concern, nevertheless, is unlikely to pose a strong threat to identification for

two reasons. First, because of the loss of manufacturing wage premium and industry-

specific human capital, manufacturing workers who left their current industry, either to

other manufacturing industries or the non-manufacturing sector, on average saw losses
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in earnings, and many became unemployed. There is no strong reason to suspect that

there is systematic national level supply-side taste shock driving workers to leave their

current manufacturing industry for other jobs. Secondly, the import shock variable here

measures the changes in import values preceding the observed changes in industry em-

ployment and wage rates. This modeling design ensures that the observed outcome

follows the changes in import values in time-line and reduces the possibility of reverse

causality.

Accessibility of Local Non-Manufacturing Sector

The first local industrial structure characteristic, accessibility of local non-manufacturing

sector, measures the average accessibility of local non-manufacturing private sector job

opportunities for manufacturing workers. Here I have excluded external manufacturing

industries and focus only on non-manufacturing sectors. Due to the general decline in

the sector and the demand correlation across manufacturing industries, employment

share of the manufacturing sector may not reflect the actual hiring capacity of the sec-

tor. Similarly, the external wage rates in the manufacturing sector may be a weak indi-

cator of the actual wage offers from the sector. Hence in examining the role of the ac-

cessibility and wage differentials of outside options for manufacturing workers, I have

restricted the analysis to only non-manufacturing sectors, and tested the role of external

manufacturing share separately using the third local industrial structure characteristic

manufacturing clustering.

As shown in Table 2.2, there is significant variation across non-manufacturing pri-

vate sectors in terms of worker mobility from the manufacturing sector, reflecting not

only the dispersion in sector sizes, but also the different bilateral mobility friction from

the manufacturing sector. To capture the average accessibility of local non-manufacturing

sector, I construct an accessibility index defined as:

Accessibilityz,t =

∑
j,t sz,j,t ·

mj
sj∑

j,t sz,j,t
(2.3)
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where sz,j,t is the share of non-manufacturing sector j5 in location z at time t and

mj is the average share of manufacturing workers moving into sector j across the entire

sample, and sj is the average employment share of sector j in the whole sample. Intu-

itively, the term mj
sj

measures the sector-specific accessibility of each sector j, taking into

consideration differences in sector sizes, and the index is simply the weighted average

of sector accessibility across non-manufacturing sectors in location z at time t, where

the weight comes from sector employment shares.

External Wage Differentials

The second local industrial structure characteristic, external wage differentials, is de-

fined as the log wage difference between the local non-manufacturing sector and own

NAICS four-digit manufacturing industry. The variable captures the compensatory ap-

peal of external employment opportunities outside of the manufacturing sector.

Manufacturing Clustering

The third local industrial structure characteristic, manufacturing clustering, measures

the degree of concentration of the manufacturing sector in the local area. The vari-

able is defined as the total employment share of the manufacturing sector in the local

metropolitan area minus the employment share of own NAICS four-digit industry.

Data

In the empirical estimation, each location z in the model refers to a U.S. metropoli-

tan statistical area (MSA). The estimation strategy relies on observing the following: 1)

5In calculating the non-manufacturing sector, I have excluded the primary sector, which includes the
agricultural and mining industries, due to its rarity of occurrence in local industrial structure in the sam-
ple.

18



Industry-level wage rates across MSAs, 2) Industry-level employment across MSAs, 3)

Changes in the value of Chinese imported goods at detailed NAICS six-digit level, and 4)

Worker-level industry transition across MSAs for the construction of accessibility index.

Below is a detailed description of the data sources.

Industry-level Wage Rates

The wage rate measure is obtained through the Quarterly Workforce Indicator (QWI)

database. The wage rate measure is calculated as the annual average of the quarterly

wage rates data by industry and location, where industries are aggregated to NAICS

four-digit level.

The availability of the historical wage data prior to year 2010 varies by state, the num-

ber of states (including Washington D.C.) where data is available prior to 2010 ranges

from 42 states in 2000 to 50 states in 2009. For the majority of state, data has been made

available from year 2004 onward. Across states and time, a total of 930 metropolitan and

micropolitan areas are included in the sample.

Industry-level Employment

Because employment data in QWI is much less complete than its wage data, the industry-

level employment level measure is obtained from the Census Bureau’s County Business

Patterns (CBP) data set. For year 2000 and 2001, where data at the metropolitan area was

recorded under a different geographic classification system, the metropolitan-level em-

ployment information is aggregated from county-level data using crosswalk provided by

the Census Bureau.

Value of Chinese Imported Goods

The value of Chinese imported commodities by detailed NAICS schedule and time is

acquired from the U.S. Census Bureau Foreign Trade Program.
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Individual-level Industry Transition

The information on individual worker’s annual employment status change is obtained

from the Integrated Public Use Microdata Series, Current Population Survey (Flood et

al., 2018) matched outgoing rotation groups, 2004 to 2016. The design of the CPS allows

individual respondents to be matched longitudinally during the 16-month period when

they are in the sample, thus providing information on their employment history during

this short period of time. Additionally, the data is restricted to manufacturing workers

between age 20 and 60 from year 2004 to 2016, during which time the CPS provides a

coherent coding scheme of the metropolitan area status consistent with the other data

sources used in this study.

Summary Statistics

Table 2.3: Summary Statistics

Mean S.D.

∆ ln employment -0.0598 0.3026

∆ lnwage 0.0025 0.0915

Import Shock: Industry (in thousands) 1.0505 7.7559

Non-Mfg Accessibility 1.0702 0.0535

External Wage Differentials -0.1635 0.3866

Manufacturing Clustering 0.1202 0.0688

Table 2.3 provides the summary statistics of the key variables in the analysis. On aver-

age, manufacturing employment declined by nearly 6% a year and wage rates grew by
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0% during the study period. At the same time, the value of Chinese imported goods in-

creased by a bit over one thousand dollars per year per manufacturing worker. In the ac-

tual estimation, the variable Import Shockz,i,t is normalized to have zero mean and unit

variance, and each unit increase in import competition represents about $7756 dollar

amount increase in per worker exposure to competition. The average external wage dif-

ferentials is -16%, showing that manufacturing wage rates are generally higher than the

non-manufacturing sector, with a variance of 39% across locations and manufacturing

industries. Lastly, the average level of manufacturing clustering is 12% in the sample,

which represents the share of manufacturing sector in local labor markets (minus own

industry share).
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5 Empirical Results

Average Effects of Import Competition

Table 2.4: Effects of Import Competition on Industry Employment and Wage Rates

(1) (2)

∆ ln employment ∆ lnwage

Import shock -0.0088*** -0.0003

(0.0025) (0.0004)

Sector-level import shock -0.0020 0.0011*

(0.0020) (0.0005)

Log wage rate (own industry) 0.0065 -0.0331***

(0.0041) (0.0036)

Log wage rate (all other industries) -0.0181 0.0058

(0.0155) (0.0055)

Labor force growth 0.5066*** 0.0372

(0.0901) (0.0258)

Log labor force size 0.0122*** 0.0016**

(0.0015) (0.0005)

Unemployment rate -0.2575** 0.0128

(0.0909) (0.0330)

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Sample weighted
by industry employment. Standard errors clustered at MSA level.

Before showing the estimation results from equation 2.1, table 2.4 reports the estimated

effects of import competition on the selected labor market adjustment outcomes with-

out the interaction effects with local industrial characteristics and the estimated coeffi-

cients for all the control variables. The results suggest that an one-standard-deviation
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increase in industry exposure to Chinese import competition leads to a 0.9% annual de-

cline in industry employment level but has no significant effect on the average industry

wage rates. The table also presents the coefficient estimates of the control variables.

The estimates suggest that employment growth is positively correlated with the growth

rate and size of the local labor force and negatively correlated with local unemployment

rates. As for wage growth, it is positively correlated with local labor force size and neg-

atively correlated with the existing wage rates. The results are consistent with previous

empirical evidence in the literature, which has found that the increase in exposure to

Chinese import competition has significant negative effects on manufacturing employ-

ment but no significant effect or positive effects on manufacturing wage rates (Autor et

al., 2013). There is, nevertheless, much heterogeneity in the adjustment response across

local labor markets.
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Local Industrial Characteristic 1: Accessibility of Outside Options

Table 2.5: Interactive Role of Outside Option Accessibility on Industry Employment and
Wage Growth

(1) (2) (3) (4)

∆ ln employment ∆ lnwage ∆ ln employment ∆ lnwage

Import shock 0.0960** -0.0091 0.0500 0.0189

(0.0324) (0.0075) (0.0458) (0.0107)

Accessibility 0.0545 -0.0083 0.0486 -0.0042

(0.0381) (0.0086) (0.0351) (0.0091)

Import shock×Accessibility -0.0985** 0.0083 -0.0839* 0.0041

(0.0309) (0.0070) (0.0332) (0.0063)

Industry FE yes yes

Import shock×Industry FE yes yes

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Standard errors clustered at MSA level.
Dummies for each NAICS three-digit industry are included to control for industry fixed effects.

Table 2.5 reports the regression estimates of equation 2.1, in which the local industrial

characteristic is the accessibility of local non-manufacturing sector. The variable of in-

terests is the interaction term between import competition and the the accessibility of

local non-manufacturing sector, which estimates if labor market responds differently

depending on the accessibility of job opportunities outside of the manufacturing sector.

For employment (column 1), at the mean accessibility level, a one-standard-deviation

increase in industry exposure to Chinese import competition is estimated to reduce in-

dustry employment level by 0.9%. The negative interaction term (-0.0985) suggests that

being surrounded by jobs more accessible to manufacturing workers facilitate faster

employment decline in the affected industries. For every five-percentage-point increase
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in local non-manufacturing accessibility, employment would decline by 0.5 percentage

point more for a one-standard-deviation increase in import competition, accelerating

the decline rate by more than 50% from its mean level. For wage growth (column 2), at

the mean accessibility level, a one-standard-deviation increase in industry exposure to

Chinese import competition is estimated to reduce industry wage rates by 0.02%, and

for every five-percentage-point increase in local non-manufacturing accessibility, the

decline rate will slow down by 0.04 percentage point. Both the main effect and the in-

teraction effect are not statistically significant at the 0.10 level.

As discussed in the modeling section, industries are selected into locations of differ-
ent industrial structures. To verify that the observed variation in employment adjust-
ment is not driven solely by different industry composition across locations, column (3)
and (4) report the estimation results with additional controls of NAICS three-digit indus-
try fixed effects and the interaction between industry fixed effects and import shocks.
While the inclusion of these variables absorbs much of variation in exposure to import
competition across industries, the interaction term in column 1 suggest that, within
each industry, the speed of employment adjustment still increases significantly with the
level of job accessibility in the local labor market and selection at the industry level is
not a key factor behind the results in column (1) and (2).

25



Table 2.6: Interactive Role of Non-Manufacturing Accessibility on Worker Employment

(1) (2) (3)

P (Switched Sector) P (Switched Sector) P (Switched Sector)

Sample Pooled Non-College College

Import shock×Accessibility 0.2709** 0.3520** 0.0813

(0.1001) (0.1070) (0.1834)

(4) (5) (6)

P (Nonemployed) P (Nonemployed) P (Nonemployed)

Sample Pooled Non-College College

Import shock×Accessibility -0.1111† -0.1595* -0.0578

(0.0590) (0.0665) (0.0926)

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Standard errors clustered at MSA level. Sample
restricted to workers aged 20-60 and worked in the manufacturing sector in the first observation between 2004
and 2016.

Is the accelerated decline in employment driven by more workers finding alternative

employment outside of the affected industry, or more involuntary job loss? To verify the

cause, I utilize the individual-level annual job transition information from the linked

Current Population Survey data and test if the probability of individual workers switch-

ing sector or losing employment as a consequence of import competition varies by local

non-manufacturing accessibility.6

The results, as shown in table 2.6, indicate that the accessibility of job opportunities

outside of the manufacturing sector increases the likelihood of workers switching their

sector of employment and reduces the chance of non-employment following workers’

6Model includes the standalone import shock variable, the accessibility variable, the interaction be-
tween the two, as well as an individual-location-time-specific vector of controls on worker occupa-
tion, sex, age, education, race, weekly earnings, and local unemployment rate. Because information
on worker’s NAICS industry affiliation is not consistently recorded, in estimating this model, the import
shock variable is constructed at the sector level across all manufacturing industries and normalized to
have zero mean and variance of one. Reported here are the coefficients of the interaction term.
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exposure to import competition. The results are especially salient among workers with

lower educational attainment, who on average face larger barrier leaving the manufac-

turing sector and are more vulnerable to the impact of import competition. The sup-

plementary evidence also supports that the accelerated decline reported in table 2.5 is

likely due to more workers leaving the affected industry with alternative outside em-

ployment opportunities.

In sum, the findings suggest that the accessibility of outside options plays an im-

portant role in the employment adjustment for manufacturing workers. Workers who

are surrounded by jobs in the construction sector, retail and wholesale trade sector, IT

sector, and the professional services sector are more likely to avoid employment discon-

tinuity and have better chance to leave the declining manufacturing sector. The swifter

employment adjustment, nevertheless, does not significantly reduces the impact of im-

port competition on manufacturing wage rates. In table 2.5 column 2, the estimated

coefficient of the interaction term implies that although on average accessibility is as-

sociated with weaker wage effects, as indicated by the positive sign, the difference is

small across locations. The result does not lend strong support for the the neo-classical

framework in understanding wage-setting in the U.S. manufacturing sector.
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Local Industrial Characteristic 2: External Wage Differentials

Table 2.7: Interactive Role of External Wage Differentials on Industry Employment and
Wage Growth

(1) (2) (3) (4) (5)

∆ ln employment ∆ lnwage ∆ ln employment ∆ lnwage ∆ lnwage

Import shock -0.0079*** 0.0004 -0.0321 0.0219* 0.0401***

(0.0017) (0.0004) (0.0251) (0.0095) (0.0097)

Wage Diff. 0.0080 0.0081† 0.0101 0.0075 -0.0005

(0.0065) (0.0027) (0.0069) (0.0046) (0.0100)

Import shock×Wage Diff. 0.0028 0.0022** 0.0079 0.0027** 0.0044**

(0.0071) (0.0008) (0.0081) (0.0010) (0.0015)

Industry FE yes yes yes

Import shock×Industry FE yes yes yes

MSA FE yes

Import shock×MSA FE yes

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Sample weighted by industry employment. Standard
errors clustered at MSA level. Dummies for each NAICS three-digit industry are included to control for industry fixed
effects.

Table 2.7 reports the interactive role of external wage differentials on labor market ad-

justment to import competition. The findings show that external wage differentials,

defined as the log difference between non-manufacturing wage rates and own industry

wage rates (lnwagenonmfg − lnwage), has an insignificant interactive role in the employ-

ment adjustment to import competition. Unlike job accessibility, which facilitates faster

employment adjustment away from the manufacturing sector, workers’ employment

adjustment responds much less to the compensatory appeal of external job opportuni-

ties.

Nevertheless, external wage differentials plays a distinct role in the variation in wage
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adjustment response across local markets. The downward wage pressure from import

competition is weakened when an affected industry is surrounded by higher-paying

non-manufacturing jobs, suggested by the postivie interaction term (0.0022). At the

mean wage differentials level, for every forty-percentage-point decrease in wage differ-

entials, a one-standard-deviation increase in import competition is estimated to de-

crease wage rates by 0.008% more. Similar to findings from table 2.5, the results here

do not show significant linkage between the speed of employment adjustment and the

magnitude of wage cut. Instead of following the prediction of a neo-classical wage-

setting framework, the empirical evidence is more consistent with a labor search and

bargaining model, in which workers’ outside options directly influence their wage bar-

gaining power at current job.

A concern of the validity of this explanation is that manufacturing industries and

firms are non-randomly distributed across locations, and one possibility is that those

with greater wage resilience are selectively concentrated in areas with higher external

wage differentials. To address the selection concern, similar to table 2.5, I include industry-

level fixed effects and industry-level interaction with import competition in column

(3) and (4) to control for any industry-level selection. Additionally, to control for any

location-specific variation in firm adaptability, I include MSA-level fixed effects and

MSA-level interaction with import competition in column (5) for further robustness

check. The main variable of interest, Import shock×External Wage Differentials, now

measures the remaining within-location, within-industry variation in adjustment re-

sponse by the external wage differentials. The results, as reported in table 2.7 column

(4) and (5), do not suggest that selection at the industry- or MSA-level was the driving

force behind the observed interaction effects between import competition and the ex-

ternal wage differentials.

To summarize, the finding in table 2.7 extends the existing literature, which largely

found manufacturing wage rates to be irresponsive to import competition, by providing

evidence of the wage effects, its spatial variation, and the role external wage differen-
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tials in the variation. Nevertheless, the magnitude of the effects is small. For example,

at the 25th and 75th percentile of the external wage differentials level (-43% and 2%),

a one-standard-deviation annual increase in industry exposure to import competition

is estimated to change industry wage rates by -0.05% and 0.04%, respectively, which is

a fraction of the employment effect. Despite the statistic significance, the size of the

effects again confirms that labor market adjustment to import competition occurs pre-

dominantly at the employment margin.

Local Industrial Characteristic 3: Manufacturing Clustering

Table 2.8: Interactive Role of Manufacturing Clustering on Industry Employment and
Wage Growth

(1) (2) (3) (4)

∆ ln employment ∆ lnwage ∆ ln employment ∆ lnwage

Import shock -0.0093** 0.0012 -0.0356 0.0253

(0.0034) (0.0007) (0.0259) (0.0098)

Mfg Clustering 0.0550* -0.0355*** 0.0658 -0.0360***

(0.0268) (0.0075) (0.0256) (0.0072)

Import shock×Mfg Clustering 0.0045 -0.0143* -0.0231 -0.0130*

(0.0187) (0.0055) (0.0218) (0.0055)

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Sample weighted by industry employment.
Standard errors clustered at MSA level. Dummies for each NAICS three-digit industry are included to control
for industry fixed effect.

Because of the correlation in demand shocks across manufacturing industries, in pre-

vious empirical analysis, I have separated local industries outside of the manufacturing

sector from those in the manufacturing sector. In this section, I examine the special

case of local industrial concentration in manufacturing and its effects on labor market

adjustment to import competition.
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Table 2.8 reports the effects of external manufacturing employment share on labor

market adjustment to import competition. For employment growth (column 1), the in-

significant positive interaction term (0.0045) suggests that being surrounded by jobs in

other manufacturing sectors does not facilitate faster employment adjustment in the af-

fected industries, despite that these jobs are most accessible to manufacturing workers.

The finding is consistent with the observation that the decline in demand is correlated

across manufacturing industries. With the general decline in manufacturing, the sec-

tor does not appear to serve as an effective shelter or exit option for workers affected

by import competition and has no significant effects on labor supply adjustment to im-

port competition. For wage growth (column 2), the negative interaction term (-0.0144)

suggests that manufacturing clustering intensifies the adverse effects of import com-

petition on industry wage rates. At the mean manufacturing clustering level, for every

seven-percentage-point increase in external manufacturing employment share, a one-

standard-deviation increase in import competition is estimated to decrease wage rates

by 0.01% more.

What could explain the observed wage effects? On one hand, industries are non-

randomly selected into manufacturing clusters. If industries that tend to locate in man-

ufacturing clusters have lower wage adaptability to import competition, this selection

may contribute to the observed wage effects. To verify if the observed effects are results

of industry-level selection, in column 4, I include additional industry dummies and their

interaction with import competition as robustness check. The results remain substan-

tially similar to the estimated coefficients in column 2, suggesting that adverse selection

is not a key mechanism behind the observed spatial difference in wage response.
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Table 2.9: Interactive Role of All Three Local Industrial Characteristics on Industry Em-
ployment and Wage Growth

(1) (2)

∆ ln employment ∆ lnwage

Import shock× Accessibility -0.0987** 0.0071

(0.0322) (0.0072)

Import shock×Wage Diff. 0.0030 0.0021*

(0.0065) (0.0008)

Import shock×Mfg Clustering 0.0058 -0.0146**

(0.0209) (0.0048)

† for P < 0.1, * for P < 0.05, ** for P < 0.01, *** for P < 0.001. Sample
weighted by industry employment. Standard errors clustered at MSA
level. Model includes all the main effects of import shocks and local
industrial characteristics but only the estimated coefficients of the in-
teraction effects are reported here.

On the other hand, because of the general decline in manufacturing, manufacturing

clustering could depress the total number of available external job openings and the

level of external wage differentials, with the latter having a significant role in wage ad-

justment according to results in table 2.77. To test if the aggravated wage effect is driven

by lower external wage premium in manufacturing clusters, in table 2.9, I include all

three local industrial characteristics to jointly test their roles in the labor market adjust-

ment of manufacturing industries. The results show that there is little change in the

estimated coefficients of the interaction effects and that lower external wage premium

in manufacturing clusters is not a main driver of the observed wage effects from manu-

facturing clustering. For wage adjustment, both the size and the wage level of the local

non-manufacturing sector matter. Given the same exposure to import competition, the

lower the share of local non-manufacturing industries (therefore the higher the share of

7Because of the general decline in the manufacturing sector, for the same decline in demand, cluster-
ing creates more sizable exodus of manufacturing workers as well as larger reduction in the area income,
both of which could put downward wage pressure on the non-manufacturing sector.
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external manufacturing industries) and the lower the non-manufacturing wage differ-

entials, the lower the wage growth in the affected manufacturing industries.

In sum, the results from table 2.8 and 2.9 suggest that the presence of external man-

ufacturing industries, which have the lowest skill gap for manufacturing workers, does

not facilitate smoother employment adjustment. Furthermore, it intensifies the down-

ward wage pressure from import competition, driven most likely by fewer outside op-

tions and consequently the lower bargaining power of workers. These findings confirm

that when demand shocks are correlated within the manufacturing sector, manufactur-

ing share has a distinct role in labor market adjustment. Unlike the non-manufacturing

sector, a large manufacturing sector does not necessarily translate into more external

job opportunities and could drive down workers’ bargaining power for those affected

by the demand shocks.

6 Conclusion

In this paper, I investigate the role of local industrial structure in labor market adjust-

ment to trade competition for U.S. manufacturing industries between 2000 and 2016.

Using data from the Quarterly Workforce Indicator (QWI) and the Census Bureu’s County

Business Patterns (CBP), the study provides the first empirical evidence on how local in-

dustrial structure interacts with trade shocks to influence the employment and earnings

adjustment of the affected industries.

For employment adjustment, the findings suggest that proximity to external job op-

portunities in sectors with lower entry barrier for manufacturing workers, such as the

construction sector, retail and wholesale trade sector, IT sector, and the professional

services sector, facilitates faster employment adjustment. Manufacturing workers, in

particular those with lower educational attainment, are more likely to avoid employ-

ment discontinuity and have better chance to leave the declining manufacturing sector

if the employment share of these sectors are higher in their local metropolitan area. The
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swifter employment adjustment, nevertheless, does not significantly reduces the im-

pact of import competition on manufacturing wage rates.

For wage adjustment, the empirical results indicate that both the quantity and wage

rates of external job opportunities in the local non-manufacturing sector play an im-

portant role in wage adjustment. With the same exposure to import competition, man-

ufacturing industries in areas with lower level of manufacturing clustering and higher

external wage premium on average see lower impact of the competition on their wage

growth. This finding is consistent with the prediction of a labor search and bargain-

ing model, in which workers’ outside options directly influence their wage bargaining

power at current job. The empirical evidence, however, shows that the magnitude of

the wage effects is generally small and that there is no strong connection between the

speed of adjustment in industry employment and the speed of adjustment in industry

wage rates, raising concern for the validity of the neoclassical wage-setting framework

that is widely assumed in studying the impact of trade competition on labor markets.

The results of this paper extend the literature by showing the linkage between local

industrial structure and labor market adjustment to trade competition. For manufac-

turing workers, the outside options available in their local area play an important role

in both their employment transition and wage bargaining power following exposure to

trade competition. While the empirical evidence confirms that labor market adjustment

to trade competition happens predominantly at the employment margin, unlike previ-

ous findings in the literature, I find that manufacturing wage does respond to the impact

of trade competition and that the extent of the response is consistent with the prediction

of a labor search framework. These findings carry several policy implications. First, a

key mechanism to successful employment adjustment of manufacturing workers is ac-

cess to selected non-manufacturing sectors with lower entry barriers in their local area.

Connecting workers with existing local job opportunities in these sectors is likely to fa-

cilitate job matching and reduce the incidence of employment disruption. Secondly,

for metropolitan areas where job opportunities are concentrated in sectors with higher
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entry barriers, an alternative policy focus should be placed on narrowing the skill gaps

and preparing manufacturing workers to take jobs that require new skill sets.
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Chapter 3

The Decline of Cash Assistance and the

Well-Being of Poor Households with Children

H. LUKE SHAEFER, KATHRYN EDIN, VINCENT FUSARO, PINGHUI WU

1

Abstract: Since the early 1990s, the social safety net for families with children in the

United States has undergone an epochal transformation. Aid to poor working families

has become more generous. In contrast, assistance to the deeply poor has become less

generous, and what remains more often takes the form of in-kind aid. A historical view

finds that this dramatic change parallels others. For centuries, the nature and form of

poor relief has been driven in part by shifting cultural notions of which social groups

are “deserving” and “undeserving.” This line was firmly redrawn in the 1990s. Did the

re-institutionalization of these categorizations in policy have material consequences?

This study examines the relationship between the decline of traditional cash welfare

between 2001 and 2015 and two direct measures of well-being among households with

children: household food insecurity and public school child homelessness. Using mod-

els that control for state and year trends, along with other factors, we find that the de-

cline of cash assistance was associated with increases in both forms of hardship.

1Manuscript published in Social Forces in March 2019 (https://doi.org/10.1093/sf/soz020|)

37



1 Introduction

Over the past two and a half decades, the United States has increased its financial invest-

ment in the wellbeing of economically vulnerable families with children, even though

it continues to lag behind other western industrialized nations (Tach and Edin, 2017;

Smeeding and Thevenot 2016). Due to expansions in government-funded health insur-

ance and tax credits benefiting low-income, working parents, the federal government

now spends more on relief for such families than ever before. Yet there have been win-

ners and losers of this transformation of the social safety net, a shift that mirrors themes

that have played out in debates about poor relief for centuries, namely that policies

should do more for those deemed “deserving” and less for those deemed “undeserving.”

As Laura Tach and Kathryn Edin (2017) have argued, welfare reform firmly redrew

the line between the deserving and undeserving poor, with employment as the litmus

test. Research has shown that these policy changes improved the fortunes of those

deemed “deserving”—stably employed single mothers and their families. Yet an im-

portant part of story of poverty among families and their children since welfare reform

is the rise in inequality between those who are able to maintain work, and those who

are not (Danziger 2010).

Not only has aid increased for one group and declined for the other, but the form of

the assistance offered reinforces this divide. Stably working, low-income families now

draw cash aid from refundable tax credits such as the Earned Income Tax Credit, and

these benefits actually increase with earnings, up to a point. Such programs carry lit-

tle, if any, stigma; there are no restrictions on how recipients spend the money; and few

transactions costs are imposed on claimants (Halpern Meekin et al. 2015). Meanwhile,

single parents who do not work or work only sporadically can only get minimal cash aid

from a stigmatizing bureaucracy with strict time limits, work requirements, sharp sanc-
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tions, and other punitive rules.

What aid remains for the nation’s poorest families increasingly comes in the form of

non-cash benefits, rather than cash aid (Fox et al., 2015; Edin and Shaefer, 2015). In re-

cent years, many scholars have moved to treat cash and in-kind aid as equal resources

when measuring poverty (Fox et al., 2015). Yet while in-kind benefits provide crucial

support to the nation’s poorest families, the fungibility of cash aid offers added protec-

tion against many hardship, especially to the growing number of families with extreme

low cash incomes (Shaefer et al., 2018).

Has the decline of cash welfare increased hardship among households with children?

This question is critically important for social scientists, and sociologists in particu-

lar, for a number of reasons. Given the vulnerability of those most affected by these

changes—namely children—there is an obligation to deepen our understanding of its

consequences. Furthermore, it is important to more fully contextualize how the changes

to the safety net in the 1990s relate to the history of government relief, and to under-

stand the extent to which it has reproduced structural themes of deservingness that

have played out for centuries. Finally, given trends in poverty measurement that treat

in-kind and cash aid as indistinguishable, it is important to assess more fully whether

in-kind aid has filled the gap left by the decline of the cash assistance.

This study brings new data and new methods to these questions, using direct mea-

sures of well-being as outcomes and concentrating on years since the early 2000s, when

declines to the cash assistance rolls were no longer matched by increases in maternal

employment (Black, Schanzenbach and Breitwieser, 2017). We use data from this the

post-2000 period to examine the relationship between declines in the reach of cash

assistance and two hardships measured over multiple years: household food insecu-

rity and homelessness and housing insecurity among children in the nation’s public
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schools. Due to the fact that the federal welfare reform legislation gave states wide lat-

itude to shape and administer their cash assistance programs—both at the outset and

in the years since—there is considerable state-to-state variation in the rate of decline in

the cash aid rolls over time. Utilizing this variation across states and time, we estimate

models that control for state and year trends, along with other factors, and find that the

decline of cash assistance is associated with increases in both forms of hardship among

households with children. This analysis deepens our understanding of the implications

of a redrawing of the line that separates the deserving and undeserving poor.

2 Background and Literature Review

Throughout its history, America’s system of poor relief has shifted in response to eco-

nomic and demographic changes such as industrialization, urbanization, and immi-

gration. At a number of key junctures, changing cultural notions of deservingness have

also contributed to the re-shaping of the contours of aid for the poor (Gordon, 1994).

During the colonial period, destitute widows could claim meager, in-kind “outdoor

relief,” often in the form of bread or coal (but not both), from their “place of settlement.”

Both widows and their children were expected to work for their keep. In the 19th cen-

tury, relegation to a poorhouse became the policy de jour for needy families (Katz, 1996).

Late in the century, advocates of “scientific charity” viewed family breakup as the solu-

tion, relegating the children of pauper mothers to orphanages or foster care while their

mothers tried to support themselves through employment.

A sea change in policy occurred in the early 20th century as progressive reformers

began to advocate for a “wage” or “pension” that would allow destitute mothers to care

for their children in their homes. State-run, locally-administered Mothers’ Aid programs

were enacted in 46 of 48 states between 1910 and 1932. These programs reflected new
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cultural notions about the proper roles of mothers and children. Mothers should be

dedicated to full-time parenthood rather than employment. Children, who were for-

merly conceived as “little adults” and prized mainly for their economic value, came to

be viewed as “economically worthless but emotionally priceless” (Zelizer, 1994), a social

construction of childhood that meant, among other things, that poor families could no

longer supplement household income with earnings from their children’s labor. Ironi-

cally, only a handful of localities offered stipends generous enough for families to sur-

vive, making maternal employment imperative. Work had to be limited to in-home la-

bor such as laundry or piece work, however (Skocpol, 1995).

Prohibitions against maternal employment were strengthened in the first federal re-

sponse to the plight of single mothers, the Aid to Dependent Children (ADC) program.

ADC (later renamed AFCD, adding “families” to the title) supplanted the state Mother’s

Aid programs, which were overwhelmed by the Great Depression. It provided a stipend

to those deemed both economically needy and morally worthy (i.e., it was mostly lim-

ited to widows and those who were not domestic or agricultural workers—usually whites).

Work of any kind among recipients was prohibited, yet once again stipends were too

small to survive on. In what historian Linda Gordon calls a “pincer’s trap,” families en-

gaged in in-home production to supplement low benefits.

By the 1970s, through a combination of legal challenges to restrictions that were

often racially motivated, along with welfare-rights activism, AFDC had evolved into a

legally-enforceable federal entitlement. Single mothers who demonstrated need could

not be denied benefits regardless of their perceived moral standing and other factors

such as marital status and race. These changes coincided with a growing number of

single mothers, due mostly to increases in desertion and divorce. As a consequence,

the AFDC rolls grew dramatically. Contextualized in the arc of the history of U.S. social

welfare policy, it is clear that the existence of this cash aid entitlement was anomalous,
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and not surprisingly, brought about as a result of judicial and administrative rather than

legislative actions. And indeed, it would prove to be short-lived.

Another significant cultural change during this era challenged the notion that a mother’s

place was at home. A rise in middle class mothers’ labor force participation began in

earnest in the 1970s and accelerated in the 1980s. The rise weakened the briefly-held

presumption—codified in the federal entitlement to aid—that all mothers who could

demonstrate need ought to receive government support to stay home with their chil-

dren. In keeping with the shift, the first meaningful work requirements were added to

AFDC in the late 1980s. But the most fundamental changes in the nation’s approach to

aiding single mothers and their children was yet to come. A suite of changes throughout

the 1990s, often referred to as “welfare reform”, responded decisively to these changing

demographic trends. Taken together, these changes firmly redrew the line between who

was deserving and undeserving of assistance (Tach and Edin, 2017).

In 1993, the Earned Income Tax Credit (EITC) underwent a massive expansion. The

EITC is now a large, fully refundable tax credit targeting low-wage workers. Eligible in-

come tax filers with a negative tax liability receive the credit even if it is greater than

their income tax liability. The EITC had previously been a fairly tiny credit meant to

compensate low-wage workers for regressive taxes. After the 1993 expansion, it was

large enough to ensure that, for the first time in U.S. history, single parents who worked

full-time and full year at a low wage job would be lifted above the poverty line when re-

fundable credits are counted (Halpern Meekin et al. 2015). In order to claim it, mothers

had to be employed. This new credit was explicitly pro-work—mothers could seldom

claim maximum benefits unless they worked year-round and full time. The program,

coupled with the refundable child tax credit also expanded in the late 1990s, has been

found to have significant positive effects on infant health and child achievement, and

is associated with little social stigma for recipient families (Halpern Meekin et al. 2015;
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Hoynes, Miller, Simon 2015; Strully, Rehkopf, and Xuan 2010; Sykes et al. 2015).

However, the landmark Personal Responsibility and Work Opportunity Reconcilia-

tion Act of 1996 (PROWRA) ended the legal entitlement to cash aid enshrined in AFDC,

replacing it with Temporary Assistance for Needy Families (TANF), with federally-mandated

time limits, work requirements, and strict sanctions for noncompliance (Danziger 2010).

Importantly, TANF came in the form of block grants, offering states wide latitude on

how they could spend the money, allowing them to divert it to other purposes if they

chose. Due to these factors and an exceptionally strong economy, caseloads plummeted

(Danziger, 2010).

This policy shift created a new demarcation among the poor that Tach and Edin

(2018) argue was directly in line with new notions that work, not need, should be the

litmus test of deservedness. Dollars flowing to those nearest to the the poverty thresh-

old (e.g. workers) grew, while dollars flowing to those unable to find or maintain work

declined (Moffitt, 2015). Aid to the new “deserving” group was federally administered,

came in the form of cash, involved little procedural burden and imposed little, if any,

stigma. In contrast, cash welfare was increasingly devolved to the states. While time

limits and work requirements were mandated at the federal level, states were free to ap-

ply additional restrictions and enforce more stringent time and work requirements than

stipulated in federal policy. Many states did so.

Furthermore, echoing the outdoor relief of the Colonial period, what aid remained

was typically no longer provided in cash, but as in-kind benefits. Today the most impor-

tant program for the poorest families is the Supplemental Nutrition Assistance Program

(SNAP), formerly the Food Stamp Program, which provides a critical floor of support for

eligible families. While poverty measurement scholars have increasingly treated cash

and in-kind benefits as equal resources, the fact that SNAP benefits are restricted to the
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purchase of food imposes major limits on the extent to which these benefits can provide

adequate support for families, especially the growing share with extremely low cash re-

sources (Edin and Shaefer, 2015; Shaefer et al., 2018). Paying for housing, for instance,

has become increasingly challenging for families at the bottom of the distribution, yet

housing assistance program help only about one in four eligible households (Joint Cen-

ter for Housing Studies, 2013).

Effects of Reform on Well-Being

It is a mistake to merely envision this shift in social policy, which is often colloquially

referred to as “welfare reform”, as occurring at a single point in time (Tach and Edin

2018). Rather, ongoing changes in state policies and proceedures and ongoing declines

in caseloads each year since TANF’s inception indicate that it is a living force that con-

tinually underlines new notions of work as the mark of deservingness. Behind this force

is a shift in public discourse and belief about poverty, enabling the steady decline of the

old policy regime (Somers and Block 2005; Steensland 2008).

An extensive literature seeks to understand the effects of welfare reform on the well-

being of low-income families, women, and children. Even in the early years after reform,

research indicated that while some families gained from welfare reform and the waivers

that preceded it, the most economically needy were harmed (Danziger 2010). Multi-site

random assignment studies of state welfare-to-work programs implemented in the run-

up to the 1996 welfare law produced evidence that such programs can reduced poverty

for some while increasing deep poverty for others (Freedman et al. 2000). Analyses ex-

ploiting data from both the welfare waivers under the AFDC regime, and the differential

implementation of TANF across states in the mid-1990s, suggested that reductions in

benefit levels and the imposition of strict policies such as family caps and full-family

sanctions increased the number of children in foster care (Bitler, Gelbach, and Hoynes
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2006; Paxson and Waldfogel 2002, 2003). Studies exploring the effects of the reform on

prenatal health saw breastfeeding fall and an association between caseload reduction,

modest reductions in prenatal care and increased risk of low birthweight (Haider, Jac-

knowitz, and Schoeni 2003; Kaestner and Lee 2005). Studies also documented the rise

of single mothers “disconnected” from both work and welfare, and the difficulties they

faced (Blank and Kovak 2008; Brock et al. 2002; Corcoran et al. 2000; Loprest and Nichols

2011; Sandstrom et al. 2014; Seefeldt 2008; Turner, Danziger, and Seefeldt 2006; Wood

and Rangarajan 2003; Zedlewski et al. 2003).

As noted earlier, few studies of TANF have considered the impact of changes in the

rolls since the 1990s and the early 2000s, despite the falloff in single mothers’ employ-

ment after 2000 and ongoing contraction of TANF caseloads. Yet the omission of data

after the 1990s and the earliest years of the 2000s is significant. In a comprehensive

recent review of the literature, Ziliak (2015: 66-67) concluded that research using a va-

riety of data and methods suggests “that many women were worse off financially after

welfare reform, especially at the bottom of the distribution. But this result becomes

clear only if data post-2000 are brought to bear.” Ziliak’s review underscores the point

that few studies have assessed the impact of welfare reform using data after the early

2000s when falling caseloads were no longer driven by rising employment among single

mothers but by policy decisions, program implementation, and other factors such as

poor information flows (Ziliak 2015). Indeed, over the course of the 2000s single moth-

ers’ employment rate began to approach to prereform levels (Black et al., 2017).

Using data from more recent years, Edin and Shaefer (2015) have used both quan-

titative and qualitative methods to document a sharp rise in the share of households

with children reporting extremely low cash incomes through the early 2010s, and Moffitt

finds that the stratification in public assistance income sharpened again in 2013 once

the temporary SNAP benefit increases during the Great Recession expired. Yet these
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and most other studies in this literature rely on family income as the primary outcome,

even though sociologists have long understood that income is an imperfect measure of

well-being, and is far from perfectly measured in household surveys (Mayer and Jencks

1989). Some have sought to account for the shortcomings of income data by making sta-

tistical adjustments, but such adjustments are themselves subject to substantial mea-

surement error (Stevens, Fox and Heggeness 2018). Measuring expenditures might be a

reasonable alternative to income, however, scholars do not agree about the reliability of

existing consumption data or how it should be treated, in part due to rising debt among

the poor (Seefeldt 2015).

To build confidence in extant conclusions about the relationship between a signifi-

cant policy shift and those impacted by it, we argue that it is important, whenever pos-

sible, to move from instrumental and imperfect proxies associated with well-being to

direct measures of well-being. This study seeks to do that by using two direct indicators

of well-being among households with children: food insecurity and child homeless-

ness. By focusing on more recent years than most studies, and by studying two direct

measures of well-being this study offers new evidence about the effects of the welfare

reforms on the well-being of poor households with children.

3 Methodology and Results

Using variation in caseloads to assess policy impacts

With numerous factors driving changes in the outcomes of poor families, researchers

must seek out ways to directly link changes in policy to changes in well-being. A com-

mon technique used for such analyses is a state-by-year fixed effects framework assess-

ing whether arguably exogenous changes in state rules such as time limits, sanctions,

and benefit levels that impact caseloads in turn affect markers of well-being. Research

using such methods has found that punitive policies and declines in the values of ben-
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efits are predictive of poor outcomes, such as the disconnection of single mothers from

both work and cash assistance (Hetling, Kwon, and Saunders 2015) and out of home

placements (Paxson and Waldfogel 2003). Unfortunately, there is little variation in these

TANF rules over the past decade and even fifteen years. States generally set their rules in

the early phase of reform. Meaningful changes occurred in some states during TANF’s

second decade, but alterations to major rules have generally been rare (Fusaro 2017;

Giannarelli et al. 2017). Despite stability in program rules, TANF caseloads have contin-

ued to decline.

Figure 3.1 presents trends in TANF cases (as calculated by the Center on Budget and

Policy Priorities) alongside trends in the number of children in poverty for years 2001-

2015. TANF cases began at just under 2.26 million and fell steadily to nearly 1.75 million

in 2008. Caseloads increased somewhat during the “Great Recession” to a high of 1.98

million in 2010 but then fell again to a low of 1.50 million in 2015. This represents a

caseload decline of about 33.6 percent from 2001 to 2015. The number of poor families

with children followed a different path, with 5.31 million families in 2001, rising mod-

estly through 2007, and then spiking up to a high of 7.37 million in 2011, then falling

back to 6.48 million in 2015. The result of these trends is that the ratio of TANF cases

to families in poverty (“TANF-to-Poverty ratio”), a metric developed by analysts at the

Center on Budget and Policy Priorities (Trisi & Pavetti, 2012), drops from 41 (41 cases for

every 100 families in poverty) in 2001 to 27 in 2009, holds steady through 2011, and then

drops slightly to 23 by 2015.
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Figure 3.1: TANF caseloads and families in poverty, 2001-2015

Figure 3.1, however, masks substantial variation across states over the study period.

Figure 3.2 illustrates the paths taken by a variety of states over the study period. The

TANF-to-poverty ratio in California drops from 76 to 65. In contrast, the decline in Indi-

ana is much more dramatic, falling from 62 to just under 7. In other states, the change

follows a very different path, such as Colorado, where the ratio goes from 20 in 2001,

down to a trough of 11 in 2008, but rebounds to 20 in 2014. Ratios for Vermont show the

most instability but little trend. Our analysis takes advantage of all types of year-to-year

variation.
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Figure 3.2: TANF-to-poverty ratio in selected states

In this paper we estimate the relationship between variation in the reach of cash as-

sistance through TANF and two measures of well-being: 1) food insecurity and 2) pub-

lic school student homelessness, controlling for state and year trends. We draw data

from household surveys measuring food insecurity and administrative records for stu-

dent homelessness. Each source has different strengths and weaknesses, but neither

relies on self-reported public program participation. We hypothesize that the decline

in access to cash income support will be associated with increases in the prevalence of

these two measures of hardship. That is, as TANF’s reach declines over time, the risk of

these hardships will grow. We argue that food security is an “acid” test of sorts because

the Supplemental Nutrition Assistance Program (SNAP) and other nutrition assistance

programs have broad reach, and because SNAP benefits rise as cash income falls. If

the presence of SNAP cannot protect households from rising food insecurity associated

with declines in cash assistance, then there is good reason to think that it will not pro-

tect households against non-food material hardship.

The residential instability of school children is another domain that may be affected

by the declining reach of TANF. Nichols and Gault (2003) argue that a review of descrip-
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tive studies across states in the years following the welfare reform “suggests that welfare

reform has increased the rates of family mobility, evictions, and the likelihood of sharing

housing” (p. 104). A number of other studies find associations between the decline of

TANF and homelessness and housing instability (Shaefer et al, 2015; Kalil, Seefeldt and

Wang (2002). In the face of the stagnant reach of housing assistance and rising housing

costs, we expect the continued decline in TANF caseloads to predict increasing rates of

child homelessness.

It is always possible that an unobserved third factor affects both food insecurity,

child homelessness, and cash assistance caseloads. The most likely such factor would

be an economic downturn or natural disaster. However, hardship and public program

participation normally increase in response to such events. This, however, would pro-

duce an association precisely opposite of our hypotheses. If caseloads respond to eco-

nomic downturns, we would expect increases in cash assistance caseloads to be associ-

ated with increased hardship. Thus, if we find a relationship between reduced caseloads

and increased hardship, the results are fighting against the direction of presumed bias

that would be expected if endogeneity were a serious threat to our models.

Outcome: Food Insecurity

In this analysis, we use state and year controls to focus on the relationship between

changes within states over time in the coverage of cash assistance and household food

insecurity. The dependent variable is binary, so we model the probability of a household

experiencing food insecurity using logistic regression (’logit’) models in the following

form:

P (yijt = 1) = logit−1(βujt + λXijt + αSjt + γj + θt + εijt) (3.1)

Here, y is the binary indicator of food insecurity, where 1 = food insecure and 0 =

food secure. The index i references the individual household, j indexes the state, and
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t indexes the year. We model the probability of food insecurity, as a function of TANF

coverage (u) in state j at time t, a vector of household controls X, and a vector of state-

year controls S. We include state (j) and year (t) controls (which would be referred to

as state-year fixed effects in a linear model) to account for between-state variation and

year-specific shocks that are common across a state, while the error term ε represents

the remaining unexplained variation. The logit link ensures that predictions remain

bounded by 0 and 1.

Household controls in X include household head race/ethnicity, age, and student

status; highest educational attainment in the household; number of children in the

household; household employment status (0 if no-one is employed and 1 if one or more

household members is employed) and an indicator of whether the household includes

at least one individual age 65 or older. We control for state-year unemployment rates be-

cause some connection between economic cycles and caseloads remains, even though

this appears not to be the primary driver of caseload declines in TANF. The key object

of interpretation is the coefficient β, the marginal effect of which represents the change

in the probability of a household being food insecure as a function of changes in TANF

coverage after controlling for other relevant factors.

Data and Sample

We draw household-level data from the Current Population Survey (CPS), particularly

the annual Food Security Supplement (CPS-FSS). The CPS is a monthly survey of ap-

proximately 60,000 households collected by the U.S. Census Bureau on behalf of the

Bureau of Labor Statistics. It offers a nationally representative, multistage, stratified

sample of the non-institutionalized U.S. population. Detailed labor market and demo-

graphic data are collected on all respondents age 15 years and older. Since 1995, CPS

has also fielded an annual supplement to assess the incidence of food security, defined
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as a household having stable access to an adequate quantity and quality of food (United

States Department of Agriculture Economic Research Service 2015). Household food

security status is based on the number of food insecure conditions experienced by a

household, such as being unable to afford balanced meals or cutting the size of meals

because of too little money for food (Coleman-Jensen et al. 2015). For the primary spec-

ification of our food security analyses, we create a binary variable coded 0 if the house-

hold scores in the food secure range and 1 if the household scores in the low or very low

food security range on this measure.

We create three categories of households for sub-group analysis: households in which

the head is married, households headed by an unmarried woman with other adults

present, and households headed by an unmarried woman with no other adults present,

the group we expect to be most affected by the decline in the reach of TANF. Note that

income is imprecisely measured among households headed by unmarried women with

other adults present, because the income unit only for poverty rates collected in the

CPS-FSS includes those related by blood or marriage. We report models estimated us-

ing the full sample of low-income households with children and models stratified by

these family composition sub-groups.

Data from the CPS-FSS and the concurrent monthly core CPS were extracted from

the Integrated Public Use Microdata Series (IPUMS), a dataset produced by the Min-

nesota Population Center harmonizing CPS files over time (Flood et al. 2015). The full

sample (n= 75,799) consists of households with children below 185 percent of poverty

in which the household head is below 65 years of age. We use this imperfect income

threshold because the FSS includes an indicator measure at this level. Income data in

the month of CPS-FSS administration is otherwise limited2. Beyond this income cut-off,

2Income data for the CPS-FSS sample is reported categorically, and according to USDA ERS staff not
reliably, making for difficult comparisons across time. Continuous income data is collected in the Annual
Social and Economic Supplement (ASEC), but only a fraction of respondents participate in both CPS-FSS
and ASEC.
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we do not rely on any measures involving self-reported public program participation,

which suffers from under-reporting. We restricted the sample to the December 2001 to

December 2015 CPS-FSS cohorts. Prior to December 2001, the month of FSS adminis-

tration and screening into the food security module were inconsistent. Including earlier

FSS cohorts would lead to additional unexplained variation and the inclusion of over-

lapping reference frames across years for questions regarding experiences in the past 12

months. All estimates are weighted using FSS probability weights and standard errors

are clustered by state. Descriptive statistics for the distribution of household types and

other household-level data are provided in Table 3.1.
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Table 3.1: Sample Characteristics, Low-Income Households with Children

State Variables

We merge the household-level data with state-level data, as our hypothesis is a propo-

sition about the relationship between state and household characteristics. The key in-

dependent variable is TANF coverage as represented by the TANF-to-poverty ratio, the
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count of families receiving cash benefits through TANF divided by the total number of

families with children below the poverty threshold. The counts of cash assistance cases

are drawn from state administrative data collected by the Center on Budget and Policy

Priorities (CBPP), while the number of families with children below poverty is calculated

from Current Population Survey data by the CBPP (2016).

To compensate for possible reliability issues, poverty in the varying denominator

TANF-to-poverty ratio is a rolling average of the estimated count of families in poverty

in state j for years t-1 and t (that is, 2005 values are an average 2004 and 2005 data). While

the varying denominator TANF-to-poverty ratio reflects changes in both the supply of

and potential demand for cash assistance, it cannot discriminate between trends driven

by changes in family poverty from trends driven by changes in the count of TANF cases.

In a sensitivity analysis, we therefore create a second version of the TANF-to-poverty

variable with a fixed denominator calculated as the average count of families in poverty

in every state over the entire study period. This version is used to check whether model

results primarily reflect changes in the count of TANF-receiving families or unrelated

fluctuations in family poverty.

Results

Full model results are shown in Table 3.2, both for all households with children and for

subgroups defined by household composition (married head, unmarried female head

with other adults present, unmarried female head with no other adults present)3. We

3The pseudo R2 values are quite low for these models, suggesting they explain only a small fraction of
the variation in the probability of food insecurity. These statistics are calculated using the likelihood ratio
index method, 1 minus the ratio of the log likelihood of the fitted model to the log likelihood of the null
model (Long 1997). It and similar statistics are subject to a range of limitations (Long 1997), but we find
low values regardless of alternative approach used (e.g., in the full sample model, approximately 65% of
cases are correctly predicted with a probability cutoff of 0.5—better than chance, but not exceptional).
Superficially poor fit statistics are common in other studies using the CPS-FSS and reporting measures
of explained variation (e.g., Lombe, Yu and Nebbitt 2009), so our analysis is not unique in that regard. In
our case, a likely explanation is that income—one of the strongest predictors of food security (Coleman-
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report results as mean marginal effects, which approximate a linear relationship be-

tween a predictor and the probability of food insecurity. We also present the predicted

probability of experiencing food insecurity graphically at a range of values of TANF cash

assistance coverage while holding other variables constant.

Before turning to the primary point estimates of interest, which show the relation-

ship between TANF coverage and food insecurity, we examine some of the other vari-

ables in the models to provide an understanding of which sample members are at greater

risk of food insecurity. Age of the household head is positively and significantly related

to food insecurity—households with an older head are at greater risk—in all models ex-

cept those with a married household heads. In terms of race, households with heads

who are Black have an approximately 0.06 higher probability of experiencing food inse-

curity compared to white-headed households. The difference is similar for households

with a married head but slightly weaker (0.04 higher probability) in households with

an unmarried female head but with no other adults present. Perhaps most strikingly,

while race and ethnicity are important predictors of food insecurity generally, they are

not associated with greater risk of food insecurity in households headed by a single fe-

male with no other adults. More education decreases the risk of food insecurity in all

household categories, with a college degree being particularly protective. In households

where the highest level of education is a bachelor’s degree or more, the probability of

food insecurity is 0.16 lower than in a household in which no member completed high

school. Both high school completion and some college are, again in the all households

model, associated with an approximately 0.05 lower probability of food insecurity than

households without a member that completed high school. The magnitude of the edu-

cation relationship is roughly similar in all household subcategories.

Jensen 2012)—is not included as a covariate for both practical (it is coded categorically in the raw data,
and not easily adjusted for inflation in a multi-year analysis) and analytical (implicit in our argument
is that more accessible cash assistance programs boost income for the most disadvantaged households;
income would be entangled with our key predictor variable in the cases for which we’d most expect to
observe an effect) reasons.
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Compared to having only one child, three or more children is associated with greater

food insecurity in married households (0.02 higher probability), households headed by

a single female with other adults present (0.04), and households headed by a single fe-

male with no other adults (0.02). Two children is associated with an elevated risk of food

insecurity only for households headed by a single female with no other adults (0.02)

compared to a base of one child. Households with seniors (age 65+) present are less

likely to experience food insecurity (0.04 lower probability in the pooled model), but

the relationship is not statistically significant for married households. Employment is

also a strong predictor of food insecurity, both when considered at the household level

and at the state-year level. Among all households with children, those with at least one

employed adult have an 0.14 lower probability of food insecurity than those with no em-

ployed adult. At the state level, a higher unemployment rate is associated with a greater

chance of food insecurity, although the point estimate for female-headed households

without other adults is not statistically significant. For households with children overall,

married households, and female-headed households with other adults, a one percent-

age point change in the unemployment rate coincides with an increase in the probabil-

ity of food insecurity of approximately 0.01.
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Table 3.2: Food insecurity logistic regression estimation results (mean marginal effects)

Our primary interest is the relationship between TANF coverage and food insecu-

58



rity. For all households, TANF is associated with a decreased risk of food insecurity.

A ten percentage point increase in TANF coverage coincides with an 0.011 decrease in

the probability food insecurity. The relationship is similar for married households. It is

greatest for single-female headed households without other adults, where the same ten

percentage point increase in cash assistance coverage is associated with an 0.016 point

lower probability of food insecurity. Importantly, this is the group—single mothers with

no other adults—for whom we would most expect to see a relationship between tradi-

tional cash benefits accessibility and hardship.

Figure 3.3 visually presents the predicted probabilities of food insecurity across a

range of values of TANF coverage. The probabilities were predicted for a household

headed by a 26 year old person who is black, where high school graduate is as the high-

est level of education in the household, there are no seniors, and no employed adults.

All other values were held at the sample means. The observed relationships illustrate

the previously-discussed patterns; as TANF coverage increases, the probability of food

insecurity is reduced for households generally and for married households. No rela-

tionship is seen in households with an unmarried female head but other adults present.

The steepest slope is seen for households with a female head and no other adult present.
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Figure 3.3: Predicted relationship between TANF coverage and food insecurity over a
range of values

Sensitivity tests

Our hypothesis reflects a causal argument, that TANF coverage reduces the risk of hard-

ship for a low-income household. Conversely, we hypothesize that declines in TANF

coverage would increase the risk of food insecurity. The models include state controls

(which should remove the confounding influence of any unobserved, time-invariant

state-level factors) and year controls (which should address within-year common shocks).

The model is causally identified if—and only if—the condition of strict exogeneity is

met. There cannot be a third, unobserved factor that simultaneously increases the prob-

ability of a household experiencing food insecurity and lowers TANF caseloads.

Intuitively, the strict exogeneity condition appears to be met. As previously dis-

cussed, there are reasonable scenarios in which an unobserved third factor increases

food insecurity while increasing cash assistance caseloads, such as an economic down-

turn or natural disaster. Our results run counter to the expected relationship between
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TANF coverage and hardship in these cases, however. Further, if there were some unob-

served factor both increasing the risk of food insecurity in low-income households and

decreasing caseloads, then TANF coverage would likely also be predictive of changes

in food insecurity for households meeting the income criteria but unaffected by TANF

cash benefits policy. Re-estimating the food insecurity models in a subsample drawn

from the same CPS-FSS cohort but now only including households without children

(household head still restricted to under age 65 and income to less than 185 percent of

poverty) provides no evidence of a relationship between TANF coverage and food inse-

curity. The same pattern holds for a model restricted to households with incomes above

the low-income threshold.

We conduct a second sensitivity test to address a threat to the validity of our analy-

sis. TANF coverage has two components (TANF cases and families in poverty) that vary

longitudinally, and results could be influenced by changes in either value. If results of

the analyses presented previously were primarily a product of changes in family poverty

rather than changes in TANF coverage, using the fixed denominator version of the cov-

erage variable should produce quite different results. Mean marginal effects for models

using fixed-denominator TANF coverage are presented in Table 3.3. In the interest of

parsimony, only the coverage results are presented; patterns of sign, significance, and

approximate magnitude on all other variables are otherwise identical to the baseline

specification. TANF coverage is again significantly and negatively related to the prob-

ability of food insecurity for pooled households, married households, and households

headed by a single female with no other adults present (by magnitude, once again the

strongest relationship).
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Table 3.3: Abbreviated Logistic Regression Estimation Results (Mean Marginal Effects),
Static Denominator TANF Coverage

Outcome: Homelessness among public school children

In this analysis, we examine the relationship between changes within states, over time

in the prevalence of cash assistance receipt, and counts of homeless public school chil-

dren. These counts include students who are temporarily doubled up, those in home-

less shelters, and those unsheltered. We rely on the significant variation over time in

TANF caseloads to assess associations between TANF caseload levels and homeless-

ness among children in public schools, collected at the state level. Because we lack

individual-level data, our estimating equation is:

Yj,t = βTANFj,t + αPj,t + γj + θt + εj,t (3.2)

where Y is the total number of homeless students by state, year. Our key indepen-

dent variable, TANF, is the annual average of the number of TANF cases in a given state

in year t. (For every year, we assign caseloads in year t to school year homelessness

counts collected in school years t and t+1. For example, we assign school year 2013-
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2014 to TANF caseloads in year 2013). Pj,t is a vector of controls related to the welfare

of children in the state, including a control for the total number of children in poverty,

and the total number of children overall. Once again we average these counts over two

years to smooth volatility in CPS estimates. The subscripts j and t represent the state

and year of each observation, while and represent time-invariant state fixed effects

and time fixed effects; epsilon indicates the unexplained variation. Thus is the change

in the total count of homeless school children associated with corresponding changes

in the number of TANF cases within a state, over time.

Data and Sample

As with our previous analysis, the main independent variable of interest—the number

of TANF cases—was extracted from the Center on Budget and Policy Priorities’ (CBPP)

TANF-to-Poverty database, which compiles the annual averages of the number of cash

assistance cases in each state, adjusting for accuracy across states and time. We draw

estimates of the number of children in poverty, and the number of children overall, from

Current Population Survey ASEC data extracted from the Integrated Public Use Micro-

data Series (IPUMS-CPS ASEC) (Flood et al. 2015).

For the number of homeless students, we used annual reporting by the National

Center for Homeless Education, which provides a summary of data collected by the

McKinney-Vento Education for Homeless Children and Youth (EHCY) Program on the

number of homeless students from pre-Kindergarten age (3 to 5 year olds) reported as

enrolled in public school districts by state educational agencies (SEAs) in School Year

2006-2007 to School Year 2014-2015. Analyses using data in New York and Michigan

have found that this marker of homelessness is associated with a series of poor educa-

tional outcomes (Cowen, 2017; Institute for Children, Poverty and Homelessness, 2016).

Students are considered homeless if they are doubled up temporarily, sheltered, or un-
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sheltered. During the early years of the McKinney-Vento data, many schools did not

fully report data. We find that as of 2006-2007, 78 percent of school districts were re-

porting, and in the remaining years of our sample reporting is near or above 90 percent.

We control for the remaining increased reporting over the study period with state and

year controls. We also run sensitivity tests to confirm that results are not sensitive to the

inclusion of 2006-07. This analysis uses counts (number of homeless children) rather

than a rate (of homeless children) because of ambiguity about the proper denominator

for such a rate and imprecision in the available possible denominators. However, in an

alternative specification, we use an outcome variable of homeless students over chil-

dren in poverty, which yields substantively similar results.

Results

Table 3.4 assesses the relationship between increases in the TANF caseload and the

number of homeless students.
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Table 3.4: TANF Caseloads and Homeless Public School Children, Estimation Results

The first column of Table 3.4 reports estimates without controlling for the state poverty

level. When child poverty increases, we would expect the number of public assistance

cases to rise in response to the growth of the number of children at risk, and in fact that

is what we observe. This leads to a spurious relationship where increases in cash assis-

tance is associated with increases in homelessness, with the coefficients of the public

assistance programs being biased upwards. The statistically insignificant estimate of

-0.012 in column 1 potentially reflects this upward bias, and the effects of TANF are am-

biguous in this case.

In the second and third columns, we further include controls for the number of chil-

dren in poverty as a measure to control for the population of children at risk of being

homeless in the state and controls for the overall population of children to account for

overall population growth. With the inclusion of controls for changes in the number

of homeless children, the upward bias in our coefficient estimate of the relationship be-
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tween TANF caseloads and student homelessness decreases but remains statistically in-

significant. The bias further decreases with the addition of a control for the total number

of children. The coefficient estimate of -0.149 in column 3 can be interpreted as indicat-

ing that for each 100 case decrease in the number of TANF cases, there is an associated

14.9 person increase in the number of homeless students. Because this estimate is still

subject to upward bias, the unbiased correlation between the number of TANF cases

and homeless students may be somewhat larger.

Sensitivity tests

The effects of TANF cash transfers on the risk of homelessness are unlikely to be com-

pletely contemporaneous. It takes a period of deterioration in families’ financial well-

being to destabilize living arrangements. We test this lagged effect by regressing the

number of homeless students on the average TANF caseloads in the calendar year be-

fore the school year. The result suggests that there is a strong and significant lagged

effect of TANF cash assistance on the number of homeless students.

To verify that our results capture the period-specific effects of the TANF caseload,

instead of some unobserved factor causing an overall rise in homeless students after a

fall in TANF caseloads, we conduct a falsification test by regressing current number of

homeless students on TANF caseloads in the two following calendar years. The coeffi-

cient estimates do not provide strong evidence for this alternative hypothesis. In addi-

tion, we included interaction effects with the state-level TANF benefit amount, which

do not show any trend of change during this period. The results conform with estimates

from our main homeless students model.

To further test whether expansions of other parts of the safety net may explain our

core results, we estimated a model that includes the number of households receiving
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SNAP by state year. Our results remained consistent. SNAP, being more cyclically sen-

sitive than cash assistance under TANF, shows the endogenous relationship between

SNAP caseloads and homelessness. Increased caseloads are associated with increased

student homelessness. However, the relationship between TANF cases and student home-

lessness remains substantively similar to that presented in our baseline model.

4 Conclusion

The transformation of the safety net in the 1990s capitalized on changing cultural no-

tions about a mothers’ role in the family, and redrew the line between those perceived

as “deserving” and “undeserving.” Put in historical perspectives, this transformation fit

directly into long-term themes that permeate the history of policy debates about aid

to the poor. If anything is anomalous about American welfare history, it was that the

poorest families with children in the United States had a short-lived “entitlement” to

cash assistance for roughly three decades. This entitlement was brought about not by

legislative change, but rather by judicial and administrative actions that broadened eli-

gibility and struck down discriminatory state practices designed to neutralize access to

aid by types of families deemed undeserving. Indeed, scholars examining the long-term

arc of policy making might have predicted that such a policy construct would be short

lived.

This study finds significant associations between cash assistance caseloads and two

measures of hardship. In the case of household food insecurity, the relationship is con-

centrated among single mothers living independently with their children. This is the

group we would expect to be most affected by changes in TANF coverage. We note

the especially strong associations between caseload reductions and increases in stu-

dent homelessness, suggesting that a primary way welfare reform has impacted chil-

dren is through destabilizing their living situations. This outcome is of particular con-
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cern as housing instability is strongly related to school instability, and instability in the

household roster over time is associated with sharply lower rates of high school gradua-

tion (Perkins 2019). Scholars have also identified links between homelessness and sub-

stantiated cases of child maltreatment and out of home placement (Berger et al. 2015).

Housing instability may be a pathway through which such deleterious outcomes flow. If

cash assistance aids in stabilizing housing, the withdrawal of cash assistance is particu-

larly concerning given already-limited housing assistance in the U.S. (Edin and Shaefer,

2015).

We also note several limitations of these analyses. We cannot rule out the possibil-

ity that concurrent policy changes that accompanied changes in TANF caseloads are

driving some of our results. However, these shifts were much more common in the first

decade of TANF’s development than in its second decade, which is the period we exam-

ine here. Furthermore, caseload patterns that are responsive to aggregate need would

yield a relationship exactly opposite to the one we obtain for TANF. Both models are

robust to the inclusion of annual SNAP caseloads as an additional control variable. Fur-

ther, for the food insecurity models (for which we are able to conduct this test), the

relationship between cash assistance coverage and hardship holds only for households

with children. This additional test rules out spurious relationships produced by a third

omitted variable—such as an unobserved policy change or a change in the state’s social,

political, or economic context—affecting all low-income households.

This study contributes to the literature on public assistance by using more recent

data, new data, and new methods to contextualize more fully how the changes to the

safety net in the 1990s relate to the history of government relief. It further offers ev-

idence that these changes reproduced structural notions of deservingness that have

played out for centuries. We argue that examining direct measures of wellbeing rather

than indirect measures such as income is an evidence-based way to adjudicate thorny
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questions about the best ways to measure poverty (an income-based measure, a con-

sumption measure, a measure that assigns a cash value to in-kind transfers, and so

on), especially in light of recent trends in poverty measurement that treat cash aid and

in-kind transfer equally. Despite the importance of benefits from in-kind programs as

SNAP and housing assistance, we find evidence that the retrenchment of cash assistance

has been associated with increased food and housing hardship. As indicated at the out-

set of the conclusion to this paper, we anticipate that this approach could be used to

test a broad range of opposing claims about how best to measure poverty, and whether

the War on Poverty was lost or won.

Scholars can expect that cultural notions of deservingness will weigh heavily on any

policy debate concerning aid to the poor We argue that scholars have an obligation

to fully examine the material consequences of resulting policies for those deemed the

least worthy. We hope others will test the utility of our approach on other measures of

the wellbeing of poor households with children, such as parental stress, child develop-

ment, academic achievement and behavior problems, and adult outcomes, including

economic wellbeing and mobility.
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Chapter 4

U.S. Labor Market Integration, 1940-2000

DOMINICK BARTELME, TAYLOR JAWORSKI, PINGHUI WU

Abstract: We develop a dynamic model of migration across regions and occupations

to quantify the impact of migration frictions on the spatial integration of the U.S. la-

bor market over time. We propose three simple measures of labor market integration

based on changes to the local labor supply curve from removing frictions, holding all

else constant, that can be computed using data on labor market flows alone. These

measures reflect how frictions affect the size of regions, gross flows across regions and

the elasticity of the regional labor supply curve. We apply our approach to U.S. Census

data between 1940-2000 and find that labor market integration has followed an inverted

U-shape over this time period.
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1 Introduction

Barriers to geographic mobility have important implications for regional development

and long-run economic growth (Breinlich et al., 2014). To the extent that migration

across international borders or within a country is costly, labor inputs and the related

human capital may not be allocated efficiently. Historically, the United States has ex-

hibited high rates of internal migration (Rosenbloom and Sundstrom, 2004) and over

time this was associated with rapid gains in per capita income as well as income con-

vergence across regions (Barro et al., 1991; Barro and Sala-i Martin, 1992; Mitchener and

McLean, 1999). More recently, migration rates have decreased and this has led to a large

literature that aims to understand the determinants and consequences of declining mi-

gration (Molloy et al., 2011, 2016; Kaplan and Schulhofer-Wohl, 2017).

In this paper we develop a general equilibrium of migration across geographic loca-

tions and occupations in order to quantify the impact of migration frictions on the spa-

tial integration of the U.S. labor market over time. Migration is modeled as a dynamic

discrete choice with stochastic unobserved heterogeneity in location-occupation pref-

erences and one-time utility costs of migration. The model implies an upward-sloping

short and long-run local labor supply curve for each location-occupation cell, the shape

of which is affected by migration frictions as well as the geography of local “fundamen-

tals” (productivities, amenities and initial populations).

We propose three simple quantitative measures of labor market integration based

on the counterfactual changes to the local labor supply curve from removing migra-

tion frictions, holding constant the value of locating in each cell (i.e. completely elastic

labor demand). The first is the change in net flows across labor markets, which mea-

sures the extent to which frictions cause some cells to be the wrong size. The second is

the change in gross flows, which measures the extent to which people are misallocated
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across markets. The third is the counterfactual relative labor supply elasticity, which

measures the extent to which frictions reduce the responsiveness of migration to local

demand shocks. These measures are a useful approximation to the true counterfactual

changes when the true labor demand curve is completely elastic, and can conveniently

be calculated from labor market flow data without estimation of “deep” model parame-

ters. These measures allow us to decompose historical changes in the local labor supply

curve into those driven by changing frictions and those driven by other changes in eco-

nomic fundamentals.

We use this framework to measure the evolution of labor market integration in the

U.S. from 1940 to 2000. Our results suggest that migration frictions play a crucial role

in labor market integration. Between 1940 and 2000, the overall mobility frictions in

the U.S. have shown a V-shaped trend, caused by a decrease in sensitivity to migrate

long distance from own state during the first three decades and an increase in the rela-

tive costs of leaving current state of residence in the later three decades. Driven by these

changes in migration frictions, our counterfactual gross flows measure and the counter-

factual relative labor supply elasticity measure exhibit parallel trends in terms of market

efficiency, showing an improvement in efficiency between 1940 and 1970 followed by

a decline in efficiency between 1970 and 2000. The counterfactual net flows measure,

nevertheless, appears to be strongly influenced by the initial distribution of population

in the economy and does not reflect well the changes in frictions.

This is work in progress. Future work will proceed in two directions. First, we will

incorporate additional data, both to extend the time period up to present day and to

incorporate estimates of the occupational mobility frictions that are missing from this

draft. Second, we will develop and estimate a full dynamic general equilibrium model

with flexible labor demand. We anticipate three contributions here. First, we have a new

estimation strategy that avoids some of the questionable assumptions in the previous
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literature. Second, we will use the full model to assess the quality of the simpler mea-

sures as an approximation. Third, we can use the estimated model to provide welfare

analysis of the benefits of reducing frictions.

Literature Review

Our work relates to the migration and labor market integration literature that studies

the role of migration in labor market adjustment to local demand shocks. In the semi-

nal paper of this literature, Blanchard and Katz (1992), find that, in the U.S., labor mar-

ket adjustment to regional demand shocks happens predominantly through the chan-

nel of interstate migration in the first year following the shock. The strong response in

population thus reduces the long-run effects of demand shocks on local wage rates, un-

employment rates, and participation rates. Building on their method, ? employ newer

data sources and an IV approach and show that, in the short run, the contribution of

interstate migration to labor market adjustment is lower than previously estimated in

Blanchard and Katz (1992). In addition, they find that the short-run response of net

migration to demand shocks has decreased since the early 1990s, driven by lower out-

migration from states exposed to adverse labor demand shocks. The response of net mi-

gration, nevertheless, is countercyclical and increases during recessions, which stands

in contrast with the observed gross migration patterns. Similarly, Partridge et al. (2012)

find that the responsiveness of net migration and relative population growth to regional

demand shocks has declined after 2000, and at the same time, the responsiveness of

local labor supply has increased, suggesting a shift in the adjustment mechanism to re-

gional asymmetric shocks. The role of labor mobility in labor market integration has

also been investigated in the growth literature, particularly in studying the historical

convergence of income across states and regions. Barro et al. (1991); Barro and Sala-i

Martin (1992) develop a model in which labor mobility serves to facilitate the conver-

gence of wage and per capita output. However, empirically, they find that net migration
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plays a minor part in the regional convergence in the U.S. The same empirical finding

is reported in Mitchener and McLean (1999). They propose that the interplay between

demographic composition and migration could have potentially dampened the effects

of migration in smoothing regional income differentials.

In recent years, prompted by the observed trend decline in U.S. internal gross mi-

gration rates and its potential implication for market integration, a growing number of

studies have devoted their attention to the causes behind the decline. They approach

the question with two sources of explanations: changes in demographic composition

and changes in fundamental economic factors of migration. The demographic com-

position in the U.S. has gone through considerable change in recent decades in terms

of the age distribution, educational attainment, female labor force participation, and

family structure, all of which crucial factors in mobility propensities. Nevertheless, re-

searchers find that within each subpopulation group, migration rates have also fallen.

As a result, compositional changes have limited explanatory power in accounting for the

observed decline in mobility (Molloy et al., 2011, 2014; Kaplan and Schulhofer-Wohl,

2017). Other studies focus on changes in the fundamental economic factors behind

migration, such as the returns to migration, costs of migration, and changes in labor

market adjustment mechanisms. Kaplan and Schulhofer-Wohl (2017) propose that the

decline in geographic specificity of returns to occupations and the improvement in in-

formation have resulted to the fall in migration rates and present micro data evidence

on earnings and occupations in support of the claim. However, using individual earn-

ings data from administrative records, Hyatt et al. (2018) find that earnings gains from

migration and the costs of migration have not exhibited clear trends that would appre-

ciably account for the falling in aggregate migration in recent decades.

In the market integration literature, indicators of market integration used include the

responsiveness of wage rates, unemployment rates, participation rates, and net popu-
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lation change to regional demand shocks, as well as income differentials across states

and regions. Migration, and the removal of migration barriers, serve to reduce the im-

pact of demand shocks on local wages and employment and to facilitate regional con-

vergence in output and income. In the gross mobility literature, the level of gross flows

between states is used, often implicitly and without specifying the theoretical connec-

tion, as an indicator of market integration and dynamism. Our paper contributes to the

two literature by re-examining through the lens of a dynamic discrete choice labor sup-

ply model the linkage between labor mobility friction and these indicators of market

integration. Our modeling results suggest that the relationship between labor mobility

friction, which theoretically hinders market integration, and these indicators for inte-

gration is less straightforward than previously believed. We then investigate empirically

how fundamental parameters governing migration have evolved in the last 70 years and

their implications for market integration and the observed migration patterns.

Besides the above-mentioned studies, the method used in this paper is informed by

the literature on migration dynamics. In these studies, migration is often treated as a ra-

tional expectation problem, in which forward-looking workers choose their location to

maximize expected lifetime utility (Borjas et al., 1992; Bishop, 2008; Coen-Pirani, 2010;

Kennan and Walker, 2011; Bayer and Juessen, 2012). Additionally, the discrete choice

model we develop for this paper is much influenced by recent development in struc-

tural modeling in the trade literature for studying factor mobility and the welfare gains

from international trade (Artuç et al., 2010; Dix-Carneiro, 2014; Caliendo et al., 2015;

Traiberman et al., 2017). Similar to these studies, in this paper, we use a discrete choice

model to model labor supply decisions in the presence of imperfect factor mobility, in

our case arising from the geographic barriers for workers to move across space. We con-

tribute to this literature by applying this model to a new context, exploring through the

model the theoretical relationship between factor mobility and labor market integra-

tion.
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2 Theory

Dynamic Model of Labor Supply

There are a set of geographic locations i, n ∈ N , a set of occupations z, k ∈ K, and a

number of time periods t ∈ T . Each worker starts period t in a given location n and an

occupation z. With probability λ she then draws a vector of i.i.d. idiosyncratic utility

shocks, one for each location-occupation pair, from a normalized1 Type I extreme value

distribution: with probability 1 − λ she does not consider moving at all. If she received

the shock, she then chooses a new location-occupation pair in order to maximize her

resulting expected lifetime utility, subject to iceberg moving costs that are paid in utility.

She then executes any move across cells, and receives the flow utility associated with

working and consuming in her (potentially) new cell. Workers who were not shocked

simply live and work in their old cell.

The maximization problem of a shocked worker ` who starts in n, z at time t is

max
i∈N, k∈Z

lnVi,k,t − τni − µzk +
1

θ
· εik,t,` (4.1)

where Vi,k,t is the common component of the value of being in cell i, k at time t,2 τni is

the one-time migration cost of moving from n to i, µzk is the one-time occupational mo-

bility cost, and εi,k,t,` is the realized shock for time t. We assume that τnn = 1, ∀n and

µzz = 1, ∀z. The parameter θ scales the variance of the idiosyncratic shocks. The nature

of Vi,k,t will depend on the dynamics of the model; for now, we simply assume that it

exists and is well defined.3

1That is, with mean equal to the Euler - Mascheroni constant and variance equal to π2/6.
2This is the expected lifetime utility of a worker who moves to i, k without knowing her εi,k,t,`, net of

migration costs. Since the natural log is a monotonic transformation, we can refer to either Vi,k or lnVi,k
as the expected lifetime utility, or “value.”

3See ?Caliendo et al. (2015); Traiberman et al. (2017) for examples of this framework. The introduction
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Given these assumptions, the unconditional probability of observing a given worker

moving from n, z to i, k (suppressing the t subscripts) is

πni,zk = λ ·
V θ
i,k · (τni · µzk)

−θ∑
h∈N

∑
q∈K V

θ
h,q · (τnh · µzq)

−θ , ∀n 6= i ∈ N & z 6= k ∈ Z, (4.2)

πnn,zz = (1− λ) + λ
V θ
n,z∑

h∈N
∑

q∈K V
θ
h,q · (τnh · µzq)

−θ , ∀n ∈ N, z ∈ Z. (4.3)

By multiplying both sides of equations (4.2) and (4.3) by the initial number of work-

ers in n, z, L∗n,z, then summing across origin cells n, z, we get the total inflows into i, k,

or

Li,k = (1− λ)L∗i,k + λ · V θ
i,k ·

∑
n∈N

∑
z∈K

(τni · µzk)−θ∑
h∈N

∑
q∈K V

θ
h,q · (τnh · µzq)

−θ · L
∗
n,z︸ ︷︷ ︸

Labor Market Access

(4.4)

Equation (4.4) is the labor supply equation of the model. Given parameters τni, µzk

θ, and the initial cell populations L∗n,z, and holding the value Vn,k of being in every other

cell constant, it traces out the relationship between the average value Vi,k of being in cell

i, k and its equilibrium population in the short run.4 Adding up across occupations k

and considering a common (across occupations) change in value Vi gives the total labor

supply curve for location i.

The labor supply curve (4.4) has an inelastic portion, comprised of people who can-

not move (in the short run) and an elastic portion. The elastic portion is the product

of two terms: a term that is constant elasticity in Vi,k and a term that summarizes the

accessibility of i, k to workers in other cells. The latter term, which we refer to as i, k’s

“labor market access,” differs across cells precisely because of the frictions τni and µzk. It

reflects the “distance” between i, k and n, z, the number of workers in n, z, and the other

of λ, the probability of being shocked, makes our version somewhat different. But we can show that under
the usual assumptions Vi,k is well defined and satisfies the usual recursions.

4If we imposed the steady state condition that Ln,z = L∗
n,z then this relationship would define the

long-run labor supply curve.
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location options that workers in n, z enjoy.

Labor Market Integration and Labor Supply

We now examine the relationship between labor market integration, which refers to a

reduction in frictions τni and/or µzk, and the shape of the labor supply curve. We focus

on comparing the actual labor supply curve (4.4) and the counterfactual labor supply

curve that would result from removing all frictions but holding the values Vi,k and initial

populations : L∗i,k constant, given by

Lci,k = (1− λ)L∗i,k + λ · V θ
i,k ·

∑
n∈N

∑
z∈K

1∑
h∈N

∑
q∈K V

θ
h,q

· L∗n,z︸ ︷︷ ︸
Counterfactual Labor Market Access

. (4.5)

Doing so will allow us to separate properties of the labor supply curve and the associ-

ated migration flows that are “efficient,” i.e. present in a world without frictions, from

those that are driven by the frictions themselves. Based on our analysis we develop three

simple quantitative measures of labor market integration, each of which captures a dif-

ferent effect of removing frictions on the labor supply curve. These measures provide

principled and transparent ways to assess how a given set of frictions, which by them-

selves are not especially meaningful, affect the performance of labor markets.

It is important to note that equation (4.5) defines a true counterfactual only in a

restricted sense. In general, one expects that the Vi,ks will respond to changes in the

frictions as well, due to both static (downward sloping labor demand) and dynamic

(changes in option value of migration) considerations. There are a couple of ways of

understanding this exercise: 1) an exact counterfactual under restrictive assumptions

about labor demand and expectations,5, 2) a useful low-information approximation

5Specifically flat local labor demand and expected once-and-for-all migration. The latter assumption
is naturally satisfied in a static model.
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when Vi,k is not very sensitive to migration frictions, and 3) an accounting “decomposi-

tion.” What is attractive about this particular counterfactual is that it requires very little

data to compute, as we will see below.

Removing frictions shifts the labor supply curve in each location by the quantity

Lci,k − Li,k = λV θ
i,k ·∆LMAi,k, (4.6)

where

∆LMAi,k =
∑
n∈N

∑
z∈K

(
1∑

h∈N
∑

q∈K V
θ
h,q

− (τni · µzk)−θ∑
h∈N

∑
q∈K V

θ
h,q · (τnh · µzq)

−θ

)
· L∗n,z (4.7)

is the change in labor market access due to removing frictions. The magnitude of the

shift, which will be positive for some locations and negative for others, reflects two op-

posing forces. On the one hand, reductions in the cost of moving into location i, k will

tend to shift its supply curve out; on the other hand, reducing the cost of moving out of

i, k will shift the labor supply curve inward. Note that these shifts must sum to zero in

the aggregate, ∆LMAi,k cannot always be positive. Note also that high frictions do not

necessarily imply large net shifts in the labor supply curve, precisely because it may be

that these two opposing forces cancel each other out.6 Nonetheless, the degree to which

counterfactual labor supply curves are shifted relative to the actual labor supply curves

tells us the degree to which some locations are too large and others too small, relative to

the frictionless benchmark.

We can further decompose the shift in the labor supply curve into the change in gross

6A simple example is one in which the cells each have identical values and initial populations, and
in which the frictions take the form of a common “migration tax” that does not vary by destination (not
equal to origin). In that case removing frictions does not shift any labor supply curve.
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outflows and the change in gross inflows,

Lci,k − Li,k = λV θ
i,k ·∆LMAi,k − (πcii,kk − πii,kk)L∗i,k︸ ︷︷ ︸

Change in Gross Inflows

− (πii,kk − πcii,kk)L∗i,k︸ ︷︷ ︸
Change in Gross Outflows

(4.8)

where πii,kk and πcii,kk are the unconditional probabilities of staying in the same location.

Removing frictions will generally increase both inflows and outflows. Even if the net

effect on the labor supply curve is small, the change in the gross flows reveals the ex-

tent to which frictions result in the misallocation of individuals across locations. Due to

the heterogeneity in location preferences, this type of misallocation imposes aggregate

losses that are potentially quite substantial.

The fact that changing frictions reliably lead to changes in observed gross flows make

it tempting to use differences in gross flows across time and/or space as indicative of

changes in migration costs. However, changes in either the benefits of migration or the

distribution of population can also lead to changes in gross flows, holding migration

costs fixed. In contrast, looking at the counterfactual change in gross flows in equation

(4.8) “controls” for the changes in these other variables and isolates the contribution of

migration costs.

Removing migration frictions also changes the slope of the labor supply curve. Log-

differentiating equation (4.4) with respect to lnVi,k and taking the reciprocal, we get the

elasticity of the labor supply curve at the observed data,

εi,k ≡
∂ lnLi,k
∂ lnVi,k

= θ

(
1−

(1− λ)L∗i,k + λ
∑

n∈N
∑

z∈K(π̃ni,zk)
2 · L∗n,z

(1− λ)L∗i,k + λ
∑

n∈N
∑

z∈K(π̃ni,zk) · L∗n,z

)
, (4.9)

where π̃ni,zk is the probability of migrating across the cells, conditional on receiving an

idiosyncratic utility shock. Here θ is the (constant) elasticity when holding labor mar-

ket access fixed; however, in general an increase in Vi,k decreases labor market access as
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well. The intuition is simple; the higher the initial probability of migrating from n, z to

i, k, the less elastic is the remaining supply of workers in n, z with respect to an increase

in the value of i, k. From i, k’s perspective, n, z is a “fished-out pond” where workers are

increasingly impervious to i, k’s charms. This elasticity is minimized when the probabil-

ities are either 1 or zero, and maximized when the probabilities are all small, i.e. “spread

out” across sources.

Log differentiating the counterfactual labor supply curve and taking the ratio of the

elasticities, we get the counterfactual relative labor supply elasticity,

εci,k
εi,k

=
1− (1−λ)L∗i,k+λ

∑
n∈N

∑
z∈K(π̃cni,zk)2·L∗n,z

(1−λ)L∗i,k+λ
∑
n∈N

∑
z∈K(π̃cni,zk)·L∗n,z

1− (1−λ)L∗i,k+λ
∑
n∈N

∑
z∈K(π̃ni,zk)2·L∗n,z

(1−λ)L∗i,k+λ
∑
n∈N

∑
z∈K(π̃ni,zk)·L∗n,z

, (4.10)

where c denotes the counterfactual values. This ratio indicates how much more elas-

tic the frictionless labor supply is than the observed supply curve, for each location-

occupation cell, and hence the extent to which migration frictions impede local ad-

justment to demand shocks.. Since removing migration frictions typically leads to an

increase in out-migration and an increase in in-migration from other locations, it tends

to diversify each location’s sources of workers and therefore this ratio is typically larger

than 1.7

To summarize, we have described three properties of a cell’s labor supply curve rela-

tive to its frictionless benchmark, each of which reveals a different quantitative measure

of the impact of labor market frictions. Conveniently, all of these measures can be cal-

culated from data on bilateral migration flows, populations and bilateral frictions, and

none require knowledge of θ or any solution of a complex model.

7This is not a theorem, and it is certainly possible that some locations will experience less elastic labor
supply in the frictional case.
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Measures of Labor Market Integration

We propose the following measures of labor market integration based on our analysis

above: the changes in net flows, gross flows, and local labor supply elasticities result-

ing from removing migration frictions. The first indicates the extent to which frictions

cause some cells to be too small and others too large. The second indicates the number

of people who are misallocated across cells due to frictions. The third indicates how

much more elastic local labor supply curves would be in the absence of frictions.

Our cells have a geographic and an occupation dimension. We focus on the geo-

graphic dimension, and therefore net out flows within location, across occupation. We

describe how we aggregate the local measures into national averages below. We then

compute these measures over time.

1. Counterfactual changes in net flows:

(a) At the state level, as a percentage of initial population,

CNF S
i =

∑
k∈K L

c
i,k − Li,k∑

k∈K L
∗
i,k

. (4.11)

(b) At the national level, as a percentage of initial population,

CNFN =
1

2

∑
i∈N
(
|CNF S

i | ·
∑

k∈K L
∗
i,k

)∑
i∈N
∑

k∈K L
∗
i,k

. (4.12)

2. Counterfactual changes in gross flows:

(a) At the state level, as a percentage of initial population,

CGF S
i =

λV θ
i,k ·∆LMAi,k − (πcii,kk − πii,kk)L∗i,k + (πii,kk − πcii,kk)L∗i,k∑

k∈K L
∗
i,k

. (4.13)
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(b) At the national level, as a percentage of initial population,

CGFN =
1

2

∑
i∈N
(
CGF S

i ·
∑

k∈K L
∗
i,k

)∑
i∈N
∑

k∈K L
∗
i,k

. (4.14)

3. Counterfactual changes in the slope of the local labor supply curve:

(a) At the state level,

CSES
i =

∑
k∈K ε

c
i,k · Li,k∑

k∈K ε
c
i,k · Li,k

. (4.15)

(b) The national-level simple average,

CSEN =

∑
i∈N CSE

S
i

N
(4.16)

3 Identification and Estimation

In this section we describe our our estimation of the frictions and the cell-level values

Vi,k from of equations (4.2) and (4.3), using a single cross section of labor market flows

at time t. At this stage our estimation is conditional on an assumed value of λ = 0.5, the

probability of being shocked. While this parameter affects the level of the counterfac-

tual gross and net flows, the changes over time should be relatively insensitive to it.

We are unable to take equations (4.2) and (4.3) directly to the data because we do

not directly observe the initial occupation z, only the current occupation (see the data

section below). We get around this by aggregating across z in such a way as to preserve

the log-linear structure in terms of the location migration barriers τni. It can be shown

that equations (4.2) and (4.3) imply that8

E

[
Lni,k,
Ln→k

]
= λ · V θ

i,k · (τni)
−θ · κn,k,∀n 6= i (4.17)

8The crucial property of equations (4.2) and (4.3) is that the geographic and occupational mobility
frictions are log separable.
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and

E

[
Lnn,k,
Ln→k

]
= (1− λ) + λ · V θ

n,k · κn,k. (4.18)

Here, Lni,k is the total number of people living in i, k at (the end of) time t who were

previously located in n, regardless of their original occupation z when they lived in n.

And Ln→k is the total number of people who started in n and ended up in occupation

k, regardless of both their final destination i and their original occupation z. Note that

Ln,z is the total number of people starting in occupation-location n, z. Thus one way

to view the LHS is that it is the fraction of people from n who ended up in occupation

k and location i relative to the total number of people who started in n and ended up

in occupation k. This quantity depends on how attractive i, k is, relative to all other

occupation-location options available to the people living in n. This depends on the

distance frictions, but also on the occupational frictions plus the occupational distribu-

tion which is captured in the fixed effect κn,k. Notice, however, that the LHS sums up to

1 if we sum across destinations i. Therefore, it must be that

κn,k =
1∑

h V
θ
h,k · (τnh)

−θ

Equations (4.19) and (4.18) are what we take to the data in order to estimate the de-

terminants of τni, which empirically we take to be distance and an origin-specific mi-

gration dummy. This estimation procedure estimates the distance elasticity τ · θ, the

origin-specific “border effect” on migration, γi · θ, and the destination fixed effects (up

to scale) V θ
i,k. We will interpret the residuals of this equation as measurement error in

the dependent variable. We describe our procedure in detail below.
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While this procedure is robust to any set of occupational mobility frictions, it does

not produce estimates of them. These values are needed for the counterfactuals. In fu-

ture work, we will estimate these frictions using alternative data sources. For now, we

simply assume that there is no occupational mobility (which implies that Ln→k = L∗n,k),

and conduct counterfactuals with respect to geographic mobility only.

Estimation Procedure

1. Choose λ = 0.5.

2. Run the specification

Lni,k,
Ln→k

· 1

λ
= exp

[
FEd

i,k + FEo
n,k +−θτ ln distanceni + errorni,k

]
,∀n 6= i (4.19)

to get the estimate of θτ . Estimate using Poisson Pseudo-Maximum Likelihood

3. Generate a new dependent variable as follows:

π̌ni,k =
Lni,k
Ln→k

· dist
θτ
in

λ
, ∀i 6= n, n ∈ N (4.20)

π̌nn,k =

(
Lnn,k
Ln→k

− (1− λ)

)
· 1

λ
, ∀n ∈ N (4.21)

4. Run the following specification:

π̌ni,k = exp
[
FEd

i,k + FEo
n,k +−θγn · 1n6=i + errorni,k

]
, ∀i, n ∈ N (4.22)

where θγn is the “leaver” coefficient. Store the estimated destination fixed effects

from step 4, which have the following interpretations: FEd
i,k = θ lnVi,k + C, where

C is an arbitrary constant.

Note that step 2 identifies the distance coefficient from movers only, as we lack a

90



good measure of the “own-distance” for each state. This implies that the estimated “mi-

gration tax” exp(γn) is actually the product of the true migration tax τm and the inverse

of the cost of staying, distance−θnn . For this reason, the estimated “migration tax” may be

negative, i.e. the leaver coefficient may be positive. This is simply a consequence of

normalizing the own-distance to equal 1.

4 Empirical Results

Data

In our estimation, each location n in the model refers to a U.S. state. The estimation

strategy relies on observing the interstate migration flows of workers and their occupa-

tion at the destination location. For our interests in comparing the changes in migration

and market integration over time, we obtain the data through the U.S. Decennial Cen-

sus for years 1940 to 2000, via the Integrated Public Use Microdata Series (Ruggles et

al., 2019). The U.S. Census measures migration by asking the respondent if he or she

lived in the same residence five years ago, and if not, where did the respondent live at

the time. To ensure variables are defined consistently over the study period for each of

the data source, we have made two adjustments to the original data sets. First, we have

dropped data from the 1950 Census due to a different retrospective period used for the

migration question in that year. Second, Hawaii and Alaska are not counted as states

in the 1940 Census, and we continue to exclude them in the sample for the following

years. The Census provides information on the current occupation of respondents but

not their previous occupation. We harmonized the occupation codes across years using

the two-digit Standard Occupational Classification scheme (SOC) to a total of 22 occu-

pations. Finally, for estimation of the moving costs, we construct the bilateral distance

between states using the state shape-files from the National Historical Geographic In-

formation System (NHGIS) and compute the distance between state centroid points.
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Estimation Results

In this section, we present estimation results for the bilateral mobility friction term τni
−θ.

The measure represents the costs incurred for moving between origin state n and des-

tination state i. The costs involve two parts: (1) costs associated with the distance

between the origin and the destination state and (2) an origin-specific leaver effect,

representing the costs associated with leaving own state relative to staying, such that

τni
−θ = exp[−τθ ln distin − θγn], ∀n 6= i, and τnn

−θ = 1. We estimate −τ̂ θ and −θ̂γn for

each survey year in our sample, and compare the historical evolvement of the parame-

ters and their implications.

Figure 4.1: Estimate of Distance Coefficient using PPML, 1940–2000
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Estimates of Distance Coefficient−τ̂ θ Figure 4.1 presents changes in the distance co-

efficient −τ̂ θ between 1940 and 2000. The costs of migration associated with the geo-

graphic distance between two places have steadily declined in the first three decades

of this period, represented by the decrease in the absolute value of the distance coeffi-

cients. For the later three decades, the costs have maintained at the same level before

slightly going down again in 2000. This suggests that, over time, distance has become

a less crucial factor in the migration decision of workers. Conditional on leaving their

current state of residence, workers are now more likely to move further away from their

immediate surrounding region than in earlier years. This finding is perhaps not sur-

prising given the mass reduction in transportation and information costs in the 20th

century. The downward trend in distance costs, nonetheless, should not be interpreted

as a decline in the overall migration friction, which is jointly determined by both the

distance costs and the fixed costs associated with leaving a worker’s current state.

Figure 4.2: Estimate of Leaver Coefficient using PPML, 1940–2000
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Estimates of Origin-Specific Leaver Effect −θ̂γn Figure 4.2 shows estimation results

of the leaver coefficient from 1940 to 2000. Because the leaver coefficient is distinct for

each origin state n, we present scatter plots of the state-level estimates as well as their

mean values as marked by the red dotted line on each graph to demonstrate changes in

both the distribution and the level of the coefficients over time. Between 1940 and 1970,

the average leaver coefficients have not shown a clear trend of change. In the three

decades following, however, the coefficients swiftly declined from 4.5 in 1970 to 2.5 in

2000. The positive value of the coefficients may be puzzling at first glance. Although

conceptually we have framed this coefficient as the fixed cost from leaving a worker’s

home state, which suggests that it should take a negative sign in terms of utility, in the

estimation, it captures the relative costs of leaving compared to the costs of staying, and

hence could be either positive or negative in value. In our estimates, the downward

trend in the leaver coefficient therefore indicates that the utility associated with leaving

has dwindled over time, or alternatively, the relative costs of leaving has increased dur-

ing this period of time.
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Figure 4.3: Average Overall Migration Costs: 1940-2000
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How have migration frictions changed during this period of time? The interplay be-

tween the distance coefficient, the leaver coefficient, and the distribution of distance

between states determines the overall average migration friction level in the labor mar-

ket. Nevertheless, figure 4.1 and figure 4.2 present opposite trends in migration costs

and leave an ambiguous picture for the overall change in frictions during our study

period. To provide a snapshot of changes in migration frictions during this time, we

calculated a simple weighted average of the total migration costs for each period =∑
n

∑
i(τni

θLn)

L̄
and compare the results across years in figure 4.3.

The V-shaped trend line indicates that, the overall migration frictions have first de-

clined between 1940 and 1970 and then increased back to its 1940 level. As discussed

earlier, our estimation for the bilateral migration frictions τni−θ indicates that, migra-
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tion costs associated with distance have decreased between 1940 and 1970, and roughly

stayed at the same level between 1970 and 2000 (figure 4.1). Meanwhile, the relative

costs associated with leaving own state have gradually increased between 1970 and 2000

(figure 4.2). These findings suggest that the initial decline in the overall migration fric-

tions between 1940 and 1970 is likely driven by the decrease in distance costs, and the

later increase is a result of hikes in the relative costs of leaving current state of residence.

Measures of Labor Market Integration

Counterfactual Net Flows

Figure 4.4: Change in Net Flows When Removing Friction
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Figure 4.4 shows the sum of absolute changes in population size across all states (as a

share of national population) when removing geographic mobility friction, an indicator
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of whether population is misdistributed across space due to mobility barriers. The de-

gree of misdistribution, measured by the share of population that would have been in a

different state if not for the mobility friction, presents a clear downward trend between

1940 and 2000. In 1940, when removing the geographic mobility friction, 20% popula-

tion would have changed their state of residence, compared to only 10% in 2000, sug-

gesting a reduction in net misdistribution of workers across space. The trend decline in

population misdistribution, nevertheless, does not necessarily indicate that labor mar-

ket has become more efficient over time. Note from equation 4.6 the gap between LCi,k

and Li,k is a product of the mobility frictions τni−θ, as well as the utility associated with

each location-occupation choice V θ and the distribution of the initial population L∗9

Consider the case that the labor market is gradually reaching a new spatial equilibrium

starting from an earlier shock. In that case, the decline in population misdistribution

could simply be a result of the market being closer to the equilibrium as time passes by,

reflected in the initial distribution of L∗ and the V terms, instead of an improvement in

labor market’s capability to adjust to shocks.

To examine the factors contributing to the trend decline in population misdistribu-

tion, we decompose the changes to three possible sources: historical changes in mobil-

ity frictions, τni−θ, historical changes in the distribution of the location-specific utility ,

V θ, and historical changes in the distribution of the initial population. Specifically, we

substitute one of the three parameters to its 1940 level for all survey years and compare

how the computed population misdistribution level is affected by the choice of param-

eter for substitution.

9The parameter θ represents workers’ responsiveness to migration costs and incentives. Right now
we cannot separately identify θ from τ and V , and in the decomposition exercise, both the level of fric-
tion/utility and workers’ responsiveness are fixed at their 1940 level.
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Figure 4.5: Decomposition of the Counterfactual Net Flows Measure
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The results, as shown in figure 4.5, suggest that while changes in mobility frictions

τni
θ could explain some of the decline in population misdistribution, marked by the dis-

tance between the red dotted line and the blue line, the differences in population mis-

distribution across years is mostly accounted for by changes in the initial distribution

of population, marked by the distance between the purple dotted line and the blue line.

This result is consistent with the proposition that the labor market has been reaching a

new spatial equilibrium and that the distribution of population has been getting closer

to its long-term steady state over time, which is the reason we are seeing less population

misdistrubtion in more recent years. The insensitivity of the counterfactual net flows

measure to changes in mobility friction also implies that it is a poor indicator for labor

market efficiency as it does not reflect the labor market’s ability to adapt to changes dur-

ing the time period.
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Counterfactual Gross Flows

Figure 4.6: Change in Gross Flows When Removing Friction
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Figure 4.6 shows the changes in interstate gross flows as a share of national population

when geographic mobility frictions are removed. Alternatively, we can view the mea-

sure as the share of workers prevented from reallocating to their desired locations due

to mobility frictions, reflecting the level of market inefficiency in the time period. Be-

tween 1940 and 2000, there does not appear to be a monotone trend in worker misallo-

cation. The share of workers misallocated from their optimal location choice declines

first between 1940 and 1970 from nearly 40% to about 25%, followed by a gradual in-

crease between 1970 and 2000 to its initial level. This increase in market inefficiency

from 1980 onward echos the popular concern over the decline in gross mobility and its
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implication for market dynamism in the U.S. for this time period.

Figure 4.7: Decomposition of the Counterfactual Gross Flows Measure

0.
0

0.
2

0.
4

0.
6

gr
os

s 
flo

w
s 

ac
ro

ss
 o

cc
up

at
io

ns
 a

nd
 s

ta
te

s

1940 1960 1980 2000

actual fix τ at 1940 fix V at 1940 fix L at 1940

Similar to the counterfactual net flow measure, the gap between the counterfactual

gross flow and the predicted gross flow is jointly determined by the mobility frictions,

the distribution of the location-specific utility V ’s, and the distribution of the initial pop-

ulations. Following the same procedure, we decompose the change to identify the key

drivers behind the observed trend in worker misallocation. The results, as shown in fig-

ure 4.7, suggest that the historical trend in worker misallocation is primarily accounted

for by changes in mobility frictions. When fixing the bilateral mobility friction to its

1940 level, the differences in worker misallocation across years completely disappear. If

we consider mobility frictions to be the primary impediment to market integration and

efficiency, this close relationship between the counterfactual gross flows measure here
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and mobility frictions indicate that the former may be an effective indicator of market

efficiency by being sensitive to frictions but not changes in the other parameters.

Counterfactual Relative Labor Supply Slope

Figure 4.8: Relative Labor Supply Slope When Removing Friction
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Figure 4.8 shows the counterfactual labor supply elasticity with respect to the location-

specific utility V , relative to the observed elasticity. This measure reflects the propor-

tional increase in labor supply’s short-run responsiveness to demand shocks if mobility

frictions were to be removed. The larger the increase is, the further away the observed

elasticity is from the efficiency level. Similar to the counterfactual gross flows measure,

here we see an initial improvement in efficiency, indicated by the decline in the relative

slope between 1940 and 1970, followed by a deterioration in efficiency in the next three

decades, as shown by the steep increase in the measure during the time period.
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Figure 4.9: Decomposition of the Counterfactual Relative Labor Supply Slope Measure
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Nevertheless, the decomposition exercise, as shown in figure 4.9, paints a more com-

plicated picture. On one hand, consistent with the counterfactual gross flows measure,

the downward then upward trend in market inefficiency between 1940 and 2000 largely

disappears when τni
−θ is fixed at their 1940 level, suggesting the central role of mobility

frictions in determining the level of the measure. On the other hand, mobility friction

is not the sole determinant of the measure. Even after controlling for mobility frictions,

the level of inefficiency has risen above its 1940 level for all subsequent years, marked

by the upward slope of the red dotted line in figure 4.9. This implies that changes in the

joint distribution of the initial population and the location-specific utilities over time

could have magnified the effects of mobility frictions on labor supply elasticity. For ex-

ample, if population has become more concentrated in states with relatively lower mo-

bility frictions, labor supply adjustment would depend further more on these states and

hence impeding the overall efficiency of adjustment.
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Summary of Empirical Results

To summarize, our empirical results suggest that mobility frictions play a crucial role

in labor market integration. Between 1940 and 2000, the overall mobility frictions in

the U.S. have shown a V-shaped trend, driven by the decline in the costs associated with

moving long-distance between 1940 and 1970 and the increase in the fixed costs of mov-

ing between 1970 and 2000. These changes in mobility frictions are reflected in two of

our labor market integration measures: the counterfactual gross flows measure and the

counterfactual labor supply slope measure. The former is an indicator of the share of

workers prevented from reallocating to their desired locations due to mobility frictions

and the latter is an indicator of the decrease in labor supply’s short-run responsiveness

to demand shocks as a result of the frictions. Parallel to the trend in mobility frictions,

the two measures indicate that the U.S. labor market has experienced an improvement

in market efficiency between 1940 and 1970 followed by a decline in efficiency between

1970 and 2000, and the primary cause of this trend over time is exactly changes in mo-

bility frictions.

Our finding is consistent with the popular concern over market efficiency in the U.S.

in recent decades, a concern that is often motivated by the observed decline in gross in-

ternal worker flows. Nevertheless, our empirical results suggest that the level of gross

flows is not a sufficient indicator of market efficiency, as it is a function of mobility

frictions as well as the distribution of population and location-specific utilities across

space. If we compare the observed gross flows (see figure 4.10) to our measures of mar-

ket integration, it is clear that an increase in gross flows does not necessarily imply mar-

ket has become more integrated or efficient. Relying merely on the observed gross flows

to make inference about market efficiency is therefore problematic.
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Figure 4.10: Gross Interstate Flows in the U.S., 1940–2000
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5 Conclusion

Our approach to measuring labor market integration over time provides a theoretically

consistent framework that is simple and easy to implement. Our empirical findings

paint a complex picture of the spatial integration of U.S. labor markets. On the positive

side, distance tends to be less of a migration barrier than it once was, and the amount of

net reallocation in response to removing frictions has fallen significantly over time. On

the other hand, since the 1970s there is a strong pattern of increasing costs of migration,

with the associated increases in counterfactual gross flows and labor supply elasticities.

Our estimates locate the beginnings of this dis-integration earlier than a simple analysis

based on gross flows would suggest.

In addition to improvements in the treatment of occupational mobility and extend-

ing the time frame of the analysis, we see two natural directions for further research. The

first is to investigate how closely our measures correspond to the true counterfactuals

of a more complex model. The second is to analyze the welfare implications of these
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changes, for which we need (at a minimum) an estimate of variance of the idiosyncratic

portion of utility. We plan to pursue these lines in the future.
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Chapter 5

Conclusion

The findings from this dissertation highlight the significance of local social-economic

factors in the well-being of workers and their families. In developing policies aiming to

address economic hardships of families, it is therefore crucial to pay attention to local

context and the variation in economic opportunities and public resources across place

and time. Below is a summary of the major findings from the three papers and their

policy implications.

Chapter 2 shows that local labor market structure and outside options play an impor-

tant role in labor market adjustment to demand shocks. For employment adjustment,

proximity to external job opportunities in sectors with lower entry barriers facilitates

faster adjustment for manufacturing industries adversely affected by import competi-

tion and can reduce the incidence of employment discontinuity for individual manu-

facturing workers. Similarly, the extent to which manufacturing wage rates respond to

import competition also depend on both the quantity and wage rates of external job

opportunities in the local non-manufacturing sector. These findings suggest that a key

mechanism to successful employment adjustment of manufacturing workers is access

to selected non-manufacturing sectors with lower entry barriers in their local area. Con-

necting workers with existing local job opportunities in these sectors is likely to facilitate

job matching and reduce the incidence of employment disruption. As for metropolitan

areas where job opportunities are concentrated in sectors with higher entry barriers,
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an alternative policy focus should be placed on narrowing the skill gaps and preparing

manufacturing workers to take jobs that require new skill sets.

Chapter 3 presents empirical evidence that state-led policy change on cash welfare

has significant impact on the material well-being of poor children and their families. Us-

ing models that control for state and year trends, along with other factors, we find that

the decline of cash assistance between 2001 and 2015 was associated with increases

in household food insecurity and public school homelessness, hardships tightly con-

nected with the long-term success of children. On one hand, our findings suggest that

changes in the cultural notion of deservedness have clear material consequence on poor

children. On the other hand, in light of recent trends in poverty measurement that treat

cash aid and in-kind transfer equally, our findings show that the form of aid has a dis-

tinct role in the well-being of families. With the level of discretion granted to states in

the implementation of TANF and the wide variation in cash benefit availability across

states, this signifies the importance of local policy decision in the well-being of the most

disadvantaged population in our society.

Chapter 4 describes the decline in the internal mobility in the U.S. in recent decades

and develops a dynamic model of migration across regions and occupations to quan-

tify the impact of migration frictions on the spatial integration of the U.S. labor market

over time. Our finding indicates that labor market integration has followed an inverted

U-shape between 1940 and 2000, with decreasing market fluidity starting in the 1980s.

With migration becoming a less popular choice in worker adjustment to local economic

shocks, our results highlight the growing importance of local factors in determining the

well-being of local population. Policies aiming to address the impact of adverse eco-

nomic shocks must take into consideration local context and pay more attention to the

impact of localized economic development initiatives.
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