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ABSTRACT

In recent years, new findings in different branches of chemistry have been highly dependent
on computational and theoretical tools. Advancements in computing power and develop-
ments in computational chemistry methods has provided a unique opportunity for the field
of computational method development to thrive. Investigations using new computational
methods are not heavily guided by experiments anymore and need minimal structural and
mechanistic insight from experiments for model development. Complex chemical transfor-
mations can be studied using these methods with a reasonable computation time. A variety
of tools are built by computational chemists to assess the physical properties controlling
chemical processes. This dissertation evaluates the viability of two classes of computa-
tional methods for examining chemical reactions: 1) reaction discovery tools and 2) multi-
variate analysis methods. Reaction path and transition state finding methods fall under the
first category and provide means to gaining insight into the reaction mechanism and transi-
tion state structure at the atomistic level while quantifying kinetic and thermodynamics of
the reaction. The ultimate goal of this type of studies is to either explain the experimental
observations that do not follow traditional chemical principles or modify reaction condi-
tions or reagents to improve the desired outcome of the reaction. However, in situations
where there is not enough information to develop a model for reaction path finding stud-
ies, alternative methods such as multivariate analysis could be used to uncover mechanistic
details and engineer catalysts at even a cheaper computation cost.

Chapter 1 provides an overview on regression tools and potential energy surfaces and
their significance in chemistry. The motivations and limitation of designing and imple-
menting new methods for surface chemistry reactions were also briefly discussed. Linear
free energy relationships and their application in mechanistic studies and their relation to
quantum mechanical methods were also briefly described. Chapter 2 introduces a new re-
action path and transition state finding method called surface growing string method, for
exploring surface reactions that is at least two times faster than the conventional nudged
elastic band method and finds the structures along the reaction path, the transition state,
and the product in one single run. Chapter 3 expands upon the growing string method and
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the automation process for orientation sampling, geometry optimization, driving coordi-
nate generation, and finally performing reaction path finding. The new algorithm described
in Chapter 3 resulted in the surface-ZStruct program. Using surface-ZStruct, the complete
reaction cycle for atomic layer deposition of titanium nitride, a diffusion barrier in micro-
electronics, is uncovered computationally for the first time. In Chapter 4, the biocatalysis
of coumarin cross-coupling reactions is investigated using data analysis tools in an attempt
to identify controlling factors of reactivity and selectivity. The crystal structure of the en-
zyme’s active site is not available, and the only information at hand are the structure of the
native substrate, structure of other substrates used in the screening process, and the yield
of the reactions. Based on the results, we believe the reaction proceeds via a di-radical
pathway through double H atom abstractions. The yield is also dependent on the size of
the substituent on the coumarin scaffold, however this association varies in different sub-
strate pairs. The results suggest that the enzyme pre-organizes the substrate pair into a
complex that facilitates the initial O−H homolytic bond cleavage. Using the size and bond
dissociation energies of phenolic OH bonds, the yield of the reaction is predicted within a
reasonable accuracy.
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CHAPTER 1

Introduction

1.1 Overview

Chemists have long faced the challenge of gaining insight into chemical reactions and reac-
tion mechanisms using available experimental tools. While the evidence gathered through
experiments is usually concrete and more trusted than the theoretical proofs, there are cases
where it is impossible to explain experimental observations or test potential hypotheses
using experiments. In these situations we turn to numerous computational methods that
enable us to understand and explain reactions at the atomistic level (Figure 3.1). The most
significant advantage of computational methods is their ability to reliably calculate the en-
ergy and geometry of the desired states.

Computational chemistry is especially useful for mechanistic understanding of chemi-
cal reactions. Atomistic level simulations provide the three-dimensional geometry of reac-
tion intermediates, step-by-step sequence of elementary step reactions, the heat of reaction
and activation energy for each elementary step, and the structure of the transition state
(TS). Identifying the changes in connectivity happening at the TS structure helps chemists
to describe the reaction using physical organic chemistry principles, explain experimen-
tal observations, and alter the reaction conditions to achieve a desired product [49, 144].
For example, if a computational mechanistic study unravels a key step to proceed through
reductive elimination, changing the identity of the metal center, its oxidation state, or in-
troducing directing or bulky ligands could help in changing the rate of this step [232]. Not
only the computational study can help in identifying the key reaction steps, the proposed
alternations in reaction conditions or reagent structures could also be tested through simu-
lations before being carried out in experimental laboratories [49].

For chemical processes such as atomic layer deposition, little mechanistic information
is known on the gas-phase and surface reactions and experimental techniques are not able to
reveal elementary step reactions. The information from sequential reaction steps obtained
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from computational studies could be used to optimize the growth conditions to improve the
physical properties of the resulting deposited films. Computational studies could also be
used to substitute existing precursors with new ones to reduce contamination or reaction
temperatures. Similarly, mechanistic details and structural properties on an enzyme’s cat-
alytic cycle and active site could be used to design new synthetic routes for natural products
and synthesize chemicals with high stereo- and regio-selectivity.

Figure 1.1: Computational methods are a probe for gaining insight into reaction mecha-
nisms and detailing every single step of a reaction.

In addition to powerful computational methods, advances in computing power made it
possible to implement and execute more accurate quantum mechanical methods and even
compute and visualize the progress of a chemical reaction. Efficient computational meth-
ods such as density functional theory (DFT) have been widely used for the resolution of
chemical mechanisms because of their low cost-to-accuracy ratio, these methods provide
accurate, consistent, and reliable results. Despite the success in computing minimum en-
ergy structures, finding unstable TS structures connecting the desired reactant and products
is still a challenge. Multiple structures should be generated and optimized in order to find a
reaction path (RP) and the TS along that path, or a guess TS structure should be optimized
to a saddle point and then to local minima to confirm that the correct TS is identified.
Even though a single geometry optimization or energy calculation is trivial, running mul-
tiple calculations on a system, especially when the system has more than a few atoms or
is periodic, could be time-consuming if efficient methods are not available. So, designing
more efficient and reliable computational mechanism discovery methods is an active area
of research in computational chemistry and when there is not enough information to set up
reaction path simulations, we turn to data analysis methods for explanation. In addition to
reaction discovery tools, we have also explored the multivariable linear regression as a tool
to understand an enzymatic reaction where very limited information about the enzyme is
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available. This work focuses on expanding the capabilities of the growing string method
(GSM) and designing and implementing a new method for automated reaction discovery
of surface reactions (surface ZStruct).

1.2 Using DFT to Study Heterogeneous Catalysis

Surface reactions, and heterogeneous catalysis in particular, have a profound role in our
daily life. Many important industrial processes such as ammonia production, catalytic
cracking of gas oil, steam reforming of methane, methanol synthesis, and many other reac-
tions depend on methods and practices of heterogeneous catalysis [86, 157]. Discovering
new chemical procedures and catalytic routes depends mainly on experimental methods
in chemistry, however these studies in any area of chemistry, including surface reactions,
often raise intriguing questions that cannot be easily answered by the experiments them-
selves. In these cases, computational approaches that mostly rely on DFT methods (due
to its accuracy and speed) become handy. Computational results are usually confirmed
if they match experimental findings and then are used to explain puzzling experimental
observations [76, 193, 197].

Periodic systems such as metal surfaces contain transition metals with hundreds of
atoms, each with tens of electrons, making electronic structure calculations expensive and
complex. DFT methods use the Kohn-Sham equation to solve the intractable many-electron
Schrödinger equation by assuming non-interacting particles and treating each electron sep-
arately. Many functionals have been developed to accurately capture the interaction energy
through the exchange-correlation term [86, 193]. Additionally, the core electrons of tran-
sition metals in surface chemistry calculations are considered frozen or treated using a
pseudopotential [86]. The metal surface is usually modeled by a slab with a periodic struc-
ture in two or three dimensions. The slab size should be chosen carefully to avoid any
undesired interactions between the adsorbates in neighboring slabs. A plane-wave basis
set, defined by reciprocal lattice vectors, is used instead of localized functions while the
plane-wave expansion must consist of only the plane-waves that satisfy the constraint of
the lattice periodicity [86].

Choice of the slab size and the exchange-correlation functional can greatly influence
the accuracy of DFT calculations. Here, we are concerned with two types of accuracy,
physical accuracy deals with the accuracy of the DFT calculation compared to the “true”
value obtained in a perfect experimental setting. Numerical accuracy is the reproducibility
and accuracy of the computational results obtained by a researcher compared to the accu-
mulated scientific conclusions [70, 71, 82, 111, 158, 222]. The conventional standard for
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measuring both physical and numerical accuracy in heterogeneous catalysis calculations is
comparing the lattice constant for experimental and other theoretical results. An extensive
discussion on this parameter and its reproducibility can be found here [121]. More details
on accuracy of DFT methods are presented in chapter 10 of this book [193].

Multiple benchmark studies have compared the accuracy of plane-wave DFT calcula-
tions with experimental results. Calculations on a set of 200 crystal structures including
hydrides, borides, oxides, nitrides, carbides, and semiconductors had errors of 2% com-
pared to experimental lattice parameters [6,148]. Another property relevant to the accuracy
of computational heterogeneous catalysis studies is the adsorption energy. This property is
calculated for CO and NO molecules on multiple metal surfaces and the comparison sug-
gests that PBE GGA functional of DFT overestimates these values [4, 85], with root mean
square deviation of 0.67 and 0.43 eV, respectively. For assessment of ab initio methods’
accuracy, an experimental reference is needed to validate the calculation results of different
exchange-correlation functionals for thermodynamic studies [141].

1.3 Potential Energy Surfaces

A potential energy surface (PES) is a multidimetional surface that describes the changes in
the energy of a system (molecule, cluster, or periodic system) at a given electronic state with
respect to changes in its atomic coordinates and provides comprehensive information on all
reaction paths. The dimensionality of PES increases linearly with the number of atoms
in the system, which makes studying systems with more than a few atoms harder even
with efficient computational methods. For a system with N atoms, there are 3N-6 dimen-
sions or degrees of freedom that correspond to vibrational modes of the system (stretching,
bending, etc.). There are multiple interestingpoints points on a PES that are important for
designing and implementing reaction discovery tools. Minimum energy points on PES rep-
resent equilibrium structures (reactants, products, or intermediates) while transition states
are first-order saddle points connecting the equilibrium structures [187]. The difference in
energy between the starting structure and the TS is called the activation energy and the dif-
ference in energy between the starting structure and its first minimum energy intermediate
is the heat of reaction. Every chemical reaction proceeds according to a reaction mecha-
nism, which is a step-by-step description of what occurs during a reaction on the molecular
level. Each step of the mechanism is known as an elementary process, which describes a
single moment during a reaction in which molecules break and/or form new bonds.

A PES with 2 degrees of freedom (DoF) is shown in Figure 1.2 where the x and y
axes represent DoF and the z axis is the energy of the system. Starting from the reactant
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structure, there are two possible pathways with different TS and heats of reaction. Given
the appropriate input parameters, a systematic and efficient reaction discovery tool should
be able to find both RPs and the energies for each of the important structures along the
path.

Figure 1.2: A schematic representation of a potential energy surface with 2 degrees of
freedom. X and Y axes represent degrees of freedom and the Z axis showd the energy of
the system.

1.4 Reaction Discovery Tools

Computational methods for calculating RPs and TSs are an essential part of mechanistic
studies because they provide three-dimensional structures of the reagents involved in the
reaction along with thermodynamics and activation energies that could be mapped to reac-
tion rates. This information help us to elucidate the chemical process step-by-step, identify
the rate limiting step, quantify the parameters that control the reactivity and selectivity of
the reaction, and identify thermodynamic or kinetic control. These parameters could be
further used to engineer more efficient ligands, catalysts, and other reagents in order to
boost the yield of the desired reaction product and eliminate unproductive side reactions.

Despite advancements in computational reaction discovery, calculating RPs and TSs
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is still challenging due to the large number of geometry optimization steps required to
optimize all the chemical structures along a path. In addition to computing capacity limi-
tations, an efficient RP finding method needs a reliable coordinate system that can handle
different types of chemical reactions. It also needs strategies to quickly approach a saddle
point, find the direction of the negative curvature to identify an approximate TS geom-
etry, and an efficient optimizer to find the TS from that guess geometry. While many
methods might have one or two of these components, an efficient and reliable RP finding
method should combine all of them together. Methods developed for RP finding could
be categorized into two groups based on the number of required input structures: double-
ended [9, 19, 20, 24, 25, 38, 39, 45, 50, 59–61, 67, 74, 78, 79, 81, 90, 92, 94, 105, 106, 109, 112,
126, 138, 147, 165, 166, 168, 172, 176, 179, 180, 191, 192, 204, 208–210, 212, 226, 229, 235]
(two input structures) or single-ended [3, 11–17, 22, 23, 26, 30, 37, 42, 44, 48, 55, 64, 83, 91,
95,96,100,108,119,123,124,134,136,137,142,153,160,161,170,173,174,181,185–187,
194, 207, 213, 214, 223, 227, 234, 236, 238] (one input structure). Reaction discovery tools
could also be organized into four categories based on method of operation as discussed
extensively elsewhere [56].

Reaction discovery tools are developed to automate the RPs and TSs calculation when
minimum energy structures are known, but manually exploring the desired region of PES
is unsystematic and tedious. Their main advantage is identifying new reaction pathways
with minimum input from the user’s chemical intuition specially when the system under
study is not well characterized. This works describes the development of surface-GSM as
RP finding tool for heterogeneous catalysis and surface-ZStruct to explore uncharted areas
of surface reactions at ground-state. The top panel of Figure 1.3 shows the reaction net-
work for ammonia borane (NH3−BH3) and aminoborane (NH2−−BH2). The computational
reaction discovery starts by inputting the optimized geometries of the reactants and des-
ignating reactive atoms. ZStruct uses this information as will be described in more detail
in Chapter 3 to find elementary step reactions and products starting from the initial input
structures. This procedure is carries out for each of the new intermediates until the full
reaction network is elucidated. The grayed out reaction steps are not known before hand
and the full network is calculated step-by-step using ZStruct. At the end, the calculated
activation energies and heats of reaction could be analyzed and summarized in a PES plot
as shown in the top right corner of Figure 1.3 and competing reaction pathways, rate limit-
ing steps, and potential thermodynamic traps or energetically inaccessible routes could be
identified.
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Figure 1.3: Depiction of reaction discovery progress for a bimolecular reaction. The
grayed-out parts of the network are not known beforehand and are discovered using com-
putational methods. The thermodynamic and kinetic information of the network with its
elementary step reactions could be summarized in a PES plot.

1.4.1 Overview of the Growing String Method

GSM is a computational protocol developed to compute RPs and TSs [101, 168, 233, 235,
238, 239] that operates in single-ended (SE-GSM) and double-ended (DE-GSM) fashions.
DE-GSM is used when both end-points are known and the objectives are finding the TS, ac-
tivation energy, heat of reaction, and gaining insight into the reaction mechanism. SE-GSM
is used when the final geometry is unknown or the goal is to explore multiple RPs starting
from a given minimum energy structure. GSM has a built-in TS optimizer and computes
a RP and exact TS in one single run for both single- and double-ended methods. Another
advantage of GSM, making it more efficient compared to other RP finding methods, is its
use of internal coordinates, which is a more natural way of representing bonds, angles, and
torsions of a chemical system.

DE-GSM operates by inputing both reactant and product structures, converting the co-
ordinates to internals and interpolating a reaction tangent connecting the two structures
based on differences in the input coordinates. The RP grows from two ends, with the
TS structure connecting two half paths. SE-GSM is more complicated, starting its search
from a single input structure (reactant or product) and a set of driving coordinates. Driving
coordinates are a combination of bond break and formation moves that would lead from re-
actant to a desired product, and their reliability also depends on the integration of internal
coordinates into the GSM method.
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Figure 1.4: A schematic showing the progress of SE-GSM from a single input structure
and using driving coordinates.

As shown in Figure 1.4, the reactant is an oxycation that is expected to form an oxetane
product by forming a C−C and a C−O bond. In the beginning of the calculation, the
geomtry is converted to internal coordinates and the bond lengths, angles, and torsions
of the system are measured. Based on the expected product, two bonds between atomic
indices 1 and 2, and 3 and 4 is desired to form. The calculated RP reveals that the reaction
is asynchronous, based on the newly formed C−C and C−O bond lengths at the TS, and also
discovers a more stable product. The expected oxetane product is shown to be an unstable
intermediate on the RP that fragments through an energetically favorable ring-opening to
result in benzylic carbocation intermediate.

1.4.2 Overview of ZStruct

ZStruct [57, 102, 234, 236] is developed to automate the process of running SE-GSM and
systematically form a reaction network by only inputting a reactant structure and identi-
fying the reactive atoms. ZStruct is implemented and validated for surface reactions in
ground state for both unimolecular and bimolecular reactions. It aligns input structures
automatically and generates multiple sets of driving coordinates based on connectivity in-
formation coming from internal coordinates and coordination number rules hard-coded in
the program.

The main idea behind ZStruct is using graphs to describe the connection between atoms
in a chemical system, where indices represent atoms and edges bonds. Using this model,
the connection between atoms could easily be summarized in a matrix form and a con-
nection transformation matrix could delineate the changes in connectivity (Figure 1.5).
However, setting up such a matrix automatically requires a reliable coordinate system to
accurately describe atomic connectivities.
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Figure 1.5: Using graphs to represent chemical tranformations of a molecule in a reaction.

Figure 1.5 shows examples from heterogeneous and homogeneous catalysis and how
the chemicals in each reaction are transformed to a connectivity table. The top reaction
shows a slab with four different chemisorbed species, each represented using a geometrical
shape. The reactive atoms (the ones undergoing a bond breaking or formation) are showed
in color while the unreactive ones are grayed out. Similarly, the bottom reaction shows the
rate limiting step for C−H functionalization reaction of a four-coordinate nickel complex
that undergoes reductive elimination to form the styrenyl product. In both cases, the metal
center or slab is shown by dark green and active ligands or adsorbates in yellow, navy, and
red. Bond formation or breaking is marked by 1 and 0 indicates no change in connectivity.

Despite improvements in the field of small molecule reaction discovery, the study of
heterogeneous catalysis is still challenging because it involves surface atoms with high co-
ordination numbers and molecular adsorbates, which make designing a coordinate system
that can handle both components at the same time a difficult task. Internal coordinates are
a natural way to describe bonds, angles, and torsions in molecular systems and provide
a significant benefit for optimization of systems including atoms with low coordination
numbers. However, use of internal coordinates becomes impractical when treating periodic
systems which include a large number of atoms with high coordination numbers due to the
huge number of primitive coordinates that can be present. This difference is expanded upon
in Chapter 2. Having multiple binding sites for surface atoms and several potential adsorp-
tion sites in adsorbate molecules make the surface RP finding methods more challenging to
design. For its validation, surface-ZStruct is used to study propanoic acid dissociation path-
way (unimolecular reaction) and atomic layer deposition (ALD) of TiN that is described in
Chapter 3, along with partial reaction network of tungsten deposition.
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1.5 Linear Regression, The Statistical Chemist’s Best
Friend

As explained in previous sections, quantum chemistry can be used in RP finding studies
to optimize chemical geometries while it can also provide parameters for regression analy-
sis. The list includes bond dissociation energies of various bonds in a structure, Mulliken
charges, natural bond orbital analysis that provides natural charge on each atom and orbital
occupancies, spin density in radicals, HOMO/LUMO energies, and many other parame-
ters. Some quantum chemistry parameters correspond to real physical properties and can
be modified by changing the structure of the chemical. For example the HOMO/LUMO
energies are a function of electron-donating/withdrawing property of the groups attached
to a chemical scaffold [104].

In addition to quantum mechanical calculations, chemists also rely extensively on linear
regression when it comes to establishing a relationship between experimental observations
and chemical principles. Famous examples in this area include the Hammett equation or
the Evans-Polanyi principle. If a linear relationship between the performance of a reaction
and a chemical descriptor of the reagents (catalysts or reactants) is identified, the inter-
pretability of the linear model makes virtual screening of potential reagents trivial. Linear
relationships can also be used to gain insight into mechanistic details and identify the rate
limiting step when modeling the reaction via RP finding methods is not possible due to
limitations such as restricted information on reaction condition or reagent structures.

When a relationship between a parameter obtained from a calculation (like spin density
or nucleophilicity) and a measurable reaction outcome (like yield or rate of the reaction)
is demonstrated, extra steps should be taken to make sure the correlation is not a result of
random fitting, especially when the number of data points is a lot smaller than the number
of available features. To further confirm the proposed hypothesis concluded from the re-
gression results, new predictions should be made on the same system and they should be
tested by conducting more experiments, or the relationship should be observed in similar
chemical systems. Multiple successful studies in this area that combine the information
gathered from quantum mechanical calculations with evidence from experimental studies
prove the utility of data analysis as a reliable prediction tool in chemistry [88, 183, 201].

1.6 Dissertation Outline

In Chapter 1, a brief overview of RP finding and regression tools was presented. The
motivations and limitation of designing and implementing new methods for surface chem-
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istry reactions were also briefly explained. ALD of tungsten was explained as an example
showing the viability of the surface-ZStruct method. Finally, an alternative approach to RP
finding methods that also relies on information obtained from quantum mechanical calcu-
lations was introduced.

Chapter 2 presents the details and workflow of the surface growing string method and
the test set used for its validation. The performance of double-ended and single-ended
growing string methods are benchmarked against the widely used climbing image method
(NEB), and GSM is shown to be at least twice as efficient. In addition, GSM has been more
reliable than the competing method, converging successfully when NEB fails.

Chapter 3 introduces the surface-ZStruct method for automated orientation sampling
and reaction discovery of heterogeneous catalysis reactions. The new method is applied
towards a variety of systems, including unimolecular and bimolecular reactions with mul-
tiple reaction steps. For the unimolecular case, the propanoic acid dissociation cycle is
automatically calculated and the results are compared with other computational studies.
The complete reaction cycle of TiN ALD is computationally elucidated for the first time.
Surface-ZStruct not only found a reaction network, but it was also shown to be able to han-
dle systems with tens of atoms. This method could be used for any under-studied surface
reaction discovery as was demonstrated for ALD W example presented in the introduction.

Chapter 4 four describes studying the biocatalysis of coumarin cross-coupling reactions
using data analysis tools to gain insight into a reaction where very limited information is
available. The crystal structure of the enzyme’s active site is not available, and the only
information at hand are the structure of the native substrate, structure of other substrates
used in the screening process, and the yield of the reactions. Based on the results, we
believe the reaction proceeds via a di-radical pathway through double H atom abstractions.
The yield is also dependent on the size of substituent on the coumarin scaffold, however
this association varies in different substrate pairs. The results suggest that the enzyme pre-
organizes the substrate pair into a complex that facilitates the initial O−H homolytic bond
cleavage. Using the size and bond dissociation energies of phenolic OH bonds, we are also
able to predict the yield of the reaction within a reasonable accuracy.

Chapter 5 includes Final Remarks, in which the findings of the prior Chapters are re-
viewed, and possible future projects laid out. There have been a great improvement in
the efficiency of surface RP finding methods, but novel strategies to handle surface reac-
tions under potential bias will open new avenues for the study of electrochemical surface
reactions. Access to large databases of chemical reaction parameters and outcomes cou-
pled with quantum mechanical and TS finding methods will steer the course of mechanistic
studies and catalyst design in new directions.
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CHAPTER 2

Reliable and Efficient Reaction Path and
Transition State Finding for Surface Reactions

with the Growing String Method

This Chapter largely based upon published work:
Reproduced with permission from M. Jafari and P.M. Zimmerman, J. Comput. Chem.,
2017, 38, 645-658.

2.1 Abstract

The computational challenge of fast and reliable transition state and reaction path opti-
mization requires new methodological strategies to maintain low cost, high accuracy, and
systematic searching capabilities. The growing string method using internal coordinates
has proven to be highly effective for the study of molecular, gas phase reactions, but diffi-
culties in choosing a suitable coordinate system for periodic systems has prevented its use
for surface chemistry. New developments are therefore needed, and presented herein, to
handle surface reactions which include atoms with large coordination numbers that cannot
be treated using standard internal coordinates. The double-ended and single-ended grow-
ing string methods are implemented using a hybrid coordinate system, then benchmarked
for a test set of 43 elementary reactions occurring on surfaces. These results show that the
growing string method is at least 45% faster than the widely used climbing image-nudged
elastic band method, which also fails to converge in several of the test cases. Addition-
ally, the surface growing string method has a unique single-ended search method which
can move outward from an initial structure to find the intermediates, transition states, and
reaction paths simultaneously. This powerful explorative feature of single ended-growing
string method is demonstrated to uncover, for the first time, the mechanism for atomic layer
deposition of TiN on Cu(111) surface. This reaction is found to proceed through multiple
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hydrogen-transfer and ligand-exchange events, while formation of H-bonds stabilizes in-
termediates of the reaction. Purging gaseous products out of the reaction environment is
the driving force for these reactions.

The growing string method is a powerful tool for locating reaction paths and transition
states, using little user input. Herein, we present a new implementation of the growing
string method for surface reactions and its application to the atomic layer deposition of
titanium nitride.

2.2 Introduction

The information contained in transition state (TS) structures and reaction paths (RP) pro-
vides the fundamental atomistic details of reaction mechanisms. From a computational
viewpoint, TSs are first-order saddle points on a potential energy surface (PES) represent-
ing the connection of two intermediates along a path. The high dimensionality of most
PESs, however, makes TS-finding an impossible task unless fast, reliable, and accurate
methods are available. Given the great interest in simulation of reactions on surfaces, such
as atomic layer deposition (ALD), [73] heterogeneous catalysis, [149, 205] and electro-
chemical CO2 reduction, [8] novel tools for TS and RP finding are in demand.

The algorithms designed to locate TSs and RPs are usually classified as single-ended
[3,11–17,22,23,26,30,37,42,44,48,55,64,83,91,95,96,100,108,119,123,124,134,136,
137,142,153,160,161,170,173,174,181,185–187,194,207,213,214,223,227,234,236,238]
or double-ended. [9,19,20,24,25,38,39,45,50,59–61,67,74,78,79,81,90,92,94,105,106,
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109, 112, 126, 138, 147, 165, 166, 168, 172, 176, 179, 180, 191, 192, 204, 208–210, 212, 226,
229, 235] Single-ended methods start from a single initial state and refine it systematically
to locate a TS. Many single-ended methods require an initial guess-geometry lying close to
the desired TS structure, which limits the effectiveness of these approaches. Double-ended
methods, on the other hand, connect two structures in a discretized RP and are usually
more reliable than single-ended methods due to the endpoints of the path being fixed, so
double-ended methods are less likely to diverge to undesired search regions. Most double-
ended algorithms do not compute the exact saddle point, so they are usually followed by
a local search method (such as the dimer method, [91] mode-tracking, [22] or eigenvector
following method [17, 187]) to refine the apparent TS structure to the exact TS. [233]

Given the multitude of methods available for TS and RP finding, these techniques are
best summarized by the key components that afford their success. We classify these in
four groups: 1.) Strategies for quickly approaching the vicinity of the saddle point, 2.)
Estimation of the direction of negative curvature, 3.) Optimizer, and 4.) Coordinate system,
which should all operate synergistically to rapidly and reliably locate TSs. In an ideal
search algorithm, the combination of these four components should operate with little input
from the user. These four areas will now be discussed to set the context for our proposed
method.

Starting from an initial state, there are three often-used algorithmic strategies to ap-
proach the saddle point region. Minimum-mode following methods find the lowest curva-
ture direction of the Hessian and follow this eigenvector towards the saddle point. [162,227]
Alternatively, coordinate driving techniques push the initial structure towards an approxi-
mate TS structure along a specified reaction direction. [37, 185, 221] When the initial and
final states are known, the highest energy point along an approximate reaction path from a
double-ended method can be used as a good estimate of the exact TS. [94, 233]

After obtaining an approximate TS geometry, the direction corresponding to the tran-
sition vector must be estimated. While in principle the exact Hessian can be calculated
and diagonalized to find the negative curvature direction, the computational cost can be
expensive or prohibitive. To reduce this cost, approximate Hessians can be constructed
and diagonalized via subspace iteration methods, [54, 120, 190, 227] or alternatively, the
reaction tangent at the guess TS from a RP can provide an estimate of this direction. [233]

In addition to the two prerequisites of a good initial TS structure and reaction direction,
an efficient optimizer [187] is necessary to direct the TS searches and refine reaction paths.
In practice, quasi-Newton [187] methods are widely used because they update approxi-
mate Hessians at each optimization step, entirely skipping Hessian computations while still
benefiting from PES curvature information. For TS searches, eigenvector following opti-
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mizers [233] maximize the energy along the lowest Hessian mode while minimizing in all
other directions. These methods tend to converge when the Hessian contains a reasonably
accurate eigenvector representing the reaction direction.

The fourth component of interest is the coordinate system which forms the basis
in which RPs and TSs are optimized. Cartesian coordinates are often chosen due to
their simple implementation, despite internal coordinates (IC) being superior in many re-
spects: chemical bonds are included as intrinsic coordinates, the curvilinear motion of
angle bending or torsions are better represented by internals, and ICs have reduced in-
tercoordinate coupling which allows faster optimization. Further advantages include that
the interpolation of a RP in ICs avoids the collision of atoms or intersections of bonds,
[13, 15, 165, 174, 185, 187, 233, 235, 238] and ICs can accelerate convergence of optimiza-
tion by a factor of four. [9, 16, 27, 165]

Two common surface-compatible reaction finding methods are the nudged elastic band
[105] (NEB) and the dimer [91] method. NEB and its variations [50,92,94,210] interpolate
between two structures in Cartesian coordinates to optimize a chain-of-states representation
of the reaction path. NEB therefore is frequently used to form the guess for a transition
state optimization by the dimer method in a two-step procedure. Multi-step computational
procedures are inherently less user-friendly, suggesting new methods for simultaneous RP
and TS finding with increased efficiency, reliability, and usability as promising additions to
the computational toolkit.

Herein a novel means for systematic TS search and RP finding is implemented in a
powerful tool for the study of surface reactions. The method is inspired by GSM [168,233,
235, 238] and designed as a combined RP optimization and TS search algorithm. When
the reactant and product structures are known, the new double-ended GSM (DE-GSM)
can be used to calculate a RP and TS at low cost and high fidelity. In cases where the
final structure is unknown, single-ended GSM (SE-GSM) can explore a new reaction space
based on simple reaction coordinates as input. Detailed comparisons of three investigated
methods (DE-, SE-GSM, and CI-NEB) are provided to benchmark their computational cost
and reliability. The high usability of SE-GSM for exploring new reactions is demonstrated
by showing an atomistic mechanism for the initiation and growth of titanium nitride on
Cu(111) surface.
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2.3 Method

2.3.1 Growing String Method with Exact TS Search

2.3.1.1 Overview

GSM develops a RP by iteratively adding new nodes and optimizing them until a complete
RP with a TS and a stable intermediate on each side of the string are present. The string
consists of a discretized set of structures along the RP connecting the reactant and product
geometries, and is constructed starting only from the endpoints. By incremental addition
of new nodes, GSM rapidly leads to a reasonably well converged RP since it avoids placing
nodes at high-energy regions of the PES. [168]

Based on our experience using GSM for molecular systems, [233, 235, 238] we have
developed a new method to overcome challenges of RP and TS finding for periodic sys-
tems and surface reactions. This method operates through three overall phases: growth,
optimization, and exact TS search (Figure A.1), which now will be discussed in detail.

2.3.1.2 Growth Phase

During the growth phase, new nodes are added along the reaction tangent direction and
minimized in directions perpendicular to the reaction tangent. The reaction tangent is de-
fined either by interpolation or driving coordinates (see below), and used as constraint to
prevent nodes from falling back to local minima. New nodes are added after the gradient
at the frontier node drops below a predefined threshold, and the growth phase terminates
when either two string fragments are connected (double-ended) or an intermediate on the
other side of the string is found (single-ended).

The tangent definition during the growth phase depends on whether the algorithm is
double-ended or single-ended. For DE-GSM, reaction tangent for node i pointing to node
j is defined as

UC = αc

∑
k

〈∆q|U(i)
k 〉U

(i)
k (2.1)

where UC is the (constrained) tangent direction, ∆q is defined to be ∆q = qp,( j) − qp,(i),
qp are the primitive (hybrid) coordinates, αc is a normalization factor, and the vectors Uk

are the non-redundant (hybrid) coordinates vectors (see Coordinate System for Surfaces).
Following the constrained optimization in delocalized IC introduced by Baker et al, [15] ∆q

is projected onto the non-redundant DOF and then normalized to form a vector space with
one extra DOF. The new vector set undergoes Schmidt orthonormalization to form a new
coordinate set spanning the constraint vector UC and the remaining non-redundant DOF.
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This procedure allows a reaction path to be represented in any combination of internal and
Cartesian coordinates without any problems caused by an over-specified (redundant) set of
coordinates.

SE-GSM requires a modification in the tangent definition for the growth phase

UC = αc

3N−6∑
k=1

〈δq|U(i)
k 〉U

(i)
k (2.2)

where δq is a primitive coordinate vector describing desired changes in connectivity (bond
lengths, angles, and torsions). During the growth phase, new nodes are added, one at a
time, along the vector UC and only this frontier node is optimized using UC as a constraint.

Combining GSM with IC therefore allows an opportunity of using driving coordinates
to find TSs starting from a single initial state. The resulting method, SE-GSM, can ex-
plore the chemical reaction space without having prior knowledge about the final state.
In practice, δq includes reaction coordinates (combination of bonds, angles, and torsions)
representing any desired reaction. This includes coordinates not present in the primitive
internals of the starting structure, as any reaction coordinates can be trivially added to the
coordinate system when needed.

2.3.1.3 Optimization

When the string is fully grown, all the nodes on the string undergo optimization cycles
under the constraint UC of Equation (2.1), which depends on the node’s location along the
string. During optimization, an approximate Hessian matrix is used to accelerate conver-
gence. This Hessian is formed when a node is created from a diagonal primitive coordi-
nate Hessian, [233] and updated using the BFGS [36, 68, 77, 189] scheme as optimization
proceeds. Diagonalization of the Hessian at each node in the non-redundant coordinates
provides a set of eigenvectors and eigenvalues which are used in the eigenvector optimizer:

∆vi =
−gi

Hii +λ
(2.3)

vi are the eigenvectors of the Hessian in coordinates Uk, Hii are the corresponding eigen-
values, gi is the gradient in the eigenvector basis, and λ is a scaling factor.

After the reaction path is converged to a specified threshold, a CI search begins. [94] At
the TS node, perpendicular directions are optimized as described by Equation (2.3) while
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the UC direction of the highest energy node is maximized according to:

∆UC =
gc

β
(2.4)

UC is the constraint climbing direction, gc is the gradient along the Uc, and β is a scaling
constant.

The CI search (Equation 2.4) moves the highest energy node towards the vicinity of
the saddle point, which is vital to providing an accurate TS guess prior to the exact TS
search. At this point, the reaction tangent (UC) also provides a good approximation to the
TS eigenmode.

2.3.1.4 Exact TS search

After the CI search has begun and the RP converges to a predefined gradient threshold, the
eigenvector following TS search commences. The eigenvector of the Hessian with highest
overlap with the reaction tangent

(
max

i
〈UC |vi〉

)
at the TS node is followed to find the exact

TS
∆vRP =

gRP

HRP +λ
(2.5)

where subscript RP refers to the vector with maximum overlap. This strategy ensures the
correct mode is followed, [233] but requires that the RP be available during the TS search.
Therefore GSM with exact TS search has a particular advantage over typical saddle point
finding methods which do not simultaneously optimize the RP.

Prior to beginning the TS optimization, the Hessian has no negative eigenvalues because
the BFGS scheme enforces a positive definite Hessian. To initiate the exact TS search, the
curvature along RP is approximated using the reaction path tangent defined by the nodes
neighboring the TS. Projecting this curvature into the Hessian results in a single negative
eigenvalue and its corresponding eigenvector, while avoiding the (expensive) computation
of the exact Hessian. Details on building this Hessian can be found in the Appendix.

2.3.2 Coordinate System for Surfaces

As many studies have shown, [13–16,124,165,174,184,186,187,235] the motion of molec-
ular systems is best described by IC, which are composed of primitive coordinates such as
bonds, angles, and torsions. A specifically useful type of ICs are delocalized ICs [15] which
are constructed from a set of primitive internals [174] and fully span the nonredundant co-
ordinate space. These coordinates can be used whenever a set of primitives is available,
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Figure 2.1: Illustration of the hybrid coordinate system for bonds. (a) ,(b), and (c) show
bonds in reactant, product, and the union, respectively. Red and blue atoms indicate adsor-
bate and active surface species, respectively (red: IC only, blue: IC and Cartesians, grey:
Cartesians only). Double arrows denote a bond between two atoms.

and provide the significant benefit for optimization of systems including atoms with low
coordination numbers.

Use of any type of IC becomes significantly more cumbersome, however, when treat-
ing periodic systems which include a large number of atoms with high coordination num-
bers. For instance with metallic systems, optimizing using ICs is impractical due to the
huge number of primitive coordinates that can be present. A mixed coordination system
involving Cartesians on high coordination number atoms, and ICs elsewhere, is straightfor-
ward. [89, 154, 184]

Such a mixed coordinate system is justified because in a surface reaction only certain
atoms require ICs, while others are largely immobile. For instance in a typical reaction,
adsorbate atoms move significantly while surface atoms remain relatively immobile and
act as binding sites for adsorbate species. Furthermore, only the surface’s topmost layer is
actively involved in a reaction and bottom layers are stationary supports. As a result, there
is no obvious need to include all atoms in the IC set, as Cartesians will easily be able to
describe relatively immobile atoms.

Fortunately, a hybrid coordinate system is fully compatible with the delocalized internal
coordinates procedure. For each reaction, we define the active surface atoms involved,
and assign ICs to these atoms along with all molecular species in the system. All atoms
embedded in the surface are assigned Cartesian coordinates, as shown in Figure 2.1. Once
the (redundant) set of Cartesians and ICs are available, the delocalized hybrid coordinates
are formed with the usual procedure (see Appendix).
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2.4 Computational Details

All energy and gradient calculations are performed in a plane wave basis set under pe-
riodic boundary conditions as implemented in the Vienna Ab Initio Simulation Package
(VASP). [115–118] The PBE functional and projector-augmented wave methods are used
to describe the exchange-correlation energy and electron-ion interactions, respectively. An
energy cutoff of 300 eV and a smearing parameter of 0.2 eV were employed for the plane
waves. The Brillouin zone is sampled using a 1 × 1 × 1 Monkhorst-Pack mesh for all
reactions except reactions 5, 7, and 9 where a 2 × 2 × 1 k-point grid is used for the integra-
tion and the energy cutoff is set to 400 eV . GSM is implemented in C++ and invokes the
Atomistic Simulation Environment (ASE) [10] to provide the quantum mechanical gradi-
ents through VASP.

For both single-ended and double-ended GSM the equal spacing of the nodes on each
side of the TS node is maintained by a reparameterization step that is performed after each
optimization cycle. Reparameterization does not shift the highest energy node after string
is fully grown and CI starts.

All CI-NEB calculations used the BFGS optimizer as implemented in ASE and a spring
constant of 0.1 eV/Å. CI-NEB were considered converged when the RMS gradient on the
TS node was below 0.0136 eV/Å ' 0.0005 Hartree/Å and the total gradient over all the
active images was below 2.7 eV/Å ' 0.1 Hartree/Å to match the GSM’s convergence cri-
teria. The calculations that required more than 200 gradient computations per active node
(>1,800 gradient calculations for double-ended methods) were terminated and considered
unsuccessful.

The chemical structures for this study are created using ASE and the CI-NEB method is
employed as implemented in ASE. Reactant and product structures were optimized using
the BFGSLineSearch optimizer and were converged when the maximum force on each
atom was below 0.05 eV/Å.

In the examples that follow, 11 nodes including the two fixed endpoints (9 active nodes)
were used to represent the reaction path for double-ended calculations (DE-GSM & CI-
NEB) except reaction 1, which has 7 nodes. The input reactant and product structures for
the double-ended methods are identical for both methods. The number of nodes for SE-
GSM is determined by the method automatically, and typically ranges from 7 to 11 nodes
in the reported tests. The three methods under study are compared based on the number
of gradient computations required for the convergence of the reaction paths and calculated
activation barriers. More details can be found in section A.4 of SI.
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2.5 Surface Reaction Validation Test Set

To confirm the efficiency and reliability of the proposed method, an extensive test set of el-
ementary reactions was created. A variety of reaction types, including molecular and disso-
ciative adsorptions, desorptions, and bimolecular and unimolecular reactions, are covered
in this set. Most of these reactions have been investigated previously using the NEB method
by other researchers. [41, 47, 75, 93, 99, 131, 139, 145, 150, 167, 171, 196, 215–217, 228] In
summary, 43 elementary reactions which consists of 9 different metals, one metal oxide,
and 7 different surface terminations were studied. Summaries of the reactions are given in
Table 2.1.

2.6 Results and Discussion

2.6.1 Overall Performance of Reaction Path Optimization Methods

To evaluate the performance and stability of the three reaction finding methods, their com-
putational cost and success rate will be compared first. Robust methods should converge
relatively fast on a wide variety of reactions and successfully calculate a RP and TS in a
small number of gradient calculations. The success rate and average number of gradient
calls for convergence of DE-GSM, SE-GSM, and CI-NEB are shown in Figure 2.2. DE-
GSM was successful in all cases (43 out of 43) while SE-GSM succeeded for 41. CI-NEB
converged in 33 out of 43 test cases within 1,800 total gradient calculations, and the rea-
sons for the failures will be discussed in the subsequent section. The average number of
gradient calls were 614, 338, and 366 for CI-NEB, DE-GSM, and SE-GSM, respectively,
demonstrating that GSM is on average at least 1.8 times faster than CI-NEB.

Taking a closer look at the convergence behavior of the methods provides some insight
into the faster convergence of GSM. An example is shown in Figure 2.3 where an addi-
tion reaction on Pd(111) (Reaction 8-b) takes place between a hydrogen atom and an ethyl
fragment to form ethane. The initially interpolated RP from CI-NEB has a higher RMS
gradient compared to DE-GSM’s and therefore requires a larger number of optimization
iterations to converge. GSM, on the other hand, does not generate all of the nodes at once,
which avoids distorted chemical structures with high gradients. This property of maintain-
ing low gradients and small numbers of optimization steps is well-known for GSM, [168]
and is fully taken advantage of in DE- and SE-GSM for surfaces.

Additionally, the initial linear path by CI-NEB does not capture the correct asynchronic-
ity in hydrogen and carbon movements. On average, the carbon atom moves 0.03 Å higher
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on the surface in CI-NEB’s initial path compared to DE-GSM. At the same time, the hydro-
gen is 0.04 Å closer to the surface in CI-NEB. The root mean square deviations (RMSD)
in RPs indicate that DE-GSM’s initial reaction path is similar to its final path (RMSD =
0.097), while CI-NEB’s deviates more significantly (RMSD = 0.209). In CI-NEB, this
difference is seen in the unnecessary half-circular motion of hydrogen adatom on surface
before its addition to the ethyl group (Figures A.16, A.15 and Table A.1). Overall, the high
quality of GSM’s initial RP results in improved performance compared to CI-NEB.

ID Reaction ID Reaction

1 Au(fcc)
Pt(111)
−−−−−→ Au(hcp) 11-a OH* + H*

Cu(100)
−−−−−−→ H2O*

2 CO(fcc)
Pd(111)
−−−−−−→ CO(hcp) 11-b CO* + O*

Cu(100)
−−−−−−→ CO *2

3-a CO + O
Pd(111)
−−−−−−→ CO *2 12-a OH* + H*

Cu(111)
−−−−−−→ H2O*

3-b CO *2
Pd(111)
−−−−−−→ CO2(g) 12-b CO* + O*

Cu(111)
−−−−−−→ CO *2

4-a CO + O
Ru(0001)
−−−−−−−→ CO *2 13-a OH* + H*

Cu(110)
−−−−−−→ H2O*

4-b CO *2
Ru(0001)
−−−−−−−→ CO2(g) 13-b CO* + O*

Cu(110)
−−−−−−→ CO *2

5-a H(fcc)
Ni(111)
−−−−−−→ H(fcc) 14-a H2S*

W(111)
−−−−−→ HS* + H*

5-b H(fcc)
Ni(111)
−−−−−−→ H(hcp) 14-b HS*

W(111)
−−−−−→ S* + H*

5-c H(hcp)
Ni(111)
−−−−−−→ H(fcc) 14-c H* + H*

W(111)
−−−−−→ H2(g)

6-a Cu(bridge)
Cu(110)
−−−−−−→ Cu(hollow) 15-a H2O*

W(111)
−−−−−→ HO* + H*

6-b Cu(hollow)
Cu(110)
−−−−−−→ Cu(hollow) 15-b HO*

W(111)
−−−−−→ O* + H*

6-c Cu
Cu(110)
−−−−−−→ Cu(atom swap) 16-a CH2−−CHCH2OH* + O*

Au(111)
−−−−−−→ CH2−−CHCH2O* + OH*

7-a CH3CH2COOH*
Pd(111)
−−−−−−→ CH3CH2CO* + OH* 16-b CH2−−CHCH2O* + O*

Au(111)
−−−−−−→ CH2−−CHCH−−O* + OH*

7-b CH3CH2CO*
Pd(111)
−−−−−−→ CH3CH *2 + CO* 17-a CH3OH*

Cu(110)
−−−−−−→ CH3O* + H*

8-a CH2CH *2 + H*
Pd(111)
−−−−−−→ CH3CH *2 17-b CH3O*

Cu(110)
−−−−−−→ H3C−−O* + H*

8-b CH3CH *2 + H*
Pd(111)
−−−−−−→ CH3CH *3 18-a CN* + H*

Pt(111)
−−−−−→ CNH*

9-a NH *3

RuO2(110)
−−−−−−−−→ NH *2 + H* 18-b CNH* + H*

Pt(111)
−−−−−→ CNH *2

9-b NH *2

RuO2(110)
−−−−−−−−→ NH* + H* 19-a NH3(g)

Si(111)−Cl
−−−−−−−−→ NH *3

9-c 2N*
RuO2(110)
−−−−−−−−→ N *2 19-b NH *3

Si(111)−Cl
−−−−−−−−→ NH *2 + HCl(g)

9-d N* + O*
RuO2(110)
−−−−−−−−→ NO* 20 H2O(g)

Si(111)−H
−−−−−−−−→ OH* + H2(g)

10-a CO* + H*
Ni(111)
−−−−−−→ COH* 21 CH4(g)

Ir(111)
−−−−−→ CH *3 + H*

10-b COH* + H*
Ni(111)
−−−−−−→ C* + H2O(g)

Table 2.1: Elementary step test cases for GSM. Asterisks designate the surface species.
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2.6.2 Comparison of Reaction Paths from DE-GSM and CI-NEB

To further demonstrate the reliability and robustness of DE-GSM, it will now be compared
in more detail to the CI-NEB method. As shown in Figure A.3, the activation energies
predicted by these two methods are similar, with a linear regression of slope 0.995 and R2

of 0.989. This correlation shows that DE-GSM with its exact TS search produces similar
barriers compared to those from CI-NEB. Some deviation is expected, however, because
GSM performs an exact saddle point search, while CI-NEB provides an approximate TS.
The maximum difference in calculated activation energies by two double-ended methods
occurs for water dissociation on W(111) (Reaction 15-a), which differs by 4.6 kcal/mol
between DE-GSM and CI-NEB. In section A.5 of SI we show that this difference occurs
because the two methods find distinct reaction pathways, which should not have the same
barrier.

There are two cases where CI-NEB did not compute a realistic RP, specifically two
copper surface rearrangements, [110] reactions 6-b and 6-c. Such reaction steps are known
to be important for copper-promoted graphene growth [140] and silicon device produc-
tion, [218] and otherwise represent standard reactions that should be resolvable by double-
ended methods. In Reaction 6-c, two Cu atoms exchange positions on Cu(110) surface,
but the linear Cartesian interpolation of the CI-NEB’s initial RP causes the moving atoms
to sit directly on top of one another (section A.5 of SI). From this geometry, convergence
of the DFT density and energy fails, and optimization cannot proceed. DE-GSM, by in-
crementally adding and optimizing nodes, never reaches such problematic structures and
optimizes smoothly to the desired RP. Reaction 6-b similarly has a problem with the initial
interpolation in CI-NEB, which is discussed in section A.5 of SI.
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Figure 2.2: Average number of gradient calculations and success rate for each method.
(Calculations with more than 1,800 gradient calculations are not included in the average
gradient calculation).
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Figure 2.3: Convergence behavior of the methods plotted for reaction 8-b. CI-NEB has a
higher initial RMS gradient compared to GSM in addition to larger RMSD of initial and
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calls required for each phase of GSM calculations are labeled in the bottom plot.
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2.6.3 Comparison of DE-GSM and SE-GSM

DE-GSM SE-GSM

Bonds (Å) & angle Reactant Transition State Product Transition State Product

C5-Ni1 2.037 1.965 1.892 1.940 1.884
C5-Ni2 2.082 1.939 1.949 3.287 3.187
C5-Ni3 1.856 1.800 1.803 1.870 1.849
C5-Ni4 3.114 2.974 2.991 1.880 1.863
C5-O6 1.189 1.273 1.339 1.280 1.348
O6-H7 3.557 1.349 0.981 1.311 0.983

∠ C5-O6-H7 60.3 88.2 111.0 96.7 107.3

Table 2.2: Bond lengths and angles for the reactant, TSs, and products of Reaction 10-a
calculated by DE-GSM and SE-GSM. Colored values indicate bonds and angles that are
different in structures calculated by the methods. Both methods result in the same product
while the product’s position on the surface is different.

In the case of SE- and DE-GSM, the reaction tangent definitions are different and can lead
to unique RPs being found for the same qualitative reaction. This can occur in reactive
systems with more than a few degrees of freedom, where there are often multiple pathways
from a given initial state to a single product structure. [187] Usually, TS finding methods
locate only one such path at a time, and thus offer no guarantee that all connecting TSs will
be found. Cases where two different RPs were found by SE- and DE-GSM are discussed
in this section.

The activation energies computed by SE-GSM and DE-GSM (Figure A.8) are usually
similar, but less closely related than DE-GSM compared to CI-NEB. The comparison of
SE- to DE-GSM yields a slope of 0.899 and R2 value of 0.875. Because the optimization
process is identical for the two methods after the string endpoints are connected, this slight
dissimilarity is due to differences in the initial reaction tangent and RP. Specifically, since
DE-GSM uses curvilinear interpolation in ICs between the two frontier nodes to estimate a
RP, it does not generally have the same tangent as SE-GSM, where the tangent consists of
a few specific ICs used as driving coordinates.

This difference in tangent definition and its influence on the outcome of a calculation is
most pronounced in Reactions 10-a, 14-c, 15-a, and 16-b. Reaction 10-a is a representative
example that describes addition of a hydrogen atom to oxygen of CO on Ni(111) surface
to release H2O and deposit C on the surface. SE-GSM’s initial RP is formed under a more
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Figure 2.4: (a) Reaction path calculated by DE-GSM (blue) and SE-GSM (yellow) for
COH formation on Ni(111). (b) TS structures calculated by DE-GSM (opaque) and SE-
GSM (translucent). CO molecule is not stationary in the case of SE-GSM.

free reaction tangent compared to DE-GSM, because its reaction tangent consists of only
one driving coordinate (addition of hydrogen and oxygen).

This freedom of movement in SE-GSM ultimately results in variations in energies and
chemical structures of the TSs. In this example, SE-GSM results in a lower activation
barrier and a more stable product (Figure 2.4). This occurs because the CO molecule is
stationary in DE-GSM, while it moves from its starting binding site to a neighboring fcc site
in the SE-GSM case (Figure A.9). Chemical structures of this example are quantitatively
compared in Table 2.2. A similar situation happens in other cases (reactions 14-c, 15-a,
16-b) where the products form on different binding sites or in different relative positions
on the surface.

In addition to different single elementary step transformations, we observed that re-
actions 4 and 5-b proceed in different number of elementary steps through the two GSM
growth strategies. For example in reaction 4, CO and O combine on a Ru(0001) surface to
release carbon dioxide. For this case the DE-GSM’s RP consists of two elementary steps,
in which a CO−O complex is formed on the surface followed by its desorption. On the
other hand, the SE-GSM’s RP proceeds through a single elementary step that combines
CO2 formation and desorption (Figure 2.5) through the asymmetric dissociation of Ru−O
bonds (Figure A.10 and TS structures of Figure 2.5b).

When a system has many degrees of freedom, multiple pathways connecting the same
two qualitative chemical structures can be present. SE- and DE-GSM provide two vary-
ing growth methods due to their tangent definitions, which enables exploring alternative
paths for a given reaction. This will be especially the case if multiple SE-GSM trials are
attempted, which is a subject of future research and will be reported subsequently.
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2.6.4 Atomic Layer Deposition of TiN on Cu(111)

Titanium Nitride (TiN) has many desirable properties that make it a good candidate as a
wear-resistant coating or copper diffusion barrier in microelectronics. [152] To build TiN
layers of controlled thickness, ALD is an especially useful technique. In ALD, alternating
cycles of two self-limiting and complementary reactions utilize gaseous precursors to form
ultrathin, conformal, and uniform films with monolayer control over the thickness. [225]
Experimental studies [62,127] have shown that tetrakis(dimethylamido)titanium (TDMAT)
and ammonia (NH3) are good precursors for ALD of TiN. By first reacting NH3 onto
the surface in the form of NHx units and their derivatives (N, N2), the subsequent ALD
cycle using TDMAT precursors attaches Ti-containing species to these surface sites. Upon
repeating these cycles, TiN layers can be formed in a controlled fashion.

Little mechanistic information is available for this ALD reaction, hindering our ability
to extend the scope and availability of new precursors and conditions for reaction. While
some mechanistic information for related processes are available, [52,63] these fail to cap-
ture any specific details of the TiN ALD mechanism. Given this lack of information, SE-
GSM is ideally suited for investigating this process because it starts from a single initial
state and locates the TS, RP, and the product in one computation. This capability enables
systematic exploration of the reactive space, without requiring a guess transition structure
close to the saddle point or even a complete set of reactive intermediates. Studying ALD
of TiN will therefore serve to demonstrate the capabilities and advantages of SE-GSM for
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reactions that are not already well-known.
In particular, the initiation steps to form three atomic layers of TiN on Cu(111) will be

studied. The reactive process proposed here proceeds through three general steps: Step 1.)
Addition of ammonia to nucleate surface sites and release H2 gas. Step 2.) Deposition of
titanium via a ligand-exchange with TDMAT extruding dimethylamine gas. Step 3.) Addi-
tion of ammonia to the titanium-terminated surface. Repeating steps 2 and 3 provides ac-
cess to additional layers of TiN. In order to reduce the computation complexity, −N(CH3)2

ligands are truncated to −NH2 except when the ligand is involved directly in a reaction. A
summary of activation energies, proposed reactions, and chemical structures are shown in
Table 2.3 and Figures 2.6 to 2.9 and A.11 to A.14. The asterisk (*) on chemical moieties
means they are adsorbed on surface.

2.6.4.1 Nitrogen nucleation during first NH3 cycle

During the first deposition cycle, molecular NH3 is chemisorbed on the surface in a barri-
erless transformation that is exothermic by 10.6 kcal/mol (T1, Figure 2.6). Three different
orientations of adsorbed NH3 are possible on surface which yield slightly different activa-
tion energies for the subsequent reactions. Reaction T1 is followed by progressive dehydro-
genation of NH3 to form NH *x species (x=2, 1, 0) and subsequent release of H2 gas from
hydrogen adatoms present on the surface (Reactions T2-T4 of Figure 2.6) as suggested by
experimental studies. [127] During the first dehydrogenation step (T2, Figure 2.6 and Fig-
ure A.12a), NH *3 moves from atop position to form NH *2 in a higher-coordinated bridge
site and H* in fcc through a barrier of 31.4 kcal/mol and is endothermic by 16.8 kcal/mol.
A second hydrogen dissociation and migration from NH *2 proceeds through a very simi-
lar process with a barrier of 30.5 kcal/mol and is also endothermic by 27.6 kcal/mol (T3,
Figure 2.6 and Figure A.12b).

Although the barriers for fragmentation of surface bound ammonia are too high to pro-
ceed at room temperature, the experimental conditions can exceed 150 ◦C, making these
barriers surmountable. The barrier for reductive-coupling of two surface-bound hydrogen
adatoms is 22.6 kcal/mol, which allows release of hydrogen gas and provides an entropic
driving force for these reactions (T4, Figure 2.6 and Figure A.12c).

2.6.4.2 Ti layer formation

The second ALD cycle introduces TDMAT to the reaction. A previous report [62] on this
process proposes that NH* moieties on surface likely serve as nucleation sites for TD-
MAT deposition, rather than open Cu surface sites. This step is therefore driven by the
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Reactant-6 TS-6 Product-6

Figure 2.8: Reactants, TS, and products of Reaction (T6). After adsorption of two TDMAT
molecules on surface, they connect by a bridging N* that comes from an NH2 species
adsorbed on surface. In this reaction, one of the adsorbed tris(dimethylamido)titanium
species reacts with NH *2 . Atoms are N (blue), H (white), C (gray), Ti (tan green), and Cu
(ochre).

electron-rich dimethylamido ligands on TDMAT which serve as strong H-bond acceptors
for NH* groups. This characteristic also means that its dimethylamido ligands make TD-
MAT preferable to other titanium precursors such as Ti(NH2)4. As a result, deposition of
titanium on the surface (T5, Figure 2.7) is initiated by the gradual formation of a strong H-
bond between one of the dimethylamido ligands and an NH*. As the reaction approaches
the transition state, the hydrogen from NH* is formally transferred to dimethylamine, re-
sulting in elongation of the titanium-amino bond by 0.20 Å. Additionally, the distance
between the titanium center and the N*, 2.95 Å , is too long to be a covalent bond, high-
lighting the importance of a strong H-bond interaction to stabilize these types of species
(Figure A.11). The resulting Ti(N(CH3)2)3(NH(CH3)2) intermediate is stabilized by inter-
action between one of the dimethylamido ligands on TDMAT and a surface amine, in this
case N*. The final step of tethering titanium onto the surface, via ligation of N*, proceeds
through a concerted ligand-exchange with a barrier of 7.9 kcal/mol, displacing one of the
dimethylamido ligands via a dissociative transformation (Figure A.13a). This mechanism
is in agreement with the experimental observation of the build-up of dimethylamine gas
during this process. [62, 127]

Once the titanium is surface-bound through N*, it is plausible that further hydrogen-
transfer/ligand-exchange reactions could lead to the formation of complex Ti−N bonding-
networks. Such networks are suggested by the crystal structure of TiN, where titanium is
coordinated to six nitrogens. Specifically, a dimethylamido ligand on titanium can undergo
a hydrogen-transfer reaction with its neighboring unreacted NH *2 fragments (Reaction T6,
Figure 2.7) through concerted hydrogen-transfer/ligand-exchange. This transformation,
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which is similar to the initial TDMAT attachment step, adds another tethering site for tita-
nium to bind to the surface. This second N-ligand-exchange with titanium has a barrier of
19.3 kcal/mol and is endothermic by 4.4 kcal/mol with a thermodynamic driving-force via
release of the gaseous dimethylamine. Similar to Reaction T5, formation of N−H H-bonds
in the reactant and TS structures facilitates proton transfer from NH *2 to N(CH3)2 ligand
in a dissociative concerted mechanism. After completion of proton transfer, a new bond
between Ti and N* starts to form while breaking the Ti dimethylamine bond, resulting in a
five coordinated titanium center before desorption of dimethylamine gas.

Although ligand-exchange pathways described so far have all been concerted, the for-
mation of N*-bridged complex connecting two adjacent titanium species proceeds through
a two-step process. The observation of a step-wise hydrogen transfer followed by ligand-
exchange is likely a result of increasing steric demand of the incoming NH*. Nevertheless,
the first step in this transformation is a hydrogen-transfer from NH* to the dimethylamido
of titanium (Reaction T7-a, TS = 24.0 kcal/mol) resulting in a dimethylamine ligand on tita-
nium (Reaction T7a, Figure A.13b). The second step which is formation of Ti−N−Ti chain
proceeds through a facile (Reaction T7-b, TS = 9.7 kcal/mol) associative ligand-exchange
releasing the dimethylamine gas (Reaction T7b, Figure A.13c).

ID Ea (kcal/mol) ∆Ereaction (kcal/mol)

T1 - -10.6
T2 31.4 16.8
T3 30.5 27.6
T4 22.6 5.4
T5 7.9 -13.5
T6 19.3 4.4

T7-a 24.0 22.8
T7-b 9.7 8.9
T8 29.9 10.0
T9 29.1 20.2

Table 2.3: Activation energies and heat of reactions for the elementary steps of ALD of
TiN on Cu(111).
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2.6.4.3 Second NH3 cycle

The alternating cycles of the ALD process require a third step of NH3 exposure. Through
a transamination reaction, SE-GSM shows that the topmost fragments of the deposited
layers and the incoming NH3 react through a step-wise process with an activation energy
of 29.9 kcal/mol (Reaction T8, Figure 2.9). Initially, hydrogen-transfer from NH *3 to one
of the dimethylamido ligands of Ti results in a dimethylamine ligand and formation of
NH *2 . This step is followed by addition of NH *2 to one of the Ti centers and cleavage
of the Ti−NH(CH3)2 bond to replace a dimethylamido ligand with an amido group (Figure
A.14a). Similar to Reaction T5, networks of H-bonds stabilize NH3 over surface during this
reaction. Reaction T9 of Figure 2.9 is the final step in forming the third atomic layer, where
a binding site for the incoming TDMAT of the fourth cycle is available. Hydrogen-transfer
from the amido group to a dimethylamido ligand of a nearby Ti results in a bridged NH
group and desorption of dimetylamine gas, with a barrier of 29.1 kcal/mol (Figure A.14b).

These calculations suggest nucleation of the first Cu-N sites is rate-limiting. After this
event, formation of H-bonds between ligands, moieties in the gas phase, and intramolecular
H-bonds stabilize the various reactive intermediates and allow the deposition to proceed.
Overall, the computed activation barriers are feasible given the high temperature reaction
conditions, but desorption of gaseous products is a necessary step for most of these reac-
tions to be favorable thermodynamically.

2.7 Conclusions

Surface reactions cover an important branch of chemistry that contains a wide variety of
interesting processes. In this area, GSM is found to be a powerful method for the study of
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reactions due to its accuracy, reliability, fast convergence, and relative ease of use. The four
components for success, strategies for quickly approaching the vicinity of the saddle point,
estimation of the direction of negative curvature, optimizer, and coordinate system, were
carefully considered, and together integrated into GSM for surfaces to make a method that
is highly proficient at reaction path finding.

GSM’s efficacy was confirmed by comparison with CI-NEB on an extensive set of
reactions characteristic of modern surface chemistry studies. In these cases, GSM reduces
the computational cost (in terms of gradient computations) by about 45% on average over
CI-NEB.

In addition to high efficiency, GSM has the advantage of operating in single-ended
way to enable explorative study of chemical reactions. The strength of the SE-GSM for
the study of novel reactions was demonstrated in this article via the first study of ALD
of TiN on Cu(111), which provided a wealth of details about the operating mechanism for
deposition. In the future, the use of a combinatorial set of driving coordinates in surface SE-
GSM to guide a reaction to many different outcomes will be possible through systematic
graphical methods. [234, 236]

33



CHAPTER 3

Uncovering Reaction Sequences on Surfaces
through Graphical Methods

This Chapter largely based upon published work:
Reproduced with permission from M. Jafari and P.M. Zimmerman, Phys. Chem. Chem.
Phys., 2018, 20, 7721

3.1 Abstract

ZStruct is a graph-based model that generates an ensemble of plausible reaction pathways
starting from a given initial state, without requiring prior knowledge of reaction interme-
diates. In this article, a surface-reaction oriented implementation (S-ZStruct) is introduced
for unimolecular and bimolecular reactions, including sampling of different binding sites
and adsorption orientations. To test the unimolecular reaction generation ability and angle
sampling feature of S-ZStruct, the propanoic acid to ethylene dissociation network is stud-
ied. Starting from multiple initial orientations of two key intermediates, multiple unique
reaction pathways, each with different activation energies, were discovered. Atomic layer
deposition of TiN on Si(100)–involving a challenging reaction mechanism–is also stud-
ied as an example of bimolecular reactions. In addition to locating a number of expected
pathways, S-ZStruct found that the little-understood step of reduction of Ti(IV) to Ti(III)
likely occurs through β-hydride transfer between diamido ligands on neighboring Ti cen-
ters. These results suggest that S-ZStruct is a powerful tool for exploring surface chemistry,
which will permit discoveries of reaction mechanisms in a wide variety of environments.
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3.2 Introduction

Reaction mechanisms form a basis for designing experiments and optimizing chemical pro-
cesses, and therefore are a centerpiece of modern reaction development. Quantum chemi-
cal simulation can provide this information, which includes the atomistic details of reaction
pathways as well as thermodynamic and kinetic parameters, but standard paradigms require
extensive chemical intuition and much computational effort. This type of mechanistic eval-
uation leverages existing knowledge and standard computational tools for reaction path
(RP) finding, [19,84,91,94,101,210] and is best applied to reasonably well-understood re-
active processes. For unknown chemistries or complex chemical networks [122, 156, 163],
alternative strategies are required to thoroughly explore the reaction landscape.

The high dimensionality of quantum chemistry’s underlying potential energy surfaces
(PES) precludes exhaustive searches, making brute-force computations impractical for all
but the smallest system sizes. To overcome this challenge, new approaches must examine
low-dimensional subspaces of the full landscape. The choice of these subspaces largely de-
termines the efficacy of the approach, as tighter restrictions lead to lower costs, yet higher
probability of missing key RPs. This conundrum has been examined in the context of
metadynamics [65,100,119] and other molecular dynamics [66,100,151] (MD) techniques
where specific collective variables comprise the core reactive subspace. In related work,
the artificial force induced reaction method [135, 136] searches a subspace of interatomic
distances that depends on alignment of two substrates. In another example, a surrogate
model is trained to predict significant RPs, each of which is later examined using DFT to
compute activation barriers. [211] In all of these approaches, attempts are made to refine
reactive coordinates to the minimum needed to locate the most plausible RPs. Many re-
lated works also exist where the reaction coordinates are predefined. For instance, methods
which use reduced gradients [97, 98, 175, 177] (RGF) and reduced potential energy sur-
faces [29] (RPES) follow the direction of a few specified driving coordinates, while the
activation-relaxation technique [18] (ART) follows a modified force vector in the PES to
adjacent saddle points. Despite the utility of these approaches for locating individual reac-
tion pathways, most cannot be used to systematically sample reaction pathways of surface
reactions because they refine paths for specified reaction coordinates, rather than locate
new ones.

In many reactive systems, the core goal of RP finding is to locate networks of ele-
mentary steps where changes in chemical bonding occur. This focus allows invocation of
graphs, where changes in connections between atoms become the dominant characteristics
of chemical reactions. This strategy has been used with substantial success in molecular

35



systems, where the graph representation is easily invoked. [58, 69, 164, 200, 234, 237, 238]
These tools have been applied to a number of organometallic reactions [58, 122, 132, 155,
156, 163] and even shown to be able to uncover unexpected elementary steps and inter-
mediates. While graph theories cannot assure complete examination of reactive space–just
like other exploration methods–their abilities to inform chemical intuition about new types
of reaction steps has made them especially valuable tools. The present work introduces
a novel graphical approach for reaction mechanism exploration on surfaces (Figure 3.1),
which have substantial complications beyond finite cluster/molecular systems.

The complications of surface reaction discovery are delineated as follows. (1) Effi-
cient RP and TS finding for surfaces requires designing a new coordinate system to handle
periodicity and high coordination number of surface atoms. [89, 101, 184] A molecule on
a surface can interact with multiple surface atoms and binding sites, resulting in reactive
modes that are unique to surfaces and thus not trivially handled by gas-phase reaction find-
ing techniques. This aspect will be drawn out below in the examination of propanoic acid
decomposition, where multiple binding sites will be shown to be important. (2) Any reac-
tion discovery tool will need to treat unimolecular and bimolecular reactions taking place
on surfaces, as in the deposition reaction of the penultimate section of this paper. (3) An-
other complication is in sampling the initial binding sites to which the reactants become
connected and undergo chemical transformation. This aspect requires aligning adsorbate
molecules and binding sites in a variety of adsorption orientations to find reasonable start-
ing structures for elementary reactions, a feature missing in many methods developed for
cluster/molecular systems.
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Figure 3.1: Conceptualization of S-ZStruct. An arbitrary PES with different sets of driving
coordinates–enabling combinatorial search of the PES–are shown here.

This article presents a reaction mechanism search method capable of examining the
fundamentals of surface chemistry by discovering a variety of plausible elementary steps,
beyond those available to chemical intuition. The proposed method systematically gener-
ates all the combinations of driving coordinates based on reactive sites identified by the
user and (computationally tractable) connectivity rules. Starting from a single initial state,
this method finds all the single elementary step reactions and products, and the process
may be repeated to construct full reaction networks. In the Methods section of this article,
this technique will be introduced in detail, and two challenging surface reactions will be
discussed in the Results section.
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3.3 Methods

3.3.1 Single-ended growing string method

The growing string method (GSM) [101, 169, 233, 235, 238] is a computational protocol
for finding individual TSs and RPs. GSM forms a RP by iteratively adding new chemical
structures (nodes) until a TS with stable intermediates on each side of the RP (string) is
present. GSM has been shown to be more efficient than other competing methods [101]
mainly due to its growing nature, i.e. incremental addition of new nodes which results in
avoiding high energy regions of the PES.

GSM is implemented for molecular and surface chemistry reactions in gas phase and
has three main phases: growth, optimization, and exact TS search. These three phases and
their components work synergistically to locate TSs and form RPs efficiently and reliably.
Among GSM’s building blocks, the reaction tangent is an important component since it
determines the growth direction and the constraint for geometry optimization. This tan-
gent allows single-ended growing string method (SE-GSM) to find a RP, TS, and reaction
product in one single run. Starting from a local minimum, the Cartesian coordinates of
the initial state are converted to internal coordinates and desired changes in connectivity
(bond breaks and formations and changes in angles and torsions) are added to the internal
coordinate set. Based on this information, the reaction tangent for SE-GSM is defined, and
SE-GSM is reliable in finding RPs in the direction of the tangent. Full details on GSM
can be found in previous articles. [101, 233, 235, 238] Importantly, a chemical space of in-
terest can be explored using a variety of reaction tangents, allowing a driving coordinate
generator to provide the search directions for SE-GSM.

3.3.2 S-ZStruct method

To overcome the complexity of exploring a given chemical system of high dimensionality,
a systematic, low-cost search method is needed. As chemical reactions change chemical
bonding, one class of reaction discovery method uses changes in connectivity as the means
for its exploration [57]. While this could be done over the entire internal coordinate space
of the system, exploring the whole chemical space without restrictions would be computa-
tionally intractable.

In S-ZStruct, atoms that are allowed to undergo changes in connectivity (e.g. with
bonds to them being broken or formed) are identified by the user as reactive centers. To de-
termine their connectivity to other atoms, the distance between the reactive center and each
atom is compared with the sum of their atomic radii. If the distance between two atoms is
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smaller than the sum of their atomic radii, they are deemed connected. After determining
the connectivity, the atomic coordination number is trivially available. Based on these two
concepts–chemical bond and coordination number–ZStruct [234, 237] encodes this infor-
mation into a graph where new connections may be formed between unlinked atoms, and
connections broken between linked atoms. To ensure that only reasonable chemical steps
are sampled, coordination number restrictions are applied, for instance, such that C does
not become 5 coordinate, or H zero coordinate. The internal coordinate system of GSM
provides a direct link between a RP optimization method and the driving coordinates of
ZStruct. The integration of GSM with S-ZStruct results in relatively low costs for discov-
ering TSs: less than 1,000 gradients are required per TS. This strategy therefore is highly
efficient compared to MD techniques, where ∼10,000 gradient calls are needed to locate a
single reaction pathway.

The original ZStruct method, however, has no ability to handle surface sites, where
attachment occurs not necessarily at a single atom, but often at bridge or hollow sites be-
tween groups of atoms. Therefore S-ZStruct was implemented and will be described in the
following sections. Similar to ZStruct, it uses connectivity and coordination number rules
with some modifications that make it suitable for the study of surface chemistry reactions.
S-ZStruct is made of five main stages: (1) binding site finding, (2) aligning and sampling
reactant structures, (3) geometry optimization, (4) unique structure identification, and (5)
isomer generation and SE-GSM invocation. These steps are outlined in Figure 3.2.

(1) Binding site identification. Binding sites on surfaces are the active sites to which
adsorbate molecules connect. The available binding sites on each surface depend on the
slab termination, and these are identified using standard definitions on flat surfaces. The
Atomic Simulation Environment [10] (ASE) is used to create the initial surface structures,
and S-ZStruct then identifies standard binding sites (atop, bridge, fcc, hcp, and hollow) on
typical flat surfaces such as FCC, BCC, and HCP crystal structures with 100, 110, 111, and
0001 terminations. For unconventional surfaces, the user can input binding site coordinates
manually.
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Figure 3.2: Process flow for S-ZStruct. (Input) Cartesian coordinates of the slab and ad-
sorbates are input, separately, (Step 1) Binding sites are identified, (Step 2) Adsorbates are
added to selected sites with sampling of adsorption orientations, (Steps 3 & 4) Geometries
are optimized and unique structures selected, and (Step 5) Driving coordinates are created
for SE-GSM.

+

(a) (b) (c)

Figure 3.3: (a) Each bond is treated as a vector and the averaged bond vector determines
the less crowded side of the molecule. (b) The surface normal originating from the selected
binding site (black sphere) is calculated. (c) Surface and adsorbate are aligned using the
calculated averaged bond vector and surface normal.

(2) Aligning and sampling chemical structures. The relative position of the moieties in-
volved in a surface reaction is an important factor that determines its feasibility. S-ZStruct
therefore aligns chemical structures onto the surface by taking the adsorbate molecule, fac-
ing its binding atom downward towards the surface, and moving the molecule into contact
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with the surface binding site (see Figure 3.3). Since the rotational orientation of the ad-
sorbate also matters, the adsorbate is rotated along the binding axis at specified angles to
produce multiple starting conformations. To ensure low energy starting structures for TS
finding step are found, S-ZStruct repeats this sampling within a radius around the chosen
binding site (Figure 3.2, step 2).

(3) Geometry optimization. Structures generated in stage 3 are optimized using DFT
methods and the output is used in stage 4. This is the first computationally costly step.

(4) Unique structure identification. When geometry optimization is complete, the root
mean square deviation (RMSD) of atomic positions for each pair of structures is compared
to filter out duplicate structures. Structures with low RMSD value are considered identical.
Even after removing duplicate structures, it is possible to end up with a large number of
initial structures for next stage. Unique optimized structures are thus sorted by energy and
lowest energy chemical structures are selected for next stage.

(5) Assigning driving coordinates for SE-GSM. When stages 1 through 4 are complete,
the final step for generating driving coordinates and locating TSs is initiated. Since S-
ZStruct is capable of exploring unimolecular and bimolecular reactions, the driving coordi-
nate generation procedure depends on the type of reaction being studied. For unimolecular
reactions (primarily dissociative) the bonds between the connected reactive centers are bro-
ken and each new fragment is driven towards a nearby binding site. All the empty binding
sites within a 3.0 Å vicinity of each reactive center are considered, and the pair of binding
sites that are farthest apart are selected as the fragment destinations (Figure 3.4). This cat-
egory of reactions will be tested by propanoic acid dissociation on Pd(111) surface in the
Results section.

Bimolecular reactions are generally more complex than the first category. To sam-
ple these reactions, combinations of connectivity breaks are generated for reactive atoms
first. The coordination number for all the other reactive atoms is determined to avoid un-
reasonable chemical reactions before generating bond-forming driving coordinates. Then,
combinations of add and break moves are generated, with a limit of four simultaneous add
and break moves (two of each). This category of reactions has been tested on the atomic
layer deposition (ALD) reaction to create TiN on Si(100).

After driving coordinates are generated for each optimized initial structure, TS finding
commences using SE-GSM. Since SE-GSM produces single elementary step reactions, all
intermediates/products of each step will be available for subsequent iterations of S-ZStruct
to determine full RPs.
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(a) (b)

Figure 3.4: (a) The bond between green and red fragments will be broken. Available
binding sites for each fragment are shaded by the fragment’s color. The binding sites
marked in light blue are the selected binding sites where each fragment will end up on.
(b) NH3 dissociating to form NH and H fragments. N and H are marked in green and red,
respectively, and will be driven to the binding sites marked in the same color.

3.4 Computational Details

Initial geometries were created using ASE. [10] Reactant structures were optimized us-
ing the BFGS Line Search optimizer and were considered converged when the maximum
force on each atom was below 0.05 eV/Å. All energy and gradient calculations are per-
formed in a plane wave basis set under periodic boundary conditions as implemented in
the Vienna Ab Initio Simulation Package [115–118] (VASP). The PBE functional and
projector-augmented wave methods are used to describe the exchange-correlation energy
and electron-ion interactions, respectively. An energy cutoff of 300 eV and a smearing
parameter of 0.2 eV were used for the plane waves. The Brillouin zone is sampled using
a 1×1×1 Monkhorst-Pack mesh. A Pd slab with 2 layers and 12 atoms in each layer is
used for propanoic acid dissociation network, while the bottom layer is kept fixed. The
Si slab has six layers, with 16 atoms in each layer. Surface GSM is implemented in C++
and invokes ASE to provide the quantum mechanical gradients through VASP. S-ZStruct
is implemented in C++ and Python and uses Open Babel [1, 159] to determine interatomic
connectivity. To compare structure similarity in Stage 4, a RMSD value of 0.01 Å was cho-
sen. For elements in the test examples, the maximum and minimum coordination numbers
were fixed such that hydrogen maintains single coordination, carbon must be 1-4 coordi-
nate, oxygen is 1-2 coordinate, and titanium has a maximum coordination number of 6.

42



3.5 Results and Discussion

3.5.1 Propanoic Acid Dissociation Network on Pd(111)

S-ZStruct’s capacity for uncovering unimolecular reactions was tested on key reactions in-
volved in the decomposition of propanoic acid to ethane on Pd(111). [130] This reaction
network has been extensively investigated by the Heyden group [21, 129, 129–131, 133]
for its role in biomass hydrodeoxygenation, [130] where this step is believed to be rate
limiting for the overall process. [130] Of specific interest is whether the sampling capabil-
ities of S-ZStruct could (at minimum) reproduce the previously reported initial elementary
steps along this pathway (i.e. Figure B.1), which were all generated using chemical intu-
ition. Because this test case involves a large number of plausible RPs and intermediates,
S-ZStruct’s ability to sample additional degrees of freedom, automatically set up calcula-
tions, and provide single-ended searches is expected to allow a rapid, thorough examination
of the reaction mechanism.

As it is our intent to test S-ZStruct on nontrivial reactions, two intermediates (derived
from propanoic acid) in the center of the reported reaction network on Pd(111) (Figure B.1)
were considered rather than propanoic acid itself. Figure 3.5 shows the elementary steps
found by S-ZStruct for intermediate 1, ethylidene-1-ol-1-olate. Figure 3.6 likewise gives
the reactive steps immediately connected to 2, carbonylethylidene. Using the reactive atom
selection shown in red, all previously identified RPs were found for 1 and 2, showing
good enumeration over the possible unimolecular reactions. Even more so, one pathway
from each intermediate (P1, P6) was not previously reported, and these are highlighted
in blue. This step, methyl fragmentation, was not previously studied because the authors
had assumed it was not important to the reaction network. S-ZStruct, on the other hand,
samples any pathway consistent with the reactive atoms, and therefore located these two
possibilities.

S-ZStruct additionally provides the ability to sample adsorption orientations on the sur-
face. For the carbonylethylidene geometry (Figure 3.7), S-ZStruct created three initial
adsorption orientations (0°, 30°, and 60°) that were optimized to find the three stable ad-
sorption structures. The previously reported initial structure [130] matches the current 0°
geometry, and the 30° structure was 4.0 kcal/mol above the 0° and 60° geometries, which
were degenerate. Interestingly, the specific details of the reaction mechanisms vary with
adsorption orientations, as summarized in Table 3.1. Figure 3.7 shows that as the initial
structures decomposed, different adsorption sites were preferred by products of each ele-
mentary step. However, there are still some similarities between the results, for example
CO fragments prefer high coordination binding sites while CH3 is more stable on low
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Figure 3.5: Reaction paths for intermediate 1 of figure B.1 as calculated by S-ZStruct.
Reactive atoms are marked in red. Energies are in kcal/mol.

coordination bridge position. Computed activation energies for each reaction also vary,
depending on how much the neighboring binding sites of a dissociating fragment help fa-
cilitate the reaction. Vitally, the activation energies at the 60° geometries were uniformly
lower than the 0° geometry, demonstrating how important it is to sample these degrees of
freedom when computing realistic RPs.

3.5.2 Atomic Layer Deposition of TiN using TDMAT and Ammonia
on Si(100)

Titanium nitride (TiN) is one of the widely used diffusion barriers in modern inorganic
semiconductors. [152] TiN can be deposited on Si surfaces using techniques such as physi-
cal vapor deposition (PVD), chemical vapor deposition (CVD), and atomic layer deposition
(ALD). [107] ALD is especially useful because it leads to conformal layers with molecular-
level control over their thickness, which is especially useful as the size of structural features
continues to shrink. ALD achieves this using alternating cycles of two self-limiting and
complementary reactions that use gaseous precursors, overall resulting in layer-by-layer
growth. Two common precursors for ALD of TiN are tetrakis(dimethylamido)titanium
(TDMAT) and ammonia (NH3). [225]

Despite its popularity, the reaction mechanism for ALD of TiN is not completely un-
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0° 30° 60°

ID Atom† Ea Erxn Binding Site∗ Ea Erxn Binding Site∗ Ea Erxn Binding Site∗

P6 C 35.7 22.9 bridge 46.5 11.7 bridge 32.3 10.1 bridge
P7 H 25.3 -4.9 fcc 36.8 11.1 bridge 15.9 5.8 bridge
P8 C 21.7 -13.2 hcp 15.5 -25.7 fcc 16.6 -21.5 hcp
P9 H 17.8 -9.4 hcp 13.5 -19.1 fcc 14.6 -2.7 hcp

∗The binding site where the dissociating fragment ends up on.
† Atom of the fragment directly connected to the binding site.

Table 3.1: Final binding sites of the dissociated fragments and activation energies calcu-
lated for adsorption orientations of intermediates 1 and 2 of propanoic acid reaction at 0°,
30°, and 60°. All energies are in kcal/mol
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derstood, limiting the ability to tune the precursors and conditions for improved reactivity.
Computational studies, however, can investigate this process at molecular level to provide
deep atomistic insight into its chemistry. The first few steps of TiN ALD include transami-
nation, ligand elimination as dimethylamine gas, and insertion of ammonia as NH2. While
these particular steps are qualitatively well-understood, S-ZStruct can be useful for provid-
ing 3-dimensional and energetic information to better inform these steps. The later steps of
reaction, however, involve reduction of Ti(IV) to Ti(III) and are poorly understood. These
reductive pathways will serve as a strong test for S-ZStruct’s power to discover new reac-
tions, and therefore inform chemical intuition.

After a sequence of S-ZStruct runs, the TiN ALD process was found to proceed through:
Step (1) Addition of ammonia to replace surface hydroxides by NHx species, with concur-
rent release of H2O. Step (2) Deposition of titanium via ligand exchange between NH2

and TDMAT, extruding dimethylamine gas. Steps (3 and 4) Bonding of Ti to neighboring
NH *2 groups to form N bridges that are observed in the TiN unit cell. Step (5) Ti reduction
and addition of ammonia to the Ti-terminated surface and preparing it for addition of fur-
ther TDMAT species. Repeating steps 2 to 5 provides access to additional layers of TiN. A
summary of activation energies and elementary step reactions are shown in Table B.2 and
Figures 3.8 to 3.10 and B.2 to B.4.

Step (1): Nitrogen nucleation during first NH3 cycle. To initiate nitride growth on the
surface, NH3 molecules are attached onto the OH-terminated Si(100) surface by proton
exchange between OH* and NH3(g). After this step, the surface becomes NHx terminated
(x=0-2) and water is produced. This step is shown in Figure B.2.

Step (2): Deposition of Ti layer. Ti is incorporated onto the surface NH2 centers through
transamination [62, 127] during the first TDMAT cycle (Figure B.3). Activation energies
and heat of reactions for this step and competing reactions are summarized in Table B.2.
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Figure 3.8: RPs for the reaction between Ti* and subsequent NH *2 species (Step 3). Reac-
tive atoms are marked in red and blue. Energies are in kcal/mol.

Steps (3 and 4): Ti-bridging steps. From the single Ti-N bond of Step (2), proton-
transfer/ligand-exchange reactions rearrange the bonding to be closer to the expected
bonding-network of TiN(111), where each Ti is connected to six nitrides in an octrahedral
configuration. Two reactions happen in this stage, where diamido ligands on Ti undergo
proton-transfer followed by dimethylamine release, where in each step a Ti−N bond is
formed. While these steps are all endothermic, the increase in entropy from gas release
makes these reactions thermodynamically favorable (Figures 3.8 and 3.9). After Steps 1 to

4, Ti on the surface remains Ti(IV), as the ligand-exchange reactions leave the oxidation
state unchanged.
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Step (5): Ti reduction. The reduction of Ti(IV) to Ti(III) is a vital, yet little understood
step of TiN ALD. Two proposed mechanisms have been suggested, one involving reductive
elimination of hydrazine derivatives [51–53] and the other β-hydride elimination involving
dimethylamido ligands. [31, 32] Byproducts suggestive of each of these reactions have
been observed experimentally. [31, 32] It is unclear, however, from which intermediates
these reactions may take place, or their relative kinetic viability. Therefore the starting
geometries for S-ZStruct represent intermediates generated prior to (reactions 15 to 17)
or after (reactions 13 and 14) the second ammonia cycle. Activation energies and heat of
reactions from S-ZStruct for some unfeasible elementary reactions of Ti reduction at the
reaction conditions (T = 150 ◦C - 200 ◦C) are summarized in Figures B.5-B.7.

Three reactions were found to release hydrazine derivatives and reduce Ti(IV) to Ti(III),
reactions 13, 14 and 15 of Figure 3.10. Two of these reactions (13, 14) have large activation
barriers, while the intermediate of reaction 15 with two alkyl amido groups has favorable
electronics and thus a relatively low barrier of 40.3 kcal/mol. The most viable reduction
pathways involve β-hydride transfer from one of the methyl groups of a diamido ligand to
the N of a neighboring ligand (reactions 16 and 17). The barrier is substantially reduced in
17 compared to 16 due to the high valence of the Ti centers.

The starting structure of reaction 17–the lowest barrier pathway–has two Ti centers,
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Figure 3.10: Alternative Ti reduction pathways. Energies are in kcal/mol.

one with a tetrahedral and the other a distorted trigonal bipyramidal geometry, whereas in
reaction 16 both metal centers start with a tetrahedral geometry. Due to these steric effects,
the distance between the hydride-accepting N and transferring H is 3.5 Å in reaction 16,
while this distance is 3.1 Å in 17 at the reactant geometry. The change in the bond length
between the Ti center and the H-accepting nitrogen is the same in both reactions (1.9 Å to
2.2 Å ), but the angle changes are quite different. The C−H−N angle between H-donating
carbon, transferring hydrogen, and H-accepting nitrogen changes from 104.3° to 170.2°
in reaction 16 from the reactant intermediate to the TS, and 116.7° to 161.4° for reaction
17. In other words, the starting geometry of reaction 17 is more predisposed for reduction
compared to that of 16, as 17 has key geometric parameters that start closer to its product
than 16. Overall, the extra ligand of 17 is responsible for steric distortions that strongly
promote reductive elimination via β-hydride transfer.

Putting Steps 1 through 5 together, Figure 3.11 shows a possible mechanism for the
overall reaction cycle of TiN deposition on Si(100) surface. Two primary reaction types
comprise the entire cycle: ligand exchange and β-hydride transfer, where the former is
rate-limiting through step 4. Details of this reaction cycle are expected to help design new
ALD precursors for TiN deposition.

The proposed reaction sequence is related to, but distinct from, ALD of TiN on Cu(111).
[101] On Si, the ALD process initiates by N nucleation onto atop or bridge sites, which
occurs through proton-exchange with the OH-terminated slab. In contrast, on Cu(111), N
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is placed in fcc or hcp sites via N−H bond dissociation to form dihydrogen. After N sites
form, the two surfaces undergo similar ligand exchange reactions with the TiN precursor,
and formation of intraligand H-bonding networks stabilizes the reaction intermediates to
accelerate proton-transfer. [101] The reduction step was not studied on the Cu(111) surface,
but we surmise it may occur through a similar β-hydride transfer mechanism.

3.5.3 Atomic Layer Deposition of W from WF6 and SiH4 on Si(100)

In this study, tungsten ALD takes place on hydroxyl-terminated Si(100) slab with WF6 and
SiH4 precursors acting as as sources of W and reducing reagent, respectively. The reaction
can initiate in two ways, either WF6 molecules reacting with −OH to form HF or HOF (2
and 3), or silane displacing the −OH through hydrogen gas or water formation (4 and 5).
The lowest energy path for this step has an activation energy of 7.5 kcal/mol, however it
produces structure 3 that has oxygen impurities in the W layer. The water displacement
pathway using silane results in a more stable intermediate (-13.2 kcal/mol) with a higher
activation energy (Ea=36.2 kcal/mol). Another step of this reaction between −OH and
SiH4 removes −OH groups from the surface and results in SiH2 species that are doubly-
coordinated to Si surface atoms (structure 6).
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At this stage, the other precursor, WF6, is introduced to the reaction where it transfers
one of its F ligands to the Si center of deposited silane, removing one of the coordinations
between Si and the surface (double to single coordination), and opening up a new sur-
face site for W attachment (Ea=15.4 kcal/mol). At this point, a ligand-exchange reaction
followed by ligand-transfer results in extruding SiF4 with small activation energies of 2.6
and 7.5 kcal/mol, respectively. Alternatively, a ligand-transfer from WF5H to SiF2H with
an activation energy of 24.8 kcal/mol could produce trifluorosilane and adsorbed WF3H
(∆E=3.3 kcal/mol). In the next step, another round of silane addition is carried out, re-
moving a hydrogen atom from W center of intermediate 17 through ligand-exchange with
silane, releasing hydrogen gas (Ea=21.9 kcal/mol). Repeating silane reaction cycles will
reduce W(IV) in 23 to W(0) through HF, F2, and SiFxH(4-x) production and deposit layers
of tungsten on silicon slab.
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3.6 Conclusions

Elucidating a reaction cycle, including its relevant intermediates and connecting TSs, is
one of the major challenges in computational chemistry. While understanding a chemi-
cal process gives enormous control, creating the complete reaction network of a chemical
process is usually computationally expensive and requires much manual labor. This is es-
pecially the case for surface reactions, which typically have many intermediates and a host
of reactive possibilities.

To overcome these difficulties, the S-ZStruct method is herein developed and tested for
the systematic study of surface reactions. The five main stages of S-ZStruct: binding site
finding, reactant binding and orientation sampling, geometry optimization, unique structure
identification, and creating driving coordinates, were specifically designed for investigat-
ing reactivity on surfaces, and are distinct from the original ZStruct method. S-ZStruct
was found competent for studying unimolecular and bimolecular reactions, and has been
tested using propanoic acid and TiN ALD reaction networks as examples in each category,
respectively. Multiple adsorption orientations for the intermediates of propanoic acid reac-
tion were found, each yielding different activation energies and reaction mechanism. Not
only was S-ZStruct able to reproduce routes known in the literature and to chemical intu-
ition, it also located realistic, previously unexplained pathways for reduction of Ti in the
ALD reaction. In summary, S-ZStruct–which leverages the power of the SE-GSM–is now
expected to unearth more reaction possibilities involved in a wide variety of challenging
surface chemistries.
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CHAPTER 4

Multivariate Linear Analysis of Thermodynamic
and Steric Parameters for Characterizing KtnC

Catalyzed Biaryl Coupling

4.1 Abstract

This report describes using steric and thermodynamic linear relationships to investigate and
understand the reaction mechanism and site-selectivity for KtnC catalyzed cross-coupling
of coumarin biaryls. Multiple reaction mechanisms are proposed for activation and cou-
pling of biaryl reactants while there is not enough evidence to suggest which mechanism
is operating for this specific cytochrome P450 enzyme. There are four different possible
reaction mechanism: 1) hydride abstraction 2) proton coupled electron transfer 3) hydro-
gen abstraction and 4) double hydrogen abstraction. To this end, the size of substituents
and ∆H values for elementary step reactions of each mechanism were calculated and exam-
ined for a linear relationship with yield. The highest correlation across all molecule classes
was observed between the double H-abstraction (di-radical) mechanism and the yield, with
substituent size playing a significant role in some molecule classes. Based on correla-
tion values, the results provide evidence for the di-radical pathway for cross-coupling of
coumarins. Additionally, the yield of the reaction for substrates with structural similarities
could be predicted using bond dissociation energies and size, as parameters.

4.2 Introduction

Chemists have always tried to formulate the reactivity and selectivity of chemical reac-
tions using electronic and steric parameters that are developed based on physical organic
principles [125, 219] in order to predict reactivity in similar classes of reactions and de-
sign optimal reagents. These parameters contain physical and chemical meaning, such as
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electronegativity, that can be tuned by modifying the substituent groups on a structural
framework like a benzene ring. There are a number of quantitative parameters available
for characterizing chemical reactivity and selectivty, such as Hammett σ [87], Tolman
cone angle [206], and Charton [46] and Taft [202] parameters. An early example is the
Hammett equation [87, 103] that gives information on the dependency of electron donat-
ing/withdrawing properties and reaction rate, an example of relationships that are broadly
described as linear free energy relationships (LFER) [88, 125, 146, 219]. LFER relate the
logarithm of a reaction rate constant for one series of reactions with the logarithm of the
rate for a related series of reactions. Using this principle, the behavior of a reaction can be
predicted by characterizing the reaction mechanism of a similar class of reaction.

Quantum chemical calculations can provide hundreds of chemical descriptors such as
charge, spin multipilicity, and orbital occupancy that can be used as parameters for building
a model like the Hammett equation to describe a chemical process. These descriptors can
be used as features in data analysis approaches like machine learning algorithms to unravel
chemical interactions and describe relationships that are more complex than the examples
given above. However, machine learning techniques need at least hundreds of data points
to operate reliably. With experimental reaction results, especially when the reactions are
hard to preform or time consuming, collecting hundreds of data points is impractical and
the analysis of the reaction’s controlling factors is possible only through LFER analysis.
Another limitation of machine learning techniques is their interpretability, meaning the
degree to which a human can understand the cause of a decision. In the context of chemical
problems, it is important to understand why a decision is made because the goal of model
development is to explain experimental observations and alter the reaction conditions or
reactant structures to achieve the desired outcome.

Before diving into the data analysis approach, the chemical problem at hand and its
significance needs to be explained. Designing synthetic pathways for compounds contain-
ing stereogenic centers has posed a great challenge to synthetic organic chemists [35,220].
An important class of chiral molecules, axially chiral biaryl compounds (CBC), are ro-
tationally hindered biaryls (atropisomers) where the configuration at the biaryl axis can
dictate bioactivity in natural products and pharmaceuticals [35]. Examples include antibi-
otic heptapeptide vancomycin [72,128,143], antimalarial korupensamine E [128,220], and
gossypol [220] that is used as a male contraceptive in some parts of the world and it is also
an antimalarial drug (Figure 4.1). Synthetic axially chiral biaryls, such as BINOL [224]
and BINAP [5], are used as chiral auxiliaries or ligands by chiral catalysts for asymmetric
synthesis.
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E, (d) BINOL, and (e) BINAP.
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Despite the significance and extensive studies on CBCs, they are still challenging to
access through chemical synthesis [34]. Established approaches for the synthesis of biaryl
compounds [34,35,113,182,188], including oxidative cross-coupling of phenols [128] with
transition metal catalysts [], can be atroposelective if chiral ligands are utilized, however,
it remains challenging to achieve high site- and enantio-selectivity across a broad range of
substrates.

Designing a synthetic route that is atom economical, environmentally benign, and pro-
ceeds under mild reaction conditions with high site- and stereo-selectivity is an active re-
search topic in this area. Identification and expression of KtnC and DesC [143] which are
fungal cytochrome P450 enzymes that catalyze regio- and stereo-selective intermolecular
biaryl couplings opens new avenues for asymmetric biosynthesis of chirally active biaryls.
The native substrate for these enzymes is 7-demethylsiderin, (1), which is catalyzed to 6,8’
(2) and 8,8’ (3) isomers by DesC and KtnC, respectively (Figure 4.2). 7-demethylsiderin
has a coumarin scaffold with three potential C−C bond formation sites, making the prod-
ucts regio- and stereo-isomers (total of 9 regio-isomers with 2 stereo-isomer for each regio-
isomer). The goal of this project is to develop KtnC as a general biocatalyst for the asym-
metrical coupling of aromatic compounds. At this stage, the goal is to understand and
predict the reactivity and selectivity of the reaction for courmarin containing substrates,
and use this information to selectively synthesize the desired regio- and stereo-isomer of
any aromatic compound.

4.3 Results and Discussion

Despite numerous studies on using cytochrome P450 enzymes to catalyze coupling reac-
tions, to date, no in-depth structural or mechanistic studies on KtnC have been reported due
to limited information about the structure and active site of the enzyme. Given the lengthy
and cumbersome procedure of synthesis, purification, and identification of biosynthesis
products, using alternative approaches like multiparameter analysis could help in identify-
ing the reaction mechanism, the rate limiting step, predicting site-selectivity and the yield,
and eventually substrate engineering to achieve asymmetric coupled products with high
yields.

4.3.1 Experimental Results

The goal of this project is to synthesize a variety of atroposelective biaryls with high yield
and site-selectivity where a range of substrates are screened for this purpose. For each set
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of reactions in Table C.1, the column molecule (A partner) is combined with each of the
row molecules (B partner) in 1:10 or 1:20 ratio. It was observed that increasing the ratio of
B increases the yield of A−B heterocoupling product until it reaches a plateau. The reac-
tions are run in vivo using P. pastoris and the products are then separated for concentration
and yield analysis using LC-MS. The remaining concentration of A and B and the concen-
tration of A−A, A−B, and B−B products were measured using 1,3,5-trimethoxybenzene as
the internal standard. The area under each peak in LC-MS corresponds to the concentration
of that product and it could be converted to percent yield conversion using the starting con-
centrations and A partner as the limiting reagent. The yields measured using this method
are reported in Table C.1.

Figure 4.2: DesC and KtnC enzymes biocatalyze M-desertorin A, structure 2, and P-
orlandin, structure 3, products starting from 7-demethylsiderin, 1.

4.3.2 Proposed Reaction Mechanisms

Multiple mechanisms [40,80,231] are proposed in the literature for cytochrome P450 class
of enzymes that are briefly discussed here. The first mechanism (Figure 4.3a) involves hy-
dride abstraction to form an electrophile at C8 position of the A partner at 6 that attacks
the C8 carbon of B partner to form intermediate 7. Proton abstraction from intermediate
7 results in structure 8. The hydride abstraction mechanism is suggested to consist of an
initial H-atom abstraction followed by a very fast electron transfer [43, 203]. This mecha-
nism is proposed based on a combination of mass spectrometry and DFT studies on models
of enzyme heme-centers in gas-phase. It is also observed that the reaction mechanism
could change by changing the substrate, for example cycloheptatriene proceeds through
hydride transfer, whereas cyclohexadiene and toluene react through hydrogen atom ab-
straction [43].

Another possible pathway, proton coupled electron transfer (PCET) [178, 199, 230],
starts with an electron abstraction from the phenolic oxygen that results in a radical cation
activated substrate 9. This structure undergoes a proton transfer to form an activated radical
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structure. A resonance form of the activated radical substrate, 10, (Figure 4.3c) attacks the
closed-shell partner to form a C−C bond and yield 11, and then the final product 8. PCET
could proceed as a concerted single-electron, single-proton transfer or in could happen
consecutively.
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(b) Mechanism 2, PCET, consists of consecutive reaction steps of electron and proton transfer.
Structure 10 is a resonance form of the activated substrate. The activated radical substrate attacks
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(c) Mechanism 3 shares intermediates 10 and 11 with mechanism 2, however the activation step is
different. In this mechanism, the π-stacked complex 4 undergoes an H-atom abstraction to generate
intermediate 12 and resonance form 10.
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(d) Mechism 4 consists of 2 elementary steps. Step 1 is identical to mechanism 3, followed by a
second H-atom abstraction to form a bi-radical intermediate 14 that would eventually recombine to
form product 8.

Figure 4.3: Proposed reaction mechanisms for biaryl coupling catalyzed by KtnC enzyme.

Alternatively, we can have a single or double H-abstraction steps leading to mechanisms
3 and 4 of Figure 4.3. In mechanism 3, the heme active site of the enzyme abstracts a
H atom and is reduced to iron(III), while forming an activated free radical substrate 12.

60



The resonance form of radical 10, with the single electron at C8 can attack the closed-
shell molecule to form a C−C bond (11). This H-abstraction can occur one more time,
13, to form two free radical partners and produce water and iron(II), followed by two
radicals combining to form the 8,8’ product 8. This reaction is reported in the literature
[80, 198, 231], but there is no concrete evidence on the operating mechanism.

4.3.3 Linear Regression Analysis of Thermodynamic and Steric Prop-
erties

Multiple physical properties are tested for a relationship with the yield in order to identify
the reaction mechanism and predict the yield of the reaction. For the modelings in this
section, linear regression is used because of (1) the limited number of datapoints available
in each subgroup of reactions and (2) the importance of interpretability of the model for
explaining observations using chemical concepts. Having only tens of datapoints restricts
the number of mathematical models that could be applied to the data while also avoiding
overfitting.

Based on physical organic principles, steric and electronic effects play a significant
role in controlling the reactivity of given sets of reactants. In order to quantify these ef-
fects, subsets of coumarin molecules with methyl group on the C5 position and varying R
groups on C4 position are selected. For steric effects, the sterimol parameters [33] are used
to quantify changes in the size of substituents while no electronic parameter is available
to measure the effects of R groups on neighboring rings in biaryl systems. Sterimol pa-
rameters consists of three elements that measure the minimum and maximum widths of a
substituent and the total distance following the primary axis of attachment of R groups. It
should be emphasized that electronic and steric effects are inseparable in this case (with the
%yield results available to us) because the reactions are catalyzed by an enzyme and while
changes in ether groups increase electron donating/withdrawing property, it also makes the
substrate bulkier, interfering with enzyme’s activity. Because the measured yield values are
only available for a limited number of substrates, the comparison of electronic effects for
R groups with similar size (like ethyl, methoxy, fluorine or chlorine) or similar electronic
effects but varying size (such as tertiary butyl and methyl) is not feasible. Thus, identifying
the importance of sterics or electronic effects without contributions from the accompanying
effect is not possible yet.

Evans-Polanyi principle states that the activation energy and the enthalpy of reaction are
proportional for reactions in the same family. Based on this, it is assumed the rate limiting
step for each mechanism is the activation step and the ∆H values for each mechanism’s
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activation pathway are calculated in order to distinguish between different reaction mech-
anisms. Some of the mechanisms share common intermediates, but they all have different
activation steps and intermediates. It was also observed that the thermodynamic properties
of the π-stacked complexes between the reaction partners play an important role in acti-
vating the substrates. The stacking is the result of attractive interactions between aromatic
rings and their π bonds. π-stacking is responsible for many important structural phenom-
ena such as self-assembly and protein ligand binding as well as controlling stereoselectiv-
ity in some classes of reactions [114]. Thermodynamic and steric properties of individual
molecules (non-complex form) show no correlation with the yield while these properties in
the complex form show relatively significant correlation with reactivity, given that the ex-
periments are performed in biological systems that makes the measurement highly complex
and the reaction results very dependent on small changes in reaction conditions.

Another objective was to predict the yield of the reaction with just a few features that
could be easily obtained from quantum chemical calculations. To achieve this, multivariate
linear regression with size and bond dissociation energies (BDE) as variables is also used
to predict the yield of reactions while the error is measured using mean square error loss
function (Figure 4.4).
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Figure 4.4: BDEs and sterimol parameters for a range of substrates are calculated and the
linear relationship between the calculated parameters and reported experimental yields is
examined to identify any significant correlation and reaction mechanism.

4.3.3.1 Identifying the Reaction Mechanism

As mentioned before, there are four different reaction mechanisms proposed for this reac-
tion. In an attempt to identify the operating pathway, enthalpies of each elementary step
are calculated and compared with the reported experimental yield. The following reactions
are considered:
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∆HA(O+): AO−H BOH −−−→ AO+ + BOH + H– Mech. 1
∆HB(O+): AOH BO−H −−−→ AOH + BO+ + H– Mech. 1
∆HA(O.+): AO−H BOH −−−→ AOH·+ + BOH + e– Mech. 2
∆HB(O.+): AOH BO−H −−−→ AOH + BOH·+ + e– Mech. 2
∆HA(O.): AO−H BOH −−−→ AO· + BOH + H· Mech. 3
∆HB(O.): AOH BO−H −−−→ AOH + BO· + H· Mech. 3
∆HA(2O.): AO· BO−H −−−→ AO· + BO· + H· step 2 of Mech. 4
∆HB(2O.): AO−H BO· −−−→ AO· + BO· + H· step 2 of Mech. 4

∆H of each step was calculated for molecule class I (see Figure C.1), if a significant
correlation (R2 > 0.5) was observed for molecule class I, the ∆H for the same step was
calculated for other molecule classes to see if the correlation holds. Molecule class I was
selected for correlation checking because it has the highest number of datapoints (8 points).
No correlation was observed between the cationic pathway and yields for molecule class
I (Figure C.2c), so this pathway was ruled out. Another possibility was proton coupled
electron transfer, mechanism 2, where coefficient of determination was 0.55 for molecule
class I. However, repeating this analysis for molecule classes I and V gave R2 < 0.1 for
both sets. So, both mechanisms 1 and 2 are ruled out.

As mentioned before, radical and di-radical pathways are also suggested in the litera-
ture and recently further evidence for the radical pathway (direct attack of the radical) is
provided in a computational study for an intermolecular oxidative cyclization of griseoful-
vin [80]. ∆H of reactions 5-8 and the sterimol parameters of the R group at C5 position
were calculated and their association with log10(yield) was examined. The measured per-
cent yield values are very sensitive to cell growth state, temperature, and separation of yeast
debries from the product. To minimize the effect of experimental errors on yield and our
analyses, the log10 of yield was used for correlations, this way only significant changes in
yield are reflected in correlation analysis results. In data 1 with 8 datapoints (Figure C.3a),
where the A partner is the native substrate, we see a positive correlation between yield and
∆H of AB−−−→A·B· and a negative correlation between the size and yield. As the R groups
are getting bulkier, their electron donating property is also increasing, so it is not possible
to separate these two effects.

In molecule classes II and III, with 7 and 6 datapoints respectively, more endothermic
reactions result in lower yield while the dependency in size is not consistent between the
two sets. Like set 1, bulkier groups decrease the yield for set 2 (Figure C.3b) while this
effect is the opposite for set 3 (Figure C.3c). In set 3, both variables have small correlations
that could be attributed to low reactivity in this set (highest reported yield is 7.1%). The
correlation between size and log10(yield) is data 5 is less than 0.1, that could be explained
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by the relatively large size of −OEt group at C4 position of the A partner. The increase in
the size of C4 substituent with respect to data 1 could increase the distance between two
partners such that the size of the substituents on the other partner does not affect the yield
significantly, because there is enough space between two partners to accommodate bulkier
groups. Another difference between this set and the other three is the elementary step that
has the highest correlation with log10(yield); in this case, ∆H of AB· −−−→ A·B· becomes
more significant (Figure C.3d).
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Figure 4.5: Schematic representation of dependency between changes in ∆H and size vs.
the yield. ∆H values are also shown in Section 4.3.3.1.

Here, we are effectively measuring the BDE for homolytic O−H bond cleavage. It
should be mentioned that no correlation between ∆H/BDEs and log10(yield) was observed
for isolated molecules (meaning A or B by itself, not in the complex form), so formation
of the AB complex is playing a role is activating each substrate for H-abstraction. Based
on the calculated correlation values for each reaction mechanism for molecule class I, the
di-radical pathway seems more plausible because of its high correlation with yield. In
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addition to the relatively high correlation values (considering this is a biological system
and the correlation target is the yield, not the reaction rate), this pathway is consistently the
one with the highest correlation between all four molecule classes.

4.3.3.2 Identifying Site-selectivity

Due to limitations in accessing the crystal structure and active site geometry of the KtnC en-
zyme, modeling the reaction in enzyme’s active site is not possible, which makes studying
kinetic effects unachievable. However, we can calculate the thermodynamics of different
C−C bond formations and compare them with experimental site-selectivity findings to find
a pattern. Experimental site-selectivity results are gathered by comparing the LC-MS re-
tention times of authentic standards with the products from enzyme. Based on the values
reported in Table 4.1, for molecule ID 2 and 33 where there is a major and minor prod-
uct, the reported major product matches the connectivity of the lowest calculated ∆H. For
molecule ID 3 and 5, there are two equally proportional products, with one of them having
the 8,8’ connectivity. In these cases, the lowest ∆H corresponds to a different connectiv-
ity, but the second lowest ∆H matches the 8,8’ site-selectivity. In order to make sure this
prediction is not random, we need to have access to experimental site-selectivity results of
another molecule class to compare experimental reports with calculated ∆H values for that
set as well.

A−B - ȦḂ Ȧ−B - ȦB A−Ḃ - AḂ Exp. Ratio

Mol. ID R1 Group 6,8’ 8,6’ 8,8’ 3,3’ 8,3’ 3,3’ 3,8’ Ma - Mi Ma:Mi

2 R1=OEt -9.08 -8.83 -10.94 27.39 24.06 25.87 27.11 8,8’-Unk 12:1
3 R1=OiPr -4.62 -8.06 -6.04 25.80 25.51 25.45 31.64 8,8’-Unk 1:1
4 R1=OtBu -10.02 -9.35 -11.60 23.33 21.82 23.17 23.42
5 R1=OBu -3.85 -7.91 -7.50 29.94 26.70 29.49 29.63 8,8’-Unk 1:1
6 R1=NH2 -9.41 -9.10 -9.60 21.08 20.78 24.17 28.94
7 R1=NHMe -9.74 -10.12 -10.47 25.84 26.05 26.36 34.63
8 R1=H -12.90 -10.31 -14.03 18.08 16.08 24.89 24.52
9 R1=CH3 -10.89 -10.91 -12.39 18.76 17.14 20.44 20.70

33 R1=OPr -11.44 -10.01 -14.91 25.03 21.92 26.28 22.83 8,8’-Unk 3:1

Table 4.1: Comparison of the observed experimental connectivities and their calculated
∆H values. The major product for data 1 is 8,8’ and it matches the lowest calculated ∆H
values. The lowest ∆H of each row is in bold.
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4.3.3.3 Predicting the Yield and Substrate Engineering

For datatsets 1, 2, and 5, multivariate linear regression could be used to predict the yield.
The table below summarizes the Leave-1-Out (L1O) cross-validation results of C5-Me sub-
stituted yields for each of these sets. For substituents from the same group of chemicals,
i.e. amines or ethers, the test score will increase from the reported one in Table 4.2, consis-
tent with our ability to predict the behavior of substituents from the same chemical family.
Another method for predicting the yield is using natural charge analysis of the activated
complexes. In this case, the natural charge for atoms of each A or B partner is calculated
and the highest correlation between log10(yield) and charge is selected. A summary of the
correlation value and the atom index is given in Table 4.3 and Figure 4.7. We have not been
able to explain the variation in atomic indices between different molecule classes.

Mol. Class # of datapoints Test R2 Avg. coef. 1 (∆H) Avg. coef. 2 (size) Avg. intercept Avg. abs. error

1 8 0.738 52.66 -0.65 -10.72 4.75
2 7 0.777 -1.46 -0.29 51.66 2.28
3 6 -5.742 -0.33 -0.07 11.73 -11.0
5 7 0.558 -0.26 - 22.5 4.46

Table 4.2: C5-Me cross-validated predicted yield values.
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4.4 Conclusions

Regio- and stereo-selective synthesis of chemical compounds has always been challenging
using chemical synthetic methods, whereas nature has been able to selectively produce
complex chemicals with high yield and selectivity. The problem is that enzymes that are
nature’s way for synthesis are evolved to catalyze a specific substrate or class of chemicals.
In this work, a variety of substrates are screened for their reactivity in an attempt to develop
KtnC, a cytochrome P450 enzyme, as a general catalyst for cross-coupling of biaryls.

Detailed mechanistic investigation of KtnC enzyme is challenging due to limited in-
formation available on the structure and geometry of the enzyme’s active site. The crystal
structure for the active site is not available yet because part of enzyme’s protein chain is em-
bedded in the living organism’s membrane. As a result, performing computational kinetic
studies and modeling the reaction is not feasible at this point. So, the linear free energy
relationships are used to find a relationship between sterics and electronic properties of
substrates, and reactivity.

There are multiple reaction mechanisms proposed for this class of enzymes as shown
in Figure 4.3. Our results suggest that the operating mechanism is mechanism 4, where a
di-radical is formed through double H-abstraction and the activated di-radical complex is
combined to form the desired product. Based on the results, the enzyme plays a role in
pre-organizing the substrate pair into an activated complex that makes bond dissociation
easier for both substrates involved in the reaction. The governing rules for each molecule
set are slightly different, meaning the dependency on size or BDE is not the same across the
classes. There is not enough evidence to identify the rate limiting step for each molecule
class, but there is high correlation (R2 = 0.71) between AB· −−−→ A’B’ BDE step and the
yield in molecule class V. Using BDEs and sterimol parameters for size, it is also possible to
predict the yield within a reasonable accuracy for compounds that are structurally similar,
meaning they have only one varying substituent. Obtaining more conclusive results on

Molecule Class Highest R2 Atomic index A or B

1 0.802 C5 B in AB·

2 0.821 O1 B in A·B
3 0.895 C5 B in A·B·

5 - - -

Table 4.3: Highest correlation between charge on
at atom and yield.

Figure 4.7: Numbering of
the coumarin structure.
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the rate limiting step for each molecule class, effect of heteroatoms in the aromatic biaryl
structure, and the role of each substituent requires having access to a larger number of
experimental reactivity results.

In the current experimental setting (whole cell experiments), performing mechanistic
studies is not possible because such studies requires having access to the purified enzyme
for in vitro investigations, either isolated from yeast or expressed in E. Coli. With that, the
crystal structure of the enzyme could be obtained and QM/MM simulations could provide
more concrete evidence on the operating reaction mechanism. Experimentally, mutage-
nesis of amino acid residues in the enzyme provides information on which residues are
catalytically important and why. Combining theoretical and experimental results would
definitely clarify and explain the details of biaryl coupling reaction mechanism.
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CHAPTER 5

Conclusions

5.1 Summary of Contributions

While computational reaction discovery has made great progress in the case of organic and
inorganic small molecules due to their relatively small number of atoms, it is still challeng-
ing and expensive to study surface reactions computationally due to the number of electrons
and atoms in these systems. Additionally, the high coordination number and multiple bind-
ing sites of surface atoms combined with multiple potential adsorption sites in molecules
results in multiple starting structures that should be optimized and screened for reaction
path finding. The limitations of DFT methods for the study of periodic systems coupled
with multiple binding possibilities in surface structures makes exploring heterogeneous
systems a complex task.

The ultimate goal of reaction discovery methods is to guide experiments, rather than
being a complementary tool for explaining experimental observations. Developing compu-
tational methods capable of doing so requires designing and implementing methods that can
overcome the complexity of PES by performing efficient, reliable, and thorough searches
on designated areas of the PES. However, the widespread adoption of computational re-
action discovery methods, especially in heterogeneous catalysis, is currently obstructed
by two major hurdles. First, methods that can perform systematic searches in the desired
chemical space with minimal input from the user are not available. Second, RP finding
methods for heterogeneous catalysis are expensive due to inefficiencies in their design and
the large number of atoms in such reactions. Even when efficient computational methods
are available, there are cases where simulating the reaction mechanism using RP finding
tools is not feasible due to lack of information on the initial chemical structure of the re-
actants or the catalyst. Information gathered from quantum mechanical studies provides a
means to shed light on mechanistic details in these situations. The efficient treatment of
first and second problems and devising new methods for the third case are the main areas

69



to which this dissertation has contributed. This dissertation presents two reaction path find-
ing methods that can operate with minimal information from experiments. Surface-GSM
is a method for finding a RP, transition state structure, and reaction product is one single
run. Surface-ZStruct is the automation of surface-GSM where reactant alignment, geome-
try optimization setup, binding site and adsorption angle sampling, and RP finding is done
automatically by the program.

A more efficient and reliable reaction path finding method for the study of surface
reactions In Chapter 2, algorithmic details for implementing the surface growing string
method (surface-GSM) is detailed. This method is built upon molecular-GSM, but uses
a completely different coordinate system. The surface reactions pose a challenge in de-
signing a coordinate system because they are a combination of high coordination transition
metals with low coordination main-group elements. While including the surface atoms in
the coordinate system is important due to their role in supporting the structure of the slab
and adsorbate molecules, it is also not possible to convert them to internal coordinate sys-
tem. Treating the whole system using internal coordinates will impose a high computation
burden and make the conversion from Cartesians to internals and vice versa and geome-
try optimization very slow and inefficient. To overcome this problem, a new coordinate
system that is a combination of Cartesians and internal coordinates is designed and imple-
mented. In this new system, surface atoms that are not involved in the reaction are treated
using Cartesian coordinates while those attached to adsorbate molecules are included in
internals. Adsorbate atoms are also treated in internals as conventionally done. To ensure
efficiency and reliability, surface-GSM was benchmarked against nudged elastic band on
a test set of more than 40 elementary step reactions. The results indicate surface-GSM is
at least 2 times faster than nudged elastic band and converges even in cases that nudged
elastic band fails.

Uncovering Reaction Sequences on Surfaces through Graphical Methods Even with
efficient reaction path and transition state finding methods, sampling different conform-
ers or adsorption orientations, preparing geometry optimizations, and setting up different
reaction path finding calculations is cumbersome, when performed manually. Addition-
ally, it is possible to miss some important pathways because they are not obvious based on
chemical intuition. This motivates implementation and testing of a new method for auto-
mated reaction discovery of surface reactions. The surface-ZStruct is tested for the study
of unimolecular and bimolecular reactions, where the propanoic acid dissociation path-
way is an example of unimolecular reactions and is completely elucidated using this new
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method. The resulting reaction network is compared with numerous studies on this reac-
tion to confirm accuracy. Another studied reaction is atomic layer deposition of titanium
nitride, where ammonia and tetrakis(dimethylamido)titanium (TDMAT) react on Si(100)
surface to deposit TiN and extrude dimethylamine and other gaseous products. Repeating
the following 5 steps results in TiN deposition: Step (1) Addition of ammonia to replace
surface hydroxides by NHx species, with concurrent release of H2O. Step (2) Deposition
of titanium via ligand exchange between NH2 and TDMAT, extruding dimethylamine gas.
Steps (3) and (4) Bonding of Ti to neighboring NH *2 groups to form N bridges that are
observed in the TiN unit cell. Step (5) Ti reduction and addition of ammonia to the Ti-
terminated surface and preparing it for addition of further TDMAT species. The complete
reaction cycle for TiN ALD was successfully uncovered using surface-ZStruct.

Multivariate Linear Analysis of Thermodynamic and Steric Parameters for Charac-
terizing KtnC Catalyzed Biaryl Coupling Modeling enzymatic reactions is a complex
task because there are multiple factors at play in biological systems and the geometry of
the active site, the protein scaffold, and solution parameters are important factors affect-
ing the outcome of modeling studies. In this Chapter, the reactivity and site-selectivity
of KtnC enzyme was investigated using the experimental yield values and structures of
substrates involved in the reaction. KtnC is a cytochrome P450 enzyme that catalyzes the
homocoupling of 7-demethylsiderin (native substrate) in nature with high yield and stereo-
selectivity. The goal is to develop KtnC as a general catalyst for cross-coupling of any
desired aromatic compound. The objective of the first stage is to understand the reaction
mechanism, factors controlling the site-selectivity, and to predict the yield. This informa-
tion could later be used to manipulate reaction conditions or substrates to achieve high
yield and selectivity for other biaryls. Two substrates are organized in gas-phase and are
held together by dispersion interactions to form an activated complex. Bond dissociation
energies of the complex and the size of substituents on coumarin structures are measured
and correlated with experimental yields. The results show a higher correlation between the
enthalpies of di-radical pathway and the yield compared to enthalpies of other suggested
mechanisms. Also, the site-selectivity for cross-coupling of the native substrate with other
coumarins could be predicted using ∆H of different C−C bond formations.

5.2 Future Directions

Surface growing string method has shown to be very efficient and reliable compared to
similar competing methods, three most important advantages of the growing string method
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are: 1) its speed 2) its ability to find a transition state, reaction product, and reaction path
in one single run and 3) its ability to find a reaction path and product by just knowing
the starting structure. Despite these advantages, growing string method could benefit from
code optimization to make it even faster. Also, multiple versions of the code available for
different types if chemical processes could be merged into one single well-written program
for maintenance and distribution purposes. In terms of chemistry, the algorithm could be
extended to potential bias studies to model and investigate electrochemical reactions with
significance in many industrial processes such as coating, corrosion, photosynthesis, fuel
cells, and many other important electrochemical transformations.

Another potential direction for the work presented in this dissertation is improving the
surface-ZStruct method. ZStruct methods are great tools for exploring chemical networks,
especially the reactions that are not well-studied. However, computing hundreds of re-
action paths even for small systems requires powerful computational resources. Another
shortcoming is the number of duplicate and failed reaction paths calculated by ZStruct rel-
ative to productive reaction paths. The reaction discovery also needs to be set up for each
new intermediate, in a step-by-step procedure. Finally, analyzing hundreds of reaction
paths for meaningful chemical insight is a tedious process manually. To address the first
two problems, incorporation of data on thermodynamics and kinetics of similar reactions
might help to reduce the pathways that need to be calculated and thus the number of failed
reaction path computations. Another future direction could be a new program that analyses
ZStruct outputs for changes in connectivity and compares new structures with desired prod-
ucts based on the driving coordinates and also compares the final geometry with a database
of typical chemical intermediates and activation energies to prune unproductive pathways.

The results of Chapter 4 could be greatly improved if more datapoints for various sub-
strates with only small variations in one structural parameter were available. For this study,
the role of each substrate pair and their interaction to activate each other needs to be un-
derstood. In addition, the effect of each R group attached to the coumarin scaffold and
its effect on sterics and electronics of the substrate and the other partner should be investi-
gated. This information could provide enough evidence to describe the reaction mechanism
in full detail.
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APPENDIX A

Supplementary Information for Chapter 2

A.1 Hybrid coordinate system

The B matrix in primitive coordinates is formed using standard techniques [16]

Bi j =
∂qi

∂x j
(A.1)

∆q = B∆X (A.2)

where q are the primitive (hybrid) coordinates and X are Cartesians. The G matrix is
formed and diagonalized as described below to produce a set of 3N non-redundant (linearly
independent) vector space, U.

G = BB> (A.3)

G(U R) = (U R)

Λ 0
0 0

 (A.4)

The B matrix in non-redundant (NR) (hybrid) coordinates is formed based on

BNR = U>B , U ∈ R3N (A.5)

For the constraint optimization, the constraint vector, UC , is formed by projecting
the unit vector C corresponding to the constant primitive coordinates onto the full non-
redundant subspace

UC =

3N∑
k=1

〈C|Uk〉Uk (A.6)

The constraint vector, UC , is normalized and the set V with 3N+1 vectors is formed by
concatenating vectors Uk and the vector UC

V = {UC ,Uk;k = 1, · · · ,3N} (A.7)
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Schmidt orthonormalization is carried out to form a new set (V∗) with 3N-1 vectors Uk

and the vector UC

V∗k = αk

Vk −

k−1∑
l=1

〈Vk|V∗l 〉V
∗
l

 (A.8)

where αk is a normalization constant, Vk are the vectors from the set V , and vectors V∗l
compose the new orthonormal basis, V∗. [15, 235]

A.2 Hessian construction and update at each node

An initial diagonal Hessian in primitive coordinates is constructed from bonds, angles,
and torsions and maintained to build a new non-redundant coordinates Hessian after each
update and reparameterization step. This procedure is enforced because non-redundant
coordinates change as reparameterization proceeds. The non-redundant coordinates Hes-
sian, H, at each node is created by applying change of basis to the Hessian in primitive
coordinates (Hprim)

H = U>HprimU (A.9)

where U is the non-redundant coordinates matrix. Both Hessians are updated using the
BFGS [36, 68, 77, 189] scheme

∆HBFGS =
∆g∆g>

∆g>∆x
−

Hi−1∆x∆x>Hi−1

∆x>Hi−1∆x
(A.10)

where Hi−1 is the Hessian of the previous step, and ∆g and ∆x are changes in current and
previous gradient and coordinates, respectively. Note that ∆g and ∆x are in their respective
non-redundant coordinate or primitive coordinate basis for each corresponding Hessian
matrix.

A.3 Hessian construction and update at TS node

After completion of CI, the exact TS search starts by constructing a Hessian with desired
eigenvalue structure from TS node’s existing Hessian. The curvature, C, along the reaction
path at the TS node is approximated using the two neighboring nodes to estimate the TS
eigenvector [7]

C =
2ETS−1

a(a + b)
−

2ETS

ab
+

2ETS +1

b(a + b)
(A.11)
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where ETS−1 and ETS +1 are the energies of the nodes prior to and following the TS node,
ETS is the energy of the TS node, a is the distance between the TS and the previous node,
and b is the distance to the following node.

This modification is applied by subtracting the curvature along the reaction tangent
from C, and multiplying it by a symmetric matrix with proper size, UCU>C ,

∆H =
(
C−U>C HUC

)
UCU>C (A.12)

The new Hessian is updated using the Bofill [28] method, which allows negative eigenval-
ues

∆HBo f ill = φ∆HMS + (1−φ)∆HPS B (A.13)

∆HMS =
(∆g−Hi−1∆x)(∆g−Hi−1∆x)>

(∆g−Hi−1∆x)>∆x
(A.14)

∆HPS B =
(∆g−Hi−1∆x)∆x>+∆x(∆g−Hi−1∆x)>

∆x>∆x
−

∆x>(∆g−Hi−1∆x)∆x∆x>

(∆x∆x>)2 (A.15)

φ =

(
(∆g−Hi−1∆x)>∆x

)2

|∆g−Hi−1∆x|2|∆x|2
(A.16)

where Hi−1, ∆g, and ∆x are the same variables as described for Equation (A.10).

A.4 Additional Computational Details

The computational details for GSM are similar to those described in previous GSM pa-
pers. [234–236] There are slight differences in the convergence criteria for single-ended
and double-ended GSMs during the growth phase. During the growth phase of SE-GSM,
new nodes are optimized until the root mean square (RMS) gradient is below 10 times the
convergence threshold (0.005 Hartree/Å), or 30 steps. In this method, the number of nodes
is not specified in the input and is actively determined during the growth phase, so two
criteria are used to determine whether to continue growing: (1) the frontier node is lower
in energy than the previous node (by a threshold value), or (2) the frontier node’s constraint
gradient is positive. In DE-GSM, at most two nodes can be added during the growth phase,
and each node undergoes two optimization steps per optimization iteration. The new nodes
are added only when the perpendicular gradient magnitudes on the frontier nodes fall below
0.1 Hartree/Å. For double-ended methods (DE-GSM & CI-NEB), the number of nodes is
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predefined as part of the input parameters.
In both single-ended and double-ended GSM, the CI search commences after the sum

of the perpendicular gradient magnitudes over all nodes, F, is converged to F < 0.3
Hartree/Å . The reaction path is considered converged when RMS gradient on the TS
node is below 0.0005 Hartree/Å. The exact TS search is initiated when one of the three sets
of conditions is met: 1.) the total gradient is < 0.2 Hartree/Å, the TS node is converged
to within 10 times the nodal convergence tolerance, and the constraint force is < 0.01
Hartree/Å, 2.) the total gradient is < 0.1 Hartree/Å, the TS node is converged to within 10
times the convergence tolerance and the constraint force is < 0.02 Hartree/Å, or 3.) the TS
node is within five times the convergence tolerance. In SE-GSM, after completion of the
exact TS search and string convergence, the last node on the string which is the predicted
reaction product is optimized in all directions (without constraint) to a local minimum.

A.5 DE-GSM vs. CI-NEB RPs

RPs for Reaction 6-c is shown in Figure A.5c in detail. As shown in the snapshots (4) to
(8), the two swapping Cu atoms collide on the interpolated path which leads to CI-NEB’s
failure immediately after the initial interpolation for placing the nodes. This issue arises
from linear interpolation in Cartesians and CI-NEB’s strategy in node placement while the
growing nature of DE-GSM prevents this problem. In the path calculated by DE-GSM
(Figure A.5b) the top left translucent Cu atom passes over the other moving Cu atom and
avoids collision.

Similar to Reaction 6-c, Reaction 6-b has a problem with the initial interpolation in
NEB, as shown in Figure A.4c. Here, a Cu atom moves from within the surface to a
hollow site on the top layer. Instead of moving upward then sideways, NEB’s interpolation
places the Cu atom between two surface Cu atoms, resulting in a problematic initial RP
that never recovers to reach a realistic path. Specifically, optimization from this initial
condition leads to deformation of the slab (Figure A.4b, snapshots (3) and (5)), which
is not desired or required for this reaction. Improvements to the interpolation algorithm
in NEB, for instance linear and quadratic synchronous transit, [20, 84, 166] may be able
to remedy these issues. DE-GSM, however, takes advantage of curvilinear interpolation
for placing nodes and incremental node addition, and is able to refine path 6-c without a
challenge (Figure A.4a).

In Figure A.3, the maximum difference in activation energies occurs for water disso-
ciation on W(111) (15-a), which differs by 4.6 kcal/mol between DE-GSM and CI-NEB.
To understand why the barriers are so different, the corresponding RPs are shown in Fig-
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ure A.6b and the TS structures quantitatively compared in Table A.2. While many aspects
of the O−H dissociation are similar between DE-GSM and CI-NEB, two unique reaction
paths were found. One proceeds by directly moving the transferring hydrogen to its final
binding site and the other moves hydrogen in a half-circle before reaching its final location.
The disagreement in activation barriers between DE-GSM and CI-NEB, therefore, is not
due to failure of either method. In general, there is no guarantee that double-ended methods
will converge to the same RP and TS, though it appears to be a relatively infrequent event
in our test set.

A representative example of reactions that proceed through very different pathways
when calculated by DE-GSM or CI-NEB is reaction 5-b (H diffusion in Ni(111) from fcc
site to second layer) which is an example of hydrogen embrittlement in metals (Figure
A.7). Fracturing in metals due to hydrogen adsorption and then its diffusion into the bulk
material is particularly important in high strength steels and nickel fabrication [195]. In
this reaction, DE-GSM finds a path that involves diffusion of the H atom first directly into
the surface (Figure A.7b, snapshots (1) to (6)), and then its migration from fcc to hcp site
underneath the top slab layer. The calculated TS for this reaction has an activation energy
of 18.5 kcal/mol. The path calculated by CI-NEB first moves the H atom from fcc to hcp
site over the top slab layer and then moves it in between the first and second layers to end
up at the same product structure as DE-GSM. In cases with two distinct RPs from different
methods, increasing the number of nodes in order to achieve a more converged path did not
result in similar paths or activation barriers.

77



Growth Phase

Optimization Phase

Exact TS Search

Figure A.1: Process flow for DE-GSM.
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Figure A.2: Process flow for generation of hybrid coordinate system. Threshold value is
determined based on atomic radii of atoms.
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Figure A.3: Comparison of the activation energies calculated by DE-GSM and CI-NEB
methods. The area between the two dotted red lines confines ±5 kcal/mol deviation from
the best fitted line (R2 = 0.989 and y = 0.995x−0.75).
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(a) Reaction path calculated by
DE-GSM (blue) for Cu atoms

swapping on Cu(110).
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(b) Snapshots of Cu atoms swapping on Cu(110) calculated by DE-GSM.
Number 5 is the transition state. The top left translucent atom moves over the other atom during

the reaction.
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(c) Snapshots of Cu atoms swapping on Cu(110) calculated by CI-NEB. Calculation fails
immediately after the initial interpolation due to the collision of the Cu atoms (image number (6)).

Figure A.5: Reaction 6-c. Reaction paths for swapping of Cu atoms on Cu(110).
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(1) (3) (5) (7) (9) (11)

(a) Snapshots of a Cu atom moving on Cu(110) calculated by DE-GSM. Number 5 is the TS.

(1) (3) (5) (7) (9) (11)

(b) Snapshots of a Cu atom moving on Cu(110) calculated by CI-NEB. The calculated path
involves deformation of the slab.

(c) Moving Cu atom intersects the bond between two other surface atoms in predicted TS along
the initial interpolated path by CI-NEB.

Figure A.4: Reaction 6-b. Reaction paths for a Cu atom diffusing to a hollow site on
Cu(110).
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(b) Snapshots of H (gray) diffusion in Ni(111) calculated by DE-GSM. There is a TS for diffusing
from fcc to hcp site and another TS (node number 10) for diffusion beneath the first latyer.
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(c) Snapshots of H (gray) diffusion in Ni(111) calculated by CI-NEB. The H atom first diffuses on
the surface and there is no barrier for diffusion from hcp site to the layer below.

Figure A.7: Reaction 5-b. Reaction paths for diffusion of H atom in Ni(111).
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Figure A.9: Reactant, TS, and product structures for reaction (10-a) calculated by DE-
GSM (top) and SE-GSM (bottom). The CO molecule is not stationary in the case of SE-
GSM.

Figure A.10: Complexes formed right before TS for SE-GSM (left) and DE-GSM (right).
Note the asymmetric bond cleavage in SE-GSM case.
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Figure A.11: TS structure of reaction T5. Bond lengths are in Ångstroms.
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Reactant-2 TS-2 Product-2

(a) Reaction-T2. Dissociation of NH3.

Reactant-3 TS-3 Product-3

(b) Reaction-T3. Dissociation of NH2 to NH
and H.

Reactant-4 TS-4 Product-4

(c) Reaction-T4. Formation of H2 from two
H atoms.

Figure A.12: Reactants, TSs, and products of the first deposition cycle. Atoms are N
(blue), H (white), C (gray), Ti (tan green), and Cu (ochre).
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Reactant-5 TS-5 Product-5

(a) Reaction-T5. Adsorption of first TDMAT molecule on the surface through
ligand-exchange with NH*.

Reactant-7a TS-7a Product-7a

(b) Reaction-T7a. Following reaction T6, the second
tris(dimethylamido)titanium species reacts with the remaining H on N to
form a new atomic layer. This reaction takes place in two steps, the first step
which is reaction (T7-a) proceeds through a hydrogen-transfer from NH *2 to
dimethylamido ligand.
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Reactant-7b TS-7b Product-7b

(c) Reaction-7b. In the second step of reaction (T7), dimethylamine desorbs
from the surface while the second Ti connects to N* in an associative ligand-
exchange reaction.

Figure A.13: Reactants, TSs, and products of the second deposition cycle. Atoms are N
(blue), H (white), C (gray), Ti (tan green), and Cu (ochre).
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Reactant-8 TS-8 Product-8

(a) Reaction-8. Hydrogen-transfer occurs between NH *3 and dimethylamido
ligand of titanium while NH *2 connects to titanium through an associative pro-
cess.

Reactant-9 TS-9 Product-9

(b) Reaction-9. In this reaction, dimethylamido of one species reacts with
amido of a nearby fragment which was replaced in reaction T8. The third atomic
layer is formed and dimethylamine is released. The bridging NH can act as a
binding site for the incoming TDMAT in the next TDMAT cycle.

Figure A.14: Reaction paths for ALD of TiN on Cu(111). Atoms are N (blue), H (white),
C (gray), Ti (tan green), and Cu (ochre).
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(a) Snapshots of the initial path of ethane formation on Pd(111) calculated by DE-GSM.

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(b) Snapshots of the final converged path of ethane formation on Pd(111) calculated by DE-GSM.
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(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(c) Snapshots of the initial path of ethane formation on Pd(111) calculated by CI-NEB.

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10) (11)

(d) Snapshots of the final converged path of ethane formation on Pd(111) calculated by CI-NEB.

Figure A.15: Reaction 8-b. Reaction paths for ethane formation on Pd(111) from ethyl
and hydrogen.
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C

H
Pd1

Pd2

Figure A.16: Atomic labels for Table A.1.

C-Pd1 H-Pd2

Node CI-NEB DE-GSM Diff. (GSM - NEB) CI-NEB DE-GSM Diff. (GSM - NEB)

1 2.088 2.088 0.000 1.698 1.698 0.000
2 2.088 2.103 0.015 1.698 1.720 0.022
3 2.179 2.150 -0.029 1.776 1.767 -0.009
4 2.275 2.228 -0.047 1.864 1.846 -0.017
5 2.374 2.297 -0.077 1.959 1.917 -0.042
6 2.476 2.391 -0.084 2.061 2.023 -0.038
7 2.580 2.584 0.004 2.169 2.261 0.092
8 2.687 2.633 -0.054 2.282 2.377 0.095
9 2.795 2.782 -0.013 2.399 2.516 0.117

10 2.906 2.943 0.037 2.520 2.649 0.129
11 3.131 3.131 0.000 2.771 2.771 0.000

Table A.1: Bond lengths for initial and final RPs of Reaction 8-b calculated by CI-NEB and
DE-GSM. The difference is measured by subtracting CI-NEB’s value from DE-GSM’s. All
values are in Ångstroms.
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DE-GSM CI-NEB

Bonds (Å) & angle Reactant Transition State Transition State Product

W1-O5 4.684 2.087 2.115 1.891
O5-H6 0.994 1.358 1.347 3.343
O5-H7 0.986 0.981 0.982 0.972
W3-H6 5.297 2.118 2.115 1.906
W4-H6 3.504 4.950 2.389 4.805
W2-H7 3.570 6.157 6.153 6.664

∠ O5-H6-W3 103.979 136.967 114.971 85.325
∠ O5-H6-W4 121.762 131.643 144.183 91.637
∠ H6-O5-H7 104.059 95.586 102.853 96.772

Table A.2: Bond lengths and angles for the reactant, TSs, and product of Reaction 15-a
calculated by DE-GSM and CI-NEB. Colored values indicate bonds and angles that are
different in structures calculated by the methods.

Reaction 4

TS1 Intermediate TS2 Product

DE-GSM 39.2 32.8 48.0 39.8
SE-GSM 44.0 - - 39.9

Table A.3: Energies of TSs, intermediate, and products of Reaction 4. All the energies are
in kcal/mol and referenced to the reactant structure of each reaction.
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A.6 Tables of number of gradient calculations and Ea

ID DE-GSM CI-NEB SE-GSM
1 50 45 535
2 116 135 46

3-a 205 T 131
3-b 144 162 69
4-a 154 216 426
4-b 157 882 -
5-a 135 117 238
5-b - 297 147

5-b-1 201 - -
5-b-2 307 - -
5-c 169 432 306
6-a 339 216 1282
6-b - F F

6-b-1 277 - -
6-b-2 180 - -
6-c 639 F F
7-a 826 T 1944
7-b 210 T 270
8-a 154 513 142
8-b 167 738 181
9-a 286 504 155
9-b 474 810 378
9-c 1572 459 336
9-d 1042 459 183
10-a 190 1422 257
10-b 932 1773 592
11-a 288 T 207
11-b 258 288 195
12-a 276 T 91
12-b 260 T 158
13-a 172 342 123
13-b 124 342 141
14-a 144 549 112
14-b 175 675 139
14-c 89 216 126
15-a 145 1548 120
25-b 182 513 263
16-a 152 477 494
16-b 512 T 92
17-a 255 882 184
17-b 166 558 183
18-a 181 585 167
18-b 222 477 340
19-a 518 1449 1133
19-b 757 549 1667
20 1158 T 884
21 258 1062 200

(a) Number of gradient calculations required by
each method for the reactions in the test set. F
and T stand for failed and terminated reactions.
Terminated reactions are the ones that required
more than 1,800 gradient calculations for 9 ac-
tive images.

ID DE-GSM CI-NEB SE-GSM
1 3.6 3.5 3.5
2 3.9 3.9 3.9

3-a 32.5 T 33.0
3-b 3.7 4.1 4.1
4-a 39.2 39.3 44.0
4-b 15.2 11.7 -
5-a 18.5 18.5 18.7
5-b - 3.9 25.5

5-b-1 18.5 - -
5-b-2 6.4 - -
5-c 19.7 17.4 17.8
6-a 17.9 17.8 17.9
6-b - F F

6-b-1 20.6 - -
6-b-2 22.7 - -
6-c 26.4 F F
7-a 21.8 T 20.6
7-b 24.6 T 25.3
8-a 19.5 19.1 20.7
8-b 13.2 12.1 15.0
9-a 11.5 11.4 11.4
9-b 16.9 16.5 17.0
9-c 18.9 18.8 19.0
9-d 23.5 22.4 22.5
10-a 47.4 44.7 34.8
10-b 47.3 47.0 47.7
11-a 24.7 T 26.1
11-b 18.3 18.3 19.5
12-a 22.7 T 25.5
12-b 16.0 T 12.3
13-a 22.0 21.6 23.3
13-b 7.4 6.0 6.4
14-a 0.6 0.2 0.9
14-b 5.8 5.8 8.0
14-c 23.3 22.4 32.8
15-a 13.5 8.9 7.7
25-b 19.2 19.2 16.1
16-a 2.3 2.0 1.9
16-b 2.1 T 11.2
17-a 24.4 25.2 22.0
17-b 23.9 23.6 25.8
18-a 14.0 13.7 13.3
18-b 23.9 22.7 22.2
19-a 22.9 21.5 21.7
19-b 6.9 4.3 5.2
20 31.1 T 35.3
21 10.2 7.9 9.6

(b) Activation energies in kcal/mol calculated
by each method for the reactions in the test set.
F and T stand for failed and terminated reac-
tions. Terminated reactions are the ones that re-
quired more than 1,800 gradient calculations for
9 active images.
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APPENDIX B

Supplementary Information for Chapter 3

B.1 Tables of activation energies and reaction paths
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Figure B.1: Propanoic acid dissociation reaction network derived from reference [ [130]].
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S-ZStruct Original Study

ID Reaction Ea ∆E Ea ∆E

P1 CH3CHCOOH* −−−→ CH *3 + CHCOOH* 31.7 16.2 - -
P2 CH3CHCOOH* −−−→ CH2CHCOOH* + H* 25.3 -6.4 - -
P3 CH3CHCOOH* −−−→ CH3CHCO* + OH* 33.6 16.1 - -
P4 CH3CHCOOH* −−−→ CH3CH* + COOH* 0.7 -5.5 - -
P5 CH3CHCOOH* −−−→ CH3CCOOH* + H* 31.7 12.6 - -
P6 CH3CHCO* −−−→ CH *3 + CHCO* 35.7 22.9 - -
P7 CH3CHCO* −−−→ CH2CHCO* + H* 25.3 -4.9 - -
P8 CH3CHCO* −−−→ CH3CH* + CO* 21.7 (6.9%) -13.2 (26.9%) 23.3 -18.2
P9 CH3CHCO* −−−→ CH3CCO* + H* 17.8 -9.4 - -

Table B.1: Activation energies and heat of reactions for the portion of the propanoic acid
dissociation network calculated by S-ZStruct. For reactions P6 to P9 the energies for the
initial structure at 0° are reported. Only reaction P8 is run with the same parameters in the
original study [130]. All energies are in kcal/mol. Asterisk (*) designates surface species.
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Figure B.2: Adsorption of an ammonia molecule on OH-terminated Si(100) surface. Ea =
3.9 kcal/mol, Erxn = -8.1 kcal/mol.
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Figure B.3: Reaction paths for the reaction between TDMAT and adsorbed amido ligands.
Reactive atoms are marked in red and blue. All energies are in kcal/mol.
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Step (1) Step (2) Step (3) Step (4) Step (5) Ti Reduction

ID Ea ∆E ID Ea ∆E ID Ea ∆E ID Ea ∆E ID Ea ∆E ID Ea ∆E

S1 21.2 15.4 S2 20.5 14.8 1 29.9 21.9 7 35.4 29.9 S8 16.5 8.3 13 94.3 80.3
S3 23.2 6.6 2 35.1 18.6 8 65.1 38.2 S9 20.0 14.0 14 87.7 84.5
S4 66.8 41.8 3 65.5 24.9 9 69.7 -0.7 S10 82.7 26.5 15 40.3 26.2
S5 85.4 3.9 4 89.0 6.0 10 77.0 14.9 S11 97.4 10.1 16 36.5 32.7
S6 88.0 10.0 5 90.6 2.8 11 81.6 12.6 17 25.9 11.5
S7 96.9 20.2 6 96.3 48.8 12 93.4 75.9

Table B.2: Activation energies and heat of reactions for ALD of TiN network. All energies
are in kcal/mol.
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Figure B.5: Reaction paths for β-hydride elimination and Ti reduction.
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Figure B.6: Summary of the proposed reaction paths by the literature for reduction of
Ti(IV) to Ti(III). Blue: reductive elimination of tetramethylhydrazine after the third ligand-
exchange reaction. Red: reductive elimination of hydrazine or 1,1-dimethylhydrazine after
the third ligand-exchange and ammonia cycle. Reaction paths following a high barrier are
considered infeasible and not simulated.

ID Ea ∆E

S12 58.6 37.8
S13 74.4 71.8
S14 7.8 -0.1
S15 87.7 84.5
S16 76.6 76.0
S17 91.5 74.6

Table B.3: Activation energies and heat of reactions Ti reduction. All energies are in
kcal/mol.
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Figure B.7: Some reaction pathways calculated by S-ZStruct that have high activation
energies but demonstrate capabilities of S-ZStruct to examine different possibilities. β-
hydride elimination is followed by formation of N-methylmethanimine, H2, methane, or
reductive elimination of dimethylamine. All energies are in kcal/mol.
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APPENDIX C

Supplementary Information for Chapter 4

C.1 Supplementary Figures and Tables

Row Mol. or B partner Col. Mol. or A partner (Mol. ID)

Mol. ID R Groups Data 1 (1) Data 2 (32) Data 3 (20) Data 4 (26) Data 5 (2)

1 R1=Me, R2=OMe 99.2% 11.7% 2.1% 2.9% 66.3%
2 R1=Me, R2=OEt 66.3% 7.5% 6.0% - 74.0%
3 R1=Me, R2=OiPr 40.6% 0.7% 0.8% - 12.6%
4 R1=Me, R2=OtBu 12.9% 0% - - -
5 R1=Me, R2=OBu 34.7% 3.0% 1.2% - 39.3%
6 R1=Me, R2=NH2 13.2% 0% - - -
7 R1=Me, R2=NHMe 70.4% 25.7% 7.1% 4.7% 83.6%
8 R1=Me, R2=H 54.2% 68.1% 1.7% 2.4% 27.1%
9 R1=Me, R2=Me 4.4% 12.1% trace - 6.7%

33 R1=Me, R2=OPr 14.6% - - - 14.6%
16 R1=H, R2=OMe 39.6% 10.1% 0.6% 0.5% 7.9%
17 R1=H, R2=NMe(OMe) 1.8% - 0.8% - -
18 R1=H, R2=Me 21.7% 4.9% - - 0.0%
19 R1=H, R2=Ph 0.9% 0% - - -
20 R1=H, R2=H 4.0% 10.6% - - 36.6%
1 R1=Me, R2=OMe - 3.8% 2.1% 2.9% 66.3%

12 R1=Cl, R2=OMe 14.5% 3.8% 0.9% - 15.2%
14 R1=Br, R2=OMe 19.5% 10.1% - - 15.7%
16 R1=H, R2=OMe 39.6% 0% 0.6% 0.5% 7.9%
34 R1=Et, R2=OMe 28.9% - - - -

Table C.1: Reported experimental yields for heterocoupling (AB products) reactions of C5-
Me, C5-H, and C4-OMe substituted coumarins. The number in parentheses is the molecule
ID of the column molecule.
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Figure C.1: Structures of row and column molecules of Table C.1.
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(a) The highest correlation between ∆H
and log10(yield) for mechanism 2 in data 2.

(b) The highest correlation between ∆H
and log10(yield) for mechanism 2 in data 1.

(c) The highest correlation between ∆H
and log10(yield) for mechanism 1 in data 1.

Figure C.2: Correlation between log10(yield) and ∆H of elementary steps for pathways 1
and 2 of Figure 4.3.
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(a) Data 1 (b) Data 2

(c) Data 3 (d) Data 5

Figure C.3: Correlation between log10(yield) and ∆H of reaction steps for di-radical path-
way of Figure 4.3.
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